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Expectation maximization

Algorithm is as follows:

1 Write down the complete log-likelihood log p(x, z; θ) in such a way
that it is linear in z

2 Initialize θ0, e.g. at random or using a good first guess
3 Repeat until convergence:

θt+1 = arg max
θ

M∑

m=1

Ep(zm|xm;θt)[log p(xm,Z; θ)]

Notice that log p(xm,Z; θ) is a random function because Z is unknown

By linearity of expectation, objective decomposes into expectation
terms and data terms

“E” step corresponds to computing the objective (i.e., the
expectations)

“M” step corresponds to maximizing the objective
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Derivation of EM algorithm

L(θ) l(θ|θn)

θn θn+1

L(θn) = l(θn|θn)
l(θn+1|θn)

L(θn+1)

L(θ)
l(θ|θn)

θ

Figure 2: Graphical interpretation of a single iteration of the EM algorithm:
The function l(θ|θn) is bounded above by the likelihood function L(θ). The
functions are equal at θ = θn. The EM algorithm chooses θn+1 as the value of θ
for which l(θ|θn) is a maximum. Since L(θ) ≥ l(θ|θn) increasing l(θ|θn) ensures
that the value of the likelihood function L(θ) is increased at each step.

We have now a function, l(θ|θn) which is bounded above by the likelihood
function L(θ). Additionally, observe that,

l(θn|θn) = L(θn) + ∆(θn|θn)

= L(θn) +
∑

z

P(z|X, θn) ln
P(X|z, θn)P(z|θn)

P(z|X, θn)P(X|θn)

= L(θn) +
∑

z

P(z|X, θn) ln
P(X, z|θn)

P(X, z|θn)

= L(θn) +
∑

z

P(z|X, θn) ln 1

= L(θn), (16)

so for θ = θn the functions l(θ|θn) and L(θ) are equal.
Our objective is to choose a values of θ so that L(θ) is maximized. We have

shown that the function l(θ|θn) is bounded above by the likelihood function L(θ)
and that the value of the functions l(θ|θn) and L(θ) are equal at the current
estimate for θ = θn. Therefore, any θ which increases l(θ|θn) will also increase
L(θ). In order to achieve the greatest possible increase in the value of L(θ), the
EM algorithm calls for selecting θ such that l(θ|θn) is maximized. We denote
this updated value as θn+1. This process is illustrated in Figure (2).

7

(Figure from tutorial by Sean Borman)
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Application to mixture models

i = 1 to N

d = 1 to D

wid

Prior distribution
over topics

Topic of doc d

Word

βTopic-word
distributions

θ

zd

This model is a type of (discrete) mixture model
Called multinomial naive Bayes (a word can appear multiple times)
Document is generated from a single topic
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EM for mixture models

i = 1 to N

d = 1 to D

wid

Prior distribution
over topics

Topic of doc d

Word

βTopic-word
distributions

θ

zd

The complete likelihood is p(w,Z; θ, β) =
∏D

d=1 p(wd ,Zd ; θ, β), where

p(wd ,Zd ; θ, β) = θZd

N∏

i=1

βZd ,wid

Trick #1: re-write this as

p(wd ,Zd ; θ, β) =
K∏

k=1

θ
1[Zd=k]
k

N∏

i=1

K∏

k=1

β
1[Zd=k]
k,wid
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EM for mixture models

Thus, the complete log-likelihood is:

log p(w,Z; θ, β) =
D∑

d=1

(
K∑

k=1

1[Zd = k] log θk +
N∑

i=1

K∑

k=1

1[Zd = k] log βk,wid

)

In the “E” step, we take the expectation of the complete log-likelihood with
respect to p(z | w; θt , βt), applying linearity of expectation, i.e.

Ep(z|w;θt ,βt)[log p(w, z; θ, β)] =

D∑

d=1

(
K∑

k=1

p(Zd = k | w; θt , βt) log θk +
N∑

i=1

K∑

k=1

p(Zd = k | w; θt , βt) log βk,wid

)

In the “M” step, we maximize this with respect to θ and β
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EM for mixture models

Just as with complete data, this maximization can be done in closed form

First, re-write expected complete log-likelihood from

D∑

d=1

(
K∑

k=1

p(Zd = k | w; θt , βt) log θk +
N∑

i=1

K∑

k=1

p(Zd = k | w; θt , βt) log βk,wid

)

to

K∑

k=1

log θk

D∑

d=1

p(Zd = k | wd ; θt , βt)+
K∑

k=1

W∑

w=1

log βk,w

D∑

d=1

Ndwp(Zd = k | wd ; θt , βt)

We then have that

θt+1
k =

∑D
d=1 p(Zd = k | wd ; θt , βt)

∑K
k̂=1

∑D
d=1 p(Zd = k̂ | wd ; θt , βt)
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Latent Dirichlet allocation (LDA)

Topic models are powerful tools for exploring large data sets and for
making inferences about the content of documents
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Many applications in information retrieval, document summarization,
and classification
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inferences+about+the+content+of+documents+
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LDA is one of the simplest and most widely used topic models
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Generative model for a document in LDA

1 Sample the document’s topic distribution θ (aka topic vector)

θ ∼ Dirichlet(α1:T )

where the {αt}Tt=1 are fixed hyperparameters. Thus θ is a distribution
over T topics with mean θt = αt/

∑
t′ αt′

2 For i = 1 to N, sample the topic zi of the i ’th word

zi |θ ∼ θ

3 ... and then sample the actual word wi from the zi ’th topic

wi |zi ∼ βzi
where {βt}Tt=1 are the topics (a fixed collection of distributions on
words)

David Sontag (NYU) Introduction To Machine Learning Lecture 21, April 14, 2016 9 / 14



Generative model for a document in LDA

1 Sample the document’s topic distribution θ (aka topic vector)

θ ∼ Dirichlet(α1:T )

where the {αt}Tt=1 are hyperparameters.The Dirichlet density, defined over

∆ = {~θ ∈ RT : ∀t θt ≥ 0,
∑T

t=1 θt = 1}, is:

p(θ1, . . . , θT ) ∝
T∏

t=1

θαt−1
t

For example, for T=3 (θ3 = 1− θ1 − θ2):

α1 = α2 = α3 =

θ1 θ2

log Pr(θ)

θ1 θ2

log Pr(θ)

α1 = α2 = α3 =
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Generative model for a document in LDA

3 ... and then sample the actual word wi from the zi ’th topic

wi |zi ∼ βzi

where {βt}Tt=1 are the topics (a fixed collection of distributions on
words)
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Example of using LDA

gene     0.04
dna      0.02
genetic  0.01
.,,

life     0.02
evolve   0.01
organism 0.01
.,,

brain    0.04
neuron   0.02
nerve    0.01
...

data     0.02
number   0.02
computer 0.01
.,,

Topics Documents Topic proportions and
assignments

Figure 1: The intuitions behind latent Dirichlet allocation. We assume that some
number of “topics,” which are distributions over words, exist for the whole collection (far left).
Each document is assumed to be generated as follows. First choose a distribution over the
topics (the histogram at right); then, for each word, choose a topic assignment (the colored
coins) and choose the word from the corresponding topic. The topics and topic assignments
in this figure are illustrative—they are not fit from real data. See Figure 2 for topics fit from
data.

model assumes the documents arose. (The interpretation of LDA as a probabilistic model is
fleshed out below in Section 2.1.)

We formally define a topic to be a distribution over a fixed vocabulary. For example the
genetics topic has words about genetics with high probability and the evolutionary biology
topic has words about evolutionary biology with high probability. We assume that these
topics are specified before any data has been generated.1 Now for each document in the
collection, we generate the words in a two-stage process.

1. Randomly choose a distribution over topics.

2. For each word in the document

(a) Randomly choose a topic from the distribution over topics in step #1.

(b) Randomly choose a word from the corresponding distribution over the vocabulary.

This statistical model reflects the intuition that documents exhibit multiple topics. Each
document exhibits the topics with different proportion (step #1); each word in each document

1Technically, the model assumes that the topics are generated first, before the documents.

3

θd

z1d

zNd

β1

βT

(Blei, Introduction to Probabilistic Topic Models, 2011)
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“Plate” notation for LDA model

α Dirichlet 
hyperparameters

i = 1 to N

d = 1 to D

θd

wid

zid

Topic distribution
for document

Topic of word i of doc d

Word

βTopic-word
distributions

Variables within a plate are replicated in a conditionally independent manner
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Comparison of mixture and admixture models

i = 1 to N

d = 1 to D

wid
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zd

α Dirichlet 
hyperparameters

i = 1 to N

d = 1 to D

θd

wid

zid

Topic distribution
for document

Topic of word i of doc d

Word

βTopic-word
distributions

Model on left is a mixture model
Called multinomial naive Bayes (a word can appear multiple times)
Document is generated from a single topic

Model on right (LDA) is an admixture model
Document is generated from a distribution over topics
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