
Lecture

Uniform generation
- Uniformly generating satisfying assignments

to DNF formula

counting problems
- # p

Approximate counting
- connection to uniform generation



Uniform sampling of satisfying assignments
to DNF formula

DNF Formula :

"

or of ands
"

e.g. lflxi "Xn)= XXIX} V ✗ 2×-3×4×10 VXÑoXn V.
. .

* implicit 1'sNotation:
(we don't bother to write them)

Iask : Find satisfying assignment top

easy !

pick one term t set literals in it to true

( satisfied if 1- term st
.
not both Xirxj in it)

Taste : Find random_ satisfying assignment top
I uniform over all sat assignments



Is it doable ???

Specialcasei.

Only one conjunction

F- = Yigal . . . AYK for Yi c- { 4,1%11,15*3

e.g. F- :X
,

sat assignments = any assignment sit.
1=-1

,
✗2-- F ,

✗5-T

random satisfying assignment to F :

Let X
,

-

- T
,
Xz=F

,
Xz=T

✗ pick Xy .
. . Xn randomly c- { IF}

in general , satisfy literals in ¥
t pick other settings randomly



Twoconjvnctioncase-n.ee/anpk-:X,X2VXz
Algorithm Attempt :

pick it { 1,23 pick 1

set vars in conjunction i to
"

true
"

set 4--112=-1

set other vars randomly
set ✗5- T

to ✗1×2×3

satisfy satisfy ×
,

c- Prob pick
I

✗ 1×2
← prob pick

#F

Pr [output TTF) = ta - ta =k,

← prob pick
2

Pr[ output TFT] = try . ¥,
←prob pick

not uniform : { ✗it
= 118 ✗5-

F

1) 2nd conjunction Pr[output TTT) =has more

sat assignments tg.tn +1-2.1 = 318

2) some assignments T T
2$
←

pick
can be chosen multiple pick I pick ✗5-T pick 2

ways



main ideas to fix algorithm :

1) choose conjunction proportionally to # sat

assignments
2) if assignment can be output in > 1 way,

"correct
"

for it.
"

rejection sampling
"

All assignments
3 times more likely

A-
2 Correct by

A
, tossing coin

"

:÷÷of bias Is to
decide if to

\

As2tÉ✓
more

likely to
be picked .

Correct by tossing
blasts coin to decide if to output

Let It
,
← { I --Hi.in/ I satisfies Ci }

assignments that satisfy clause in



m ← conjunctions
Algorithm : Input : D= #Ci

Let Iti ← { I --Hi.in/X- satisfies Ci }

Repeat
Pick i with prob !

EIAJI
j= ,

we already
saw → pick uniform assignment 5 in Ai
how to do
this

Let t§- / { if b- satisfies Aj} / ←
? '

since

I satisfies
Hi

Output b- with prob Yts

Until svieed



Uniformity :

It b- sf
.

b- satisfies Cf :

Pr [ output 5 in round i ] = I { pr[ pick j in round i] •1-
lsjltb jem)

S.t. b- t Sj

= 1- E
te jst.

¥¥d • ¥1
b-c- Sj

= -¥£÷,d = ¥41
K

n

same for

all 5
that satisfy ✗

Runtime :

Pr [ loop succeeds] 2 m¥
,

= tm

E- [# loops until succeeds]
⇐ m

time per loop is poly lmmtn)



Counting Problems

# P = class of problems that count

# accept paths in

poly - time nondeterministic Turing
machines

.

#P-complete :
- in # P

•

every problem in # P has

Turing reduction
poly - time reduction}

to it

#SAT :# of assignments satisfying Boolean formula Cf
# P- complete !



Is #DNF easier ? DNFisinPhJso shouldbe
easy ! !! !

soo

rain on your§Ñhhg¥¥ Not if Pt-NP
GORO
Yi Dertlorgan's law :

Why ? (ATB ) = -1-115

Fafe ⇒ Injunction
Given µ in CNF

His sat iff G- has > I unsat

T T assignments
CNF DNF

p=µp ⇐ ability to exactly ⇐ ability to exactly count
count CNF
in poly time DNF in poly time

# DNF is # P- complete



Approximakcoontmg

Fully polynomial randomized approximation scheme LFPRAS)

Girl
,Est

,
z = # sat assignments to 4

Output y st
.

¥3 ⇐ y ± 2. ( ite)

with prob 2314

Hope : runtime poly in 141¥

pset 1 problem1 :

algorithm that satisfies
"

hope
"

⇒ poly in 1411,10g '8← pros
T of too much

approxerrorapproxerror "

confidence "



FPRAS for SAT ?

FPRAS for SAT ⇒ ptime algorithm for SAT :

AÉt : Given formula 4

Call FPRAS on Cf with E-- Ha
← AT %or°ks

if output > 0 output
"

satisfiable
"

else output
" unsatisfiable

"

OLÉ if ✗ satisfiable
, 1-+4>-1 so

y > ¥e >o ⇒ output "sa
it tf unsatisfiable

,
#4=0 so

Y=0 ⇒ output
" unseat

"

r



Exact vs . Approx Counting

Counting # SAT assignments to CHF is #P-complete
r i

' '' ' '

DNF
^ ' "

"
"

perfect matchings in graph
" "

" "

spanning trees
in graph is in polytime

Is it hard to approx count?

CNF hard

DNF polythene ← today

Matching polyt.me

Spanning trees polyt.me

your favorite problem?



Fully polynomial randomized approximation scheme LFPRAS)

⇐ D
,
E

set
.
z = # sat assignments to 4

Approx counting for output y sit
.

z

Fe
⇐ Y E 2. ( ite)

DNF :
with prob 2314

Will use :

H uniform generation of DNF sat assignments

(2)
"

Downward self - reducibility
" of D.NF

Downward self- reducibility :(dsr)

can compute problem by solving
smaller subproblems & putting
together answers via poly time

computation .



Why is #
- DNF d.sn ?

# OH ,

- " Xn)=# 014=-1,14
,
. . .Xn)+

both are
/# PCXFF, X2 , . . - Xn)

still DNF#
but in n- Ivars.

e.y .

# (✗ , XIV Xia VIN

= # ( xjvxa VXJ) ←
# settings
where XFT

+ # ( Ia)
← # settings

where XFF



Downward Self - Reducibility Tree

F- #PIX , . -XD = Fo + F
,

Fo -= #445112;Yn)• F- # HIT,Xa
,
.
.in

= Foot to, = to +F, ,

Foo Fo, :
• •

#PIF, -411>"XD#DIFF,X3iXn
Fo -= F

, ,
=

• #41-45×3 . ..Xn) #PITT,Xj"N⇒
.each node

is sum of
'

,

children
I

0
,

⑨ ⑨ ⑨ ⑨ ⑧ ⑨ ⑨ ⑨ ⑨ ① ⑨ ⑤

R T
Fteas 0111001101011 ' - '

±

either

I = true
# lf(FTFTTFTFTT. .)

o = false -
DNF in 0 vars

⇒ either True or False



exampte

# IX. Iavxiavxj) =3

XFT X,=F

# ( Xjvxavxj)=2
# ( Ia) = I

= # (T)
112=-1 ×, ,=

112=-1 X2=F

T T F
T

* * • µ



Approximate Counting Algorithm for #DNF

F

p
,

Let F-- ¥ ⇒ F- ¥
,¥\•

in

Fraction of sat

assignments
st

.
✗FT

main insight : for DNF
,
we can estimate S

,
via

sampling !
how to

• uniformly generate K sat assignments
←
" ""

do this
• § ←#T for DNF!!

But how do we compute F, ?

recursively !

F
,

= E- ← recurse

S
, ,
← estimate



F
So F- F
I = FBI =T-b.bs.bz?tSb
,b

, sbisbibasbisbisisb.bs.bz1 :
• Fb ,b,

= 1-
LF its
µbzbz j= , bibi

0

:
Potential Difficulties :

•
F
biba " 'bn 1

.

if Fbi ..bn=0 this doesn't

work

2. Is approximation of
S 's
bi - bi

good enough? only getadditive estimates

Ideas Always take path of
"

larger
"

child

Tonight guess wrong
Chaim if always pick

when both have lots

bi ¥ Fbi .br. > Fb
,
.bg

of SAT assignments
but soon will show

then always reach SAT ✓
that is ok

assignment leaf .
( so Fb

. . .ba
=L )



Ides estimate each sbi.br. to within Fn
additive error (using Chernoff buds

,
need only

poly lane , log 'm) samples⇒ if I > r=Y2
to get error < In)

Tr+¥n ± r( it §.r)±r( It E-)2h Union

*
slight issue : might be estimating 1- r

bird over
all i toif pick wrong path. We will ignore this

-for
get prob

of
now

,

error <Ly
r- Eynzrll - Fmr) Zrll - ¥n)

claim

output ± ¥ c- Fb,± ±
. . .

E t
11-55$

, 5b.5b.bz b. "bi

E ( It Eni
-4 = F. ( Iten)

"

± FLITE)
-4 I

ITSbi.br. 1+4+4=2,7. . . } Taylorseries

similarly , output ZF c- HE
FE

•



Recursive Algorithm
• estimate so

,
S
,
from unit generated
SAT assignments

- let b. ← argmax { So , 5,3

• recourse on Fb
,

runtime ?

e- n - #samples to get ¥n additive error . runtime of
uniform generatorT T T

#recursions

poly (¥Ñ(¥n
"

poly inn
in W

approx confidence
error error

total : poly In , E)
n

Pr [algorithm fails] ← E. Prlestmwk bad] e- n.iq c-¥
.

recursion level

in



Works for
any

d.Sir. problem !

poly time @most)- uniform -generation of
solutions

1ywhatabovtt①direction ?

poly time approximate counting of # solns

Thm_ [Jerrum Valiant Vnzirani] for
any problem inNP

⑨that is d.Sir. •

ptime approx counting ⇒ ptime almost uniform

of # solutions generation



(easier case)

(Perfect) counting for # DNF ⇒

(perfect) uniform generation

F Recursive algorithm:
Fo•X•F, at b

,
.
. . bi ,

Foo a |•••F" use (perfect) counter to compute
•

I ↳= Fb
,
:-b
;
0

P
,
= Fb

,
. . . bit

go left with prob !÷r
,

& right oiw
.

Claim (1) always reach SAT assignment
since never take branch with 0 SAT assignments

underneath

(2) Pr [ output binbn ] = 1T¥ . F¥;÷ • Fbibbs
.

. ..fi#..bnsIFaTsignmentFb.bz

= ¥ ← game for every
sat assignment



Question what if only have
approx counter ?

ltnswer RHS a- ¥ (1,1¥.)
"

← ¥ - Fe
if uchoose E'< E

In

⇒ close to uniform generation
of sat assignments


