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                                I am a Research Scientist at Google Research. I build machine learning models over (large datasets of) biological sequences.
                                

                                
                                I have a Ph.D. from MIT CSAIL, where I worked on machine learning (generative models, perturbation models), supervised by Prof. Tommi Jaakkola.
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