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Lecture 4: Non-linear classifiers 
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∈ ℝ5 

Initially we have ℎ(𝑥; 𝜃) = 𝑠𝑖𝑔𝑛(𝜃 ⋅ 𝑥), 𝜃 ∈ ℝ2, as a linear classifier. 

Non-linear: ℎ(𝑥; 𝜃) = 𝑠𝑖𝑔𝑛(𝜃 ⋅ 𝜙(𝑥)), 𝜃 ∈ ℝ5 

We’ll look at infinite dimensional feature mappings. 

Key idea: looking at the feature vectors explicitly is not naturally feasible when they grow to high dimensions. We want 

to exploit the feature mapping 𝜙(𝑥), which may be difficult to evaluate explicitly, but the inner products 𝜙(𝑥) ⋅ 𝜙(𝑥′) 

could be easier to evaluate. 

Intuition: If 𝑥 and 𝑥′ are very similar then 𝜙(𝑥) and 𝜙(𝑥′) will be pointing in the same direction and therefore their 

inner product will be larger. In contrast, if 𝑥 and 𝑥′ are very dissimilar then 𝜙(𝑥) and 𝜙(𝑥′) may be pointing in different 

directions and so their inner product may be small. Not rigorous, but useful to think about. This isn’t always true though. 

How do you come up with a kernel function? Find a 𝐾(𝑥, 𝑥′) that is large if 𝑥 and 𝑥′ are similar and small otherwise. This 

isn’t always true though. 

Inner products are referred to as kernels: 𝜙(𝑥) ⋅ 𝜙(𝑥′) = (𝑥 ⋅ 𝑥′)2 + (𝑥 ⋅ 𝑥′)  

𝜙𝐴(�⃗�) = ∏𝑥𝑖

𝑖∈𝐴

, �⃗� ∈ ℝ𝑑 , 𝐴 ⊂ {1…𝑑}  

𝜙𝐴(𝑥) = 𝑖𝑛𝑑𝑒𝑥 𝑖𝑛𝑡𝑜 𝜙(𝑥) 𝑎𝑡 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝐴 

𝜙(𝑥) ⋅ 𝜙(𝑥′) = ∑ 𝜙𝐴(𝑥)𝜙𝐴(𝑥′)

𝐴⊂{1…𝑑}

= ∏(1 + 𝑥𝑖𝑥𝑖
′)

𝑑

𝑖=1

 

Turn perceptron algorithm into a form that only relies on inner product. 

𝑘𝑒𝑟𝑛𝑒𝑙 𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑟𝑜𝑛: 

𝜃(0) = 0 

𝑐𝑦𝑐𝑙𝑒 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠…𝑎𝑛𝑦 𝑜𝑟𝑑𝑒𝑟 

𝑖𝑓 𝑦(𝑖)𝜃(𝑘)𝜙(𝑥(𝑖)) ≤ 0, 𝑡ℎ𝑒𝑛 𝜃(𝑘+1) = 𝜃(𝑘) + 𝑦(𝑖)𝜙(𝑥(𝑖)) 

After 𝑘  updates the parameter vector will be: 

𝛼𝑖 = # 𝑜𝑓 𝑢𝑝𝑑𝑎𝑡𝑒𝑠 𝑡𝑜 𝜃 𝑎𝑓𝑡𝑒𝑟 𝑠𝑡𝑒𝑝 𝑖 
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𝜃(𝑘) = ∑ 𝛼𝑖𝑦
(𝑖)𝜙(𝑥(𝑖))

𝑛

𝑖=1
, 𝛼𝑖 ≥ 0 

∑ 𝛼𝑖

𝑛

𝑖=1
= 𝑘 

How do we classify ℎ(𝑥; 𝜃(𝑘)) = 𝑠𝑖𝑔𝑛 (𝜃(𝑘)𝜙(𝑥)) = 𝑠𝑖𝑔𝑛 ((∑ 𝛼𝑖𝑦
(𝑗)𝜙(𝑥(𝑗))𝑛

𝑗=1 )𝜙(𝑥)) = ℎ(𝑥; 𝛼) 

Let’s rewrite kernel perceptron in terms of 𝛼  

𝛼𝑖 = 0, ∀𝑖 

if 𝑦(𝑖) ((∑ 𝛼𝑗𝑦
(𝑗)𝜙(𝑥(𝑗))

𝑛

𝑗=1
)𝜙(𝑥(𝑖))) ≤ 0, then 𝛼𝑖 = 𝛼𝑖 + 1  

𝜙(𝑥(𝑗))𝜙(𝑥(𝑖)) = 𝐾(𝑥(𝑖), 𝑦(𝑗)) 

Explicit definition: A kernel function 𝐾(𝑥, 𝑥′) = 𝜙(𝑥)𝜙(𝑥′) 

Implicit definition: 𝐾(𝑥, 𝑥′) is a kernel if for all training examples and ∀𝑛, if the 𝑛 × 𝑛 matrix 𝐾𝑖,𝑗 = 𝐾(𝑥(𝑖), 𝑥(𝑗)) is 

positive semi-definite (𝑎𝑇𝐾𝑎 ≥ 0, ∀ 𝑛𝑜𝑛𝑧𝑒𝑟𝑜 𝑎). 

Example for 𝐾(𝑥, 𝑥′) = 𝑥𝑥′ 

𝑎𝑇𝐾𝑎 = ∑∑𝑎𝑖𝐾𝑖,𝑗𝑎𝑖

𝑛

𝑗=0

𝑛

𝑖=0

= ∑∑𝑎𝑖𝜙(𝑥(𝑖))𝜙(𝑥(𝑗))𝑎𝑖

𝑛

𝑗=0

𝑛

𝑖=0

= ∑∑𝑎𝑖 ∑𝜙(𝑥(𝑖))
𝑘
𝜙(𝑥(𝑗))

𝑘
𝑘

𝑎𝑖

𝑛

𝑗=0

𝑛

𝑖=0

= ∑∑∑𝑎𝑖𝜙(𝑥(𝑖))
𝑘
𝜙(𝑥(𝑗))

𝑘
𝑎𝑖

𝑛

𝑗=0

𝑛

𝑖=0𝑘

= ∑(∑𝑎𝑖𝜙(𝑥(𝑖))
𝑘

𝑛

𝑖=0

)

2

𝑘

≥ 0 

Definition: 𝑀 is a symmetric matrix if it’s equal to its transpose: 𝑀𝑇 = 𝑀 

Mercer Theorem: Let 𝐾(𝑥, 𝑧) e given, then 𝐾 is a valid kernel (a.k.a. a Mercer kernel), (i.e. ∃𝜙 s. t. 𝐾(𝑥, 𝑧) = 𝜙(𝑥)𝑇𝜙(𝑧)) 

if and only if for any set of 𝑚 < ∞ examples (or points) {𝑥(1), … , 𝑥(𝑛)}, it holds true that 𝐾 ∈ 𝑅𝑚×𝑛 is symmetric positive 

semi-definite. 

Composition rules for kernels 
Assume 𝑘1(𝑥, 𝑥′), 𝑘2(𝑥, 𝑥′) are kernels and fix 𝑓: 𝑋 → 𝑅 

(0) 𝑘(𝑥, 𝑥′) = 1 is a kernel 

(1) 𝑘(𝑥, 𝑥′) = 𝑓(𝑥)𝑘1(𝑥, 𝑥′)𝑓(𝑥′) is a kernel 

(2) 𝑘(𝑥, 𝑥′) = 𝑘1(𝑥, 𝑥′) + 𝑘2(𝑥, 𝑥′) is a kernel 

(3) 𝑘(𝑥, 𝑥′) = 𝑘1(𝑥, 𝑥′) × 𝑘2(𝑥, 𝑥′) is a kernel 

𝑘(𝑥, 𝑥′) = 𝑥𝑙𝑥𝑙
′ is valid kernel by 0 and 1, 𝑓(𝑥) = 𝑥𝑙  

𝑘(𝑥, 𝑥′) = ∑ 𝑥𝑙 ⋅ 𝑥𝑙
′𝑛

𝑙=1 = 𝑥𝑥′ is valid kernel by (0), (1) and (2), with 𝑓(𝑥) = 𝑥𝑙  
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If, the features for these kernels are 

𝑘1: 𝜙
(1)(𝑥) 

𝑘2: 𝜙
(2)(𝑥) 

What is the feature mapping for 𝑘(𝑥, 𝑥′) = 𝑘1(𝑥, 𝑥′) + 𝑘2(𝑥, 𝑥′)? 𝑘:𝜙(𝑥) = [
𝜙(1)(𝑥)

𝜙(2)(𝑥)
] because: 

𝑘(𝑥, 𝑥′) = [
𝜙(1)(𝑥)

𝜙(2)(𝑥)
]

𝑇

[
𝜙(1)(𝑥′)

𝜙(2)(𝑥′)
] = (𝜙(1)(𝑥)𝜙(1)(𝑥′)) + (𝜙(2)(𝑥)𝜙(2)(𝑥′)) = 𝑘1(𝑥, 𝑥′) + 𝑘1(𝑥, 𝑥′) 

Radial basis kernel 

𝑘(𝑥, 𝑥′) = 𝑒−
1
2‖𝑥−𝑥′‖

2

 

Perceptron algorithm will always converge using this kernel. 

𝐾(𝑥, 𝑥′) = 𝑒−
1
2‖𝑥−𝑥′‖

2

= 𝑒−
1
2
‖𝑥‖2

𝑒𝑥𝑥′
𝑒−

1
2‖𝑥′‖

2

 

𝑓(𝑥) = 𝑒−
1
2
‖𝑥‖2

 

𝑒𝑥𝑥′
= 1 + 𝑥𝑥′ +

1

2!
𝑥𝑥′2 + ⋯ = 𝑖𝑠 𝑎𝑙𝑠𝑜 𝑎 𝑘𝑒𝑟𝑛𝑒𝑙 

For any kernel: 

𝐾(𝑥, 𝑥) = ‖𝜙(𝑥)‖2 ≥ 0 

𝐾(𝑥, 𝑥′) = 𝐾(𝑥′, 𝑥) 

ℎ(𝑥; 𝛼) = 𝑠𝑖𝑔𝑛 ((∑ 𝛼𝑖𝑦
(𝑗)𝜙(𝑥(𝑗))

𝑛

𝑗=1
)𝜙(𝑥)) = 𝑠𝑖𝑔𝑛 (∑ 𝛼𝑖𝑦

(𝑗)𝐾(𝑥(𝑗), 𝑥)
𝑛

𝑗=1
) 

𝐿𝑒𝑡 𝐹(𝑥) = ∑ 𝛼𝑖𝑦
(𝑗)𝐾(𝑥(𝑗), 𝑥)

𝑛

𝑗=1
 

TODO: Refer to Figure 4.1 in notebook 

Does there exist a 𝜙, such that 𝐾(𝑥, 𝑧) = 𝑒
−

‖𝑥−𝑥′‖

2𝜎2

2

? 

 

Support vector machines with kernels 
By replacing all occurrences of 𝑥(𝑖) ∈ ℝ𝑛 with 𝜙(𝑥(𝑖)) we are mapping the training examples into a higher dimensional 

space 𝑉 and finding a linear separator 𝜃 in that higher-dimensional space 𝑉. If we convert back to ℝ𝑛, the separator will 

look non-linear. This allows us to separate non-linearly separable data, by mapping the data as linearly separable in 𝑉. 
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min
𝜃

1

2
‖𝜃‖2 such that 𝑦(𝑖)𝜃𝜙(𝑥(𝑖)) ≥ 1, ∀𝑖 

𝐿(𝜃, 𝛼) =
1

2
‖𝜃‖2 − ∑𝛼𝑖(𝑦

(𝑖)𝜃𝜙(𝑥(𝑖)) − 1)

𝑛

𝑖=1

 

𝛼𝑖 ≥ 0 


