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Lecture 6: Regression problems 

We assume that we have 𝑥 ∈ ℝ𝑑, 𝑦 ∈ ℝ𝑑. 

Extend linear classification to (linear) regression, we still have 𝑦(𝑖) = 𝜃𝜙(𝑥(𝑖)) 

We will try to find 𝜃 that minimizes 𝐽(𝜃) = ∑ (𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)))
2

𝑛
𝑖=1  

min 𝐽(𝜃) = min ∑ (𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)))
2

𝑛

𝑖=1

 

Why is there a problem with minimizing 𝐽(𝜃)? Let’s say I have only one point (pair) in my training set, then I could get 

many linear boundaries. Which one do I choose? As the dimensionality of the vectors increases the more ill-posed this 

will become.  

Let’s add a regularization term 
𝜆

2
‖𝜃‖2  to our sum of the loss (𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)) − 𝜃0)

2
: 

𝐽(𝜃, 𝜃0) = ∑(𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)) − 𝜃0)
2

𝑛

𝑖=1

+
𝜆

2
‖𝜃‖2 

The regularization term will tell us what to choose in the absence of data. We would prefer an answer where 𝜃 is 0. 

The effect of the regularization term goes away as you have more examples. 

If we drop the offset parameter and assuming 𝜙(𝑥) = 𝑥 is the identity mapping, what happens to the line? 

Kernel version 

Let’s add a ½ to the sum: 𝐽(𝜃) = ∑
1

2
(𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)))

2
𝑛
𝑖=1 +

𝜆

2
‖𝜃‖2 

𝜕𝐽(𝜃)

𝜕𝜃
= − ∑ (𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)))

𝑛

𝑖=1

𝜙(𝑥(𝑖)) + 𝜆𝜃 = 0 

Let: 

𝜆𝛼𝑖 = 𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)) ∈ ℝ 

Then, after substituting in 
𝜕𝐽(𝜃)

𝜕𝜃
 we have: 

− ∑ 𝜆𝛼𝑖𝜙(𝑥(𝑖))

𝑛

𝑖=1

+ 𝜆𝜃 = 0 

From 
𝜕𝐽(𝜃)

𝜕𝜃
= 0 we get: 
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𝜃(𝛼⃗) = ∑ 𝛼𝑖𝜙(𝑥(𝑖))

𝑛

𝑖=1

 

This is called representer’s theorem. Now, we replace the 𝜃 in the definition on 𝜆𝛼: 

 𝜆𝛼𝑖 = 𝑦(𝑖) − 𝜃𝜙(𝑥(𝑖)) 

 𝜆𝛼𝑖 = 𝑦(𝑖) − 𝜃(𝛼)𝜙(𝑥(𝑖)) = 𝑦(𝑖) − ∑ 𝛼𝑗𝜙(𝑥(𝑗))𝜙(𝑥(𝑖))

𝑛

𝑗=1

= 𝑦(𝑖) − ∑ 𝛼𝑗𝐾(𝑥(𝑖),

𝑛

𝑗=1

𝑥(𝑗))  

𝐾(𝑥(𝑗), 𝑥(𝑖)) = 𝜙(𝑥(𝑗))𝜙(𝑥(𝑖)) 

So we have: 

𝜆𝛼𝑖 = 𝑦(𝑖) − ∑ 𝛼𝑗𝐾(𝑥(𝑖), 𝑥(𝑗))

𝑛

𝑗=1

 

𝜆𝛼(𝑛×1 𝑣𝑒𝑐𝑡𝑜𝑟) = 𝑦(𝑛×1 𝑣𝑒𝑐𝑡𝑜𝑟) − 𝐾(𝑛×𝑛 𝑚𝑎𝑡𝑟𝑖𝑥) ⋅  𝛼(𝑛×1 𝑣𝑒𝑐𝑡𝑜𝑟) 

𝜆𝛼̂ = 𝑦 − 𝐾𝛼̂ ⇒ 𝐾𝛼̂ + 𝜆𝛼̂ = 𝑦 ⇒ 𝐾𝛼̂ + 𝜆𝐼𝛼̂ = 𝑦 ⇒ 𝛼̂(𝐾 + 𝜆𝐼) = 𝑦 ⇒ 𝛼̂ = (𝐾 + 𝜆𝐼)−1𝑦 

K is positive semi-definite. 

Predictions for new point 𝑥: 

𝑦̂(𝑥) = 𝜃(𝛼̂)𝜙(𝑥) = ∑ 𝛼𝑖𝜙(𝑥(𝑖))

𝑛

𝑖=1

𝜙(𝑥) = ∑ 𝛼𝑗̂𝐾(𝑥(𝑖), 𝑥)

𝑛

𝑖=1

= 𝐾𝑥
𝑇𝛼̂ = 𝐾𝑥

𝑇(𝐾 + 𝜆𝐼)−1𝑦 

𝐾𝑥 = [

𝐾(𝑥(1), 𝑥)

⋮
𝐾(𝑥(𝑛), 𝑥)

] 

How our solution behaves: 

𝜆 − 𝑣𝑒𝑟𝑦 𝑙𝑎𝑟𝑔𝑒 ⇒ 𝑦̂(𝑥) ≅ 0 (less slope allowed on the regression line, see third figure in notebook) 

Model selection 
See figure 4: Which model is correct? Which one will work best with future samples? 

- Often cross-validation is very good. Like leave one out cross-validation…  

𝛼𝑗̂
−𝑖 = coefficients computed without 𝑖𝑡ℎ training example 

We come up with a predictor: 

𝑦−𝑖(𝑥) = ∑ 𝛼𝑗̂
−𝑖𝐾(𝑥(𝑗), 𝑥)

𝑗

 

Then we can select the model that minimizes the leave one out cross-validation error: 
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𝑚𝑜𝑑𝑒𝑙 = argmin
𝑘

∑ (𝑦(𝑖) − 𝑦̂−𝑘(𝑥(𝑖)))
2

𝑖

 

A statistical perspective 
𝑦(𝑖) = 𝜃∗𝜙∗(𝑥(𝑖)) + 𝜀𝑖 , 𝜀𝑖~𝑁(0, 𝜎2) 

𝑦∗(𝑥(𝑖)) = 𝜃∗𝜙∗(𝑥(𝑖)) 

𝑃(𝜀𝑖) =
1

√2𝜋𝜎2
𝑒

−
1

2𝜎2(𝜀−0)2

 

See Figure 5. 

𝐸{𝑦̂(𝑥)} − 𝑦∗(𝑥) = 𝑏𝑖𝑎𝑠 

𝑉𝑎𝑟 {𝑦̂(𝑥)} = 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 

Complexity of the predictor that I use will impact bias and variance. Inherent bias variance tradeoff. 

We will look at models 𝑦 = 𝜃𝜙(𝑥(𝑖)) + 𝜀, 𝜀~𝑁(0, 𝜎2) (See figure 6) 

𝐸{𝑦|𝑥} = 𝜃𝜙(𝑥) 

𝑉𝑎𝑟{𝑦|𝑥} = 𝜎2 

𝑃(𝑦|𝑥, 𝜃, 𝜎2) =
1

√2𝜋𝜎2
𝑒

−
1

2𝜎2(𝑦−𝜃𝜙(𝑥))
2

= 𝑁(𝑦; 𝜃𝜙(𝑥), 𝜎2) 

How do we estimate such a model from the data? 

Maximize likelihood: 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝐿(𝜃, 𝜎2; 𝑆𝑛) = ∏ 𝑃(𝑦(𝑖)|𝑥(𝑖), 𝜃, 𝜎2)𝑛
𝑖=1 . This is good when you have a lot of data, since 

it’s an asymptotic approach 

Maximum a posteriori approach: 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝐿(𝜃, 𝜎2; 𝑆𝑛)𝑃(𝜃), where likelihood is 𝐿 and prior is 𝑃. 

Bayesian: We assume a prior distribution on 𝜃 and then we compute the posterior distribution: 

𝑃(𝜃 | 𝑆𝑛) =
𝑃(𝑆𝑛|𝜃)𝑃(𝜃)

𝑃(𝑆𝑛)
=

𝑃(𝑆𝑛|𝜃)𝑃(𝜃)

∫ 𝑃(𝑆𝑛|𝜃)𝑃(𝜃)𝑑𝜃
=

1

∫ 𝐿(𝜃; 𝑆𝑛)𝑃(𝜃)𝑑𝜃
𝑃(𝑆𝑛|𝜃)𝑃(𝜃) =

1

𝑧
𝑃(𝑆𝑛|𝜃)𝑃(𝜃)

=
1

𝑧
∏ 𝑃(𝑦(𝑖)|𝑥(𝑖), 𝜃, 𝜎2)

𝑛

𝑖=1

𝑃(𝜃) =
1

𝑧
𝐿(𝜃; 𝑆𝑛)𝑃(𝜃) 

𝑧 = ∫ 𝐿(𝜃; 𝑆𝑛)𝑃(𝜃)𝑑𝜃 = marginal likelihood 

Once we adjust the posterior on 𝜃, we can predict using this posterior probability, instead of the prior: 

𝑃(𝑦|𝑥, 𝑆𝑛) = ∫𝑃(𝑦|𝑥, 𝜃)𝑃(𝜃|𝑆𝑛)𝑑𝜃
𝜃

 


