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Lecture 25: Reinforcement learning 

Reinforcement learning is a machine learning paradigm concerned with the problem of learning how to interact with an 

environment to maximize reward. 

Formulation: Agent interacts with an environment. 

At each time 𝑡: 

- Receives sensor signal 𝑠𝑡 

- Executes action 𝑎𝑡 

- Transition: 

o New sensor signal 𝑠𝑡+1 

o Reward 𝑟𝑡 

Goal: find policy 𝜋 that maximizes expected return (sum of discounted future rewards): 

max
π

𝐸 {𝑅 = ∑𝛾𝑡𝑟𝑡

∞

𝑡=0

} 

- Immediate rewards are valued more than future rewards (that’s what 𝛾 takes care of) 

You can apply this formulation to a broad set of scenarios 

Markov decision process 
Very useful formalism of the RL problem 

〈𝑅, 𝐴, 𝛾, 𝑅, 𝑇〉 

- 𝑆: set of states 

- 𝐴: set of actions 

- 𝛾: discount factor 

- 𝑅: reward function: 

- 𝑇: tranisiton function 

- 𝑇(𝑠′|𝑠, 𝑎) is the probability of landing in state 𝑠′ given you were in state 𝑠 and took action 𝑎 
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