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Abstract routers send and receive messages). These route osn#latie tran-
We study the route oscillation problem [16, 19] in the IntdrBorder Eﬁgtelrnezl(?strre since they disappear when the timing caiérgies no

Gateway Protocol (I-BGP) [18] when route reflection is usa.pro- . _— .
pose a formal model of I-BGP and use it to show that even degidi . Thg persistent route o§C|IIat|on problem for I-BGP was fizgorted
whether an I-BGP configuration with route reflection can ege is " @ Field Notice from Cisco Systems [19]. This document dbed

an NP-Complete problem. We then propose a maodification tGRPB the é)lersi.steny oscillation Froble:n as an "Egdtl)ess BG.P 09‘"’“?9
and show that route reflection cannot cause the modified gobto F;ro p elg] in Cisco Iﬁs Sho twart_a as repo_:lte_ y celgtlaln custsrm d
diverge. Moreover, we show that the modified protocol cageerto  the field. We note that the persistent oscillation problers veporte

the same stable routing configuration regardless of ther amdghich ;or bOt.h routehreflect.lgn confligu(atlcr)]ns as well as cormacon-
messages are sent or received. igurations. The positive results in the present paper te re-

flection configurations exclusively.

Categories & Subject Descriptors:C.2.2 Routing Protocols. As has been observed (e.g., by Walton et al. [23]), the kelgleno

General Terms: Algorithms in persistent route oscillation (under route reflectiomse®s) is the

Keywords: I-BGP, Route Reflection, Route Oscillations, Stability.  use of the Multi-Exit-Discriminator (or MED) attribute feoute com-
parison. The MED attribute of a BGP route is a non-negativegier

1. Introduction that is used to compare routes that pass through the sanfenéitg

The Border Gateway Protocol (BGP) [18] has become the d&facAS'_ The lower t_he MED_vaIue,_the more preferred ‘h¢ rout_e. WIE®
attribute value is used in configurations where multiplé&gdiconnect

standard for inter-domain routing in today’s Internet. étrtal-BGP [10, the same AS pair. In such situations, the MED value of a ratsed

11] (or E-BGP) is the protocol used for exchanging exterpating L N : e
information among administrative domains (called AutooosSys- bythe AS receiving t_rafncto_lndlcate (tothe sending AS_)mszks It
prefers when receiving traffic. The BGP protocol requires thuters

tems or AS-es). In contrast, Internal-BGP [10, 11] (or I-B@&Fused ! . .
for exchanging this external routing information amongteos within IrgézsliizngggS'?nSc;el?/IpEGE(;tthIi (le\AsEa?evﬁlc;Jtejszzstlgr::%?ntp?a?er?my
the same AS.It has been observed in practice thgirsistent route T . .

ved in practice tatsi u pass through different neighboring AS-es, the use of MEDesmay

oscillationscan occur when using I-BGP [16, 19] with route reflec-"">> " . ; - .
tion [1] or confederations [20]. That is, some subset of thaters periodically hide certain routes from view and create thesjiality for
; route oscillations — we explain this in greater detail int8et3.

within an AS may exchange routing information forever withbeing In thei vsis of th t illati bl McPloer st

able to settle on a stable routing configuration. This happéren no | n16 e anatytsls 0 t_ablrou N osmha |ofn prol 'em'thblc 'ﬁ?

stable routing configuration exists. The other kind of rmgeillation al. [16] suggest two possible approacnes for Soving pro. fhe
first approach is to constrain the use of MEDs according toesom

that can occur in a system igransient route oscillationIn this case, o . i S :
some subset of routers may undergo route oscillations dadimoing gwdgllnes in order t(.) avoid oscillations. .F.or |nstance,!:DA;Ec:0uId
be disallowed or their use could be modified (e.g., using tleedC

co-incidence (such as message delays or a particular ordehich “always-compare-med” command that compares the MED vabties
!Note that the RFC defining BGP [18] does not explicitly retetie  all routes even if they go through different neighboring 8- It is
internal and the external versions of BGP as E-BGP and I-B&Bgec-  also possible to adjust link metrics in a way that eliminateme of
tively. However, this terminology is in common usage whefienéng  these oscillations. The second approach is to modify the partocol
to the two uses of BGP. itself such that route oscillations are eliminated in thelified proto-
col. One such remedy was proposed by Walton et al. in [23] — we
show that their solution fails to prevent persistent oatidins in certain

- - . ) cases (see Section 8 for a full discussion).
Permission to make digital or hard copies of all or part of tiork for In thi follow th d h and it |
personal or classroom use is granted without fee providatidbpies are n this paper, we follow the second approach and suggestean a

not made or distributed for profit or commercial advantage that copies nate_mOd_iﬁca_-tion to BGP that is_prova_b!y correct. The kewitfeour
bear this notice and the full citation on the first page. Toyongherwise, to ~ modification is that each router, in addition to its best patko adver-

republish, to post on servers or to redistribute to listguires prior specific  tises some additional paths to all its I-BGP peers. These g@eiths
permission and/or a fee. are useful to avoid a situation where paths are periodi¢aiigden

SIGCOMM'02,August 19-23, 2002, Pittsburgh, Pennsylvania, USA. - : ; ]
Copyright 2002 ACM 1-58113-570-X/02/0008%5.00. from view” due to MED comparisons. Obviously, such a modifaa




raises some scalability issues since each router musttegvearultiple
paths instead of a single best path for each destinatiorxprigfow-

ever, there are two distinct advantages. First, the motlficadmits
a fairly simple analysis which proves that both persistenttaansient
oscillations are eliminated without restricting routenfigurations or

mesh of I-BGP connections among themselves. These refidfoion
the top level in the hierarchy. Furthermore, the clients icluster
maintain I-BGP sessions with each route reflector in theetu$hese
clients form the bottom level in the hierarchy. There are 1RGP
sessions between clients in one cluster and routers inexeiff clus-

the use of MEDs in any way. Second, we show that given the sarnter. In practice, this configuration can significantly regltiee number

collection of E-BGP routes injected into an AS, the modifiedtpcol
will converge to the same stable routing solution, everr dfie failure
and restart of certain routers and independent of messdgemg and
delays. This may prove a substantial advantage in termshofgdeng
routing anomalies in an AS. It is particularly true for configtions
that ordinarily may non-deterministically converge to arfienultiple
stable routing solutions.

We summarize the main contributions of the paper as folldive.
provide a formal study of the route oscillation problem BGP when
route reflection is used. In particular, we describe a mattifio to I-
BGP and give a proof that the modified protocol is guarantesoive

of I-BGP sessions. Of course, each cluster itself can betipagd
into subclusters and so on creating an arbitrarily dee@hshy. We
concentrate on the case of a two-level hierarchy.

When route reflection is used, I-BGP behavior is modifiechslyg
Client routers continue to behave as before. The behaviarrofite
reflector is modified as follows (see also [1]). On receivimgea route
from a (Internal or External) BGP peer, the route reflecttecie the
best route according to the BGP route selection procedasc(ibed
later in this section). Depending on the peer it receivecotbst route
from, the route reflector does the following: (a) if the pezan E-
BGP peer, the route is forwarded to all client peers and altei@nt

the persistenéind transient route oscillation problems. In contrast tgpeers in other clusters, (b) if the peer is a non-client peardifferent

E-BGP, I-BGP runs over a set of routers under the control®stime
administrative entity. Therefore, our modifications mayepdially be
more easily deployed in operational networks since it do¢saquire
cooperation between different AS-es.

The rest of the paper is organized as follows. In Section 2giwe
an overview of some aspects of the I-BGP protocol. Sectiangains
examples illustrating persistent route oscillations af agtransient
route oscillations. In Section 4, we formally model I-BGRngsa
graph-theoretic formulation. In Section 5, we show thahesigecking
whether a particular AS can converge to a stable routingisalis an

NP-Complete problem. In Sections 6 and 7, we present ourfinodi

cations to I-BGP and prove the convergence of the modifietbpoh
Section 8 describes certain failure scenarios for the isolytroposed
by Walton et al. We then discuss related work in Section 9 amd ¢
clude in Section 10.

2. Overview of I-BGP

We begin with a brief description of the I-BGP protocol ane th
route reflection mechanism. We then provide an overview ®fthite
selection process used by I-BGP.

Description of I-BGP and Route Reflection. Internal BGP [18]
is used to distribute externally-learned routes within ariohomous
System. A crucial difference between I-BGP and E-BGP is tiwey
use separate mechanisms to prevent looping in the routimguaice-
ments. In E-BGP, routers look at the AS-PATH attribute tlmattains
a list of AS-es that the routing announcement has passeudighrdf an
AS occurs more than once in the list, a loop has occurred irottéing
announcement. Since all participants in I-BGP belong tetme AS,
this technique of using the AS-PATH attribute to detect bopnnot
be used. Instead, for I-BGP, a full mesh of connections is\taaied

among all I-BGP speakers in the same AS, and no I-BGP speaiker f

wards routes that it receives from an I-BGP peer.

Maintaining a full mesh of connections has scaling probleimse
it requires the number of I-BGP peering sessions to be gtiadra
the number of I-BGP routers. We now give an overview of a smtut
to alleviate this problem called route reflection [1]. Theim@oncept
in route reflection is to use a two-level hierarchy. The setBGP
speakers in an AS is partitioned into a collection of digjsigts called

clusters Each cluster consists of one or more special routers calltfg

route reflectors All other routers in a cluster a@ientsfor the route
reflectors in the clustér.The route reflectors in an AS maintain a full

2Note that a cluster may consist only of route reflectors andieats.

cluster, the route is forwarded to all client peers, or (dhé peer is
a client peer, the route is forwarded to all non-client peersther
clusters and to all client peers except the originator.

Route Selection Procedure When an I-BGP speaker receives a
route update from a BGP peer, it uses the following procetiuselect
the best route.

1. The route with the highest “degree of preference” is chose

N

. If there are multiple such routes, the route with the mimm
length of the AS-PATH attribute is chosén.

3. If there are multiple such routes, for each neighboring &®-
sider all the routes with the minimum value of the MULTI-
EXIT-DISCRIMINATOR (MED) attribute going through the AS.
(Note that if there are multiple neighboring AS-es, theraldo
be routes with minimal MED values corresponding to each AS.)
If there is exactly one such route, this route is chosen.

4. If there are multiple such routes, and there are one or more
routes received via E-BGP (E-BGP routes), the E-BGP route
with the minimum cost IGP path to the NEXT-HOP router is
chosen. Otherwise, go to rule 6.

5. If there are no E-BGP routes and multiple I-BGP routes, the
route with the minimum cost IGP path to the NEXT-HOP router
is chosen?

6. If there are multiple such routes, the route received ftben
neighbor with the minimum BGP identifier is chosen.

Note that the specification in [18] says that the degree depeace
for a route is calculated by a BGP speaker on receiving theerdd

In the extreme case, a cluster may have only one member, @ rout
reflector — this is fully-meshed I-BGP.

3The BGP specification [18] does not mention use of the AS-PATH
length to break ties though both [10] and [11] do. We assuratttte
AS-PATH length is used.

4The route selection process as described in [11] and [18iesples

4 and 5 differently. Here, the route with the minimum cost Igz#h to

the NEXT-HOP is chosen, irrespective of whether it is an EPBGute

an I-BGP route (rule 4). If there are multiple minimum 1G&st
utes, E-BGP routes are given preference over |-BGP rqrués5).
However, implementations by Cisco and Juniper as well asahe
selection process as described in [10] apply rules 4 and Bssitded
here. In other words, external routes are preferred overriat routes,
irrespective of the cost of the path to the NEXT-HOP.
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Figure 1: Persistent Route Oscillations in I-BGP

the route is received via I-BGP, the recipienay use the value of the
LOCAL-PREF attribute as the degree of preference. Howeltre

It should be noted that McPherson et al. [16] indicate thid &
combination of route reflection and the way in which MEDs ayme

LOCAL-PREF attribute iswot used as the degree of preference, thepared that can cause persistent route oscillations to odday sug-

it is possible to create routing oscillations very easilydsgigning a
route’s degree of preference in a manner similar to thatJinHiénce,
for the purpose of this paper, we assume that the value of GH@AL -
PREF attribute is used as the “degree of preference” in -BGP

3. Route Oscillations

In this section we provide examples of persistent routellations
as well as transient route oscillations.

gest that one solution is to only permit fully-meshed I-B&Bwever,
as mentioned earlier, fully-meshed I-BGP has scaling erob| and
both solutions to the scaling problem (route reflection aowfedera-
tions) exhibit routing oscillations of this nature.

Finally, we point out that if the order in which the selectiates
are applied is changed to the ordering in [18] or [11], it iSgble
to create persistent oscillations in fully-meshed I-BGPaimanner
similar to Figure 1(a). Namely, the configuration of Figufe)lwill
diverge just as in our previous example under these moditiked.r It

We begin by looking at the example shown in Figure 1(a) whergonverges under our present route selection procedure Bimbways

persistent route oscillations occur. This is essentiikyexample pre-
sented in [16]. The configuration consists of two cluster®e with

route reflectord (with two clients) and another with route reflectBr

(with one client). In the figure, the MED values for routes rotle

inter-AS links are shown in bold text, and the link costs dreven in

normal text. The route oscillations are generated as fatlow

¢ Route reflectord selects route, (lower IGP metric) and route
reflectorB selects routes.

e A receives; and selects;. This is becauses is better thamrs
(lower MED) andr, is better thams (lower IGP metric).

e B receivesr; and selects; overrs (lower IGP metric) and
withdrawsrs.

o A selects; overr; (lower IGP metric) and withdraws; .

e B selectsrs overr, (lower MED) and the cycle begins again.

The core problem here is the following. Since MED comparssomy
take place between routes that pass through the same neighb&,
the presence or absence of a route may change the relatii@agan
of a different route and thereby cause persistent osaitiatiWalton et
al. [23] propose a modification to I-BGP route reflection viiewarts
the oscillation problem in this example. Their proposahitteach re-
flector advertises not only its best path, but a vector ctingi®f its
best path through each neighboring AS. In this way, I-BGRgean
modify their own choice of best path according to the extfarima-
tion.

prefers its E-BGP route to either of the (shorter) routesugh A.

We now come to transient route oscillations. Consider the/ork
in Figure 2. The dotted lines represent additional (IGRdihetween
nodes inASy over which no I-BGP sessions run. All routes have the
same LOCAL-PREF, AS-PATH length and MED value 0 (shown in
bold next to the inter-AS links). Route oscillations can beated in
this network as follows:

1. ReflectorRR; chooses; and reflectoilR R, choosegs.

2. The two reflectors advertise their best paths to each.dimv
RR; chooses (lower IGP costto NEXT-HOP) anB R, chooses
r1 (lower IGP cost to NEXT-HOP).

3. ReflectorRR; withdrawsr; as best path and reflectd? R,
withdrawsr, as the best path.

4. Once again, reflect@®R; chooses and reflectoR R, chooses
r2, and the cycle repeats.

Note that in this example, two stable routing configuratierist. In
the first configuration, bot®R; and RR, chooser;, and in the sec-
ond, bothRR; andRR» chooser,. Itis easy to check that both these
configurations are stable. It is also possible to reach e@h¢hese
configurations, if the reflectorBR; and RR, send and receive mes-
sages in a certain order. For example, the first stable caoafign can
be reached if the following steps occur:

1. ReflectorRR: chooses; and advertises it to reflectdtR..

2. ReflectorRR; receivesr; andrs and chooses;. Since it re-
ceivedr; from reflectorRR;, it does not advertise; back to
RR;. Thus, the system achieves a stable configuration.



We note that the crucial difference in the two execution® (emsta-
ble, and the other stable) is the order in which the routeateite send
and receive messages. In other words, this is an exampleafsidnt
route oscillation where the ordering of messages may cauge os-
cillations. Later in this section, we give another examplgolr shows
that delays in messaging can cause transient oscillatitmsever, we
note that the solution of Walton et al. (which does not purpmad-
dress transient oscillations) does not avoid such osoiliat Indeed,
for this example, there is only one neighboring AS, so théapation
behaves exactly the same as for classical I-BGP. Thus ttiegazon-
figuration achieved by standard I-BGP and by the modifiedioersf
Walton et al. can be either of the two stable solutions, oraymon-
tinue to oscillate, depending on non-deterministic timawgnsidera-
tions. However, we show that our modified protocol alwaysreoges
to the same routing configuration, irrespective of timirguiss.

We now present an example of transient route oscillatiorsiyséem
configured such that (in contrast to the previous exampke)-BGP
peering sessions correspond to IGP links (see Figure 3hidrekam-
ple, transient route oscillations are caused by messaggsddRouters
A, B, andC are I-BGP speakers in Autonomous Systdi$, and are
connected to (routers in}S:, AS2, and AS3 as shown. The MED
value for each inter-AS link is shown next to the link. Theklaost for
each of these links is 0. Each inter-AS link represents agreat route
to destinationd — from left to right, let these routes be throughre,
respectively. We assume that all these routes have the s@@aL-
PREF value and we note that these routes all have the sam&RS$-P
length. We also assume that the routes represented by tdo#gedhave
lower BGP identifiers than the solid ones. The links conmegcthe I-

ASp

Three routers each with two exit paths, the preferred (by speaker numbe
indicated as a dotted line. MED values are shown in bold next to the rou

Figure 3: Another Example of Transient Route Oscillations

tonomous systemA.Sy, that uses route reflection. For the remainder
of this paper, we concentrate only on routes for a singlereatales-
tination (prefix), namelyd. Of course, since fully-meshed I-BGP can
be thought of as a special case of I-BGP with route reflectibares
each router is a route reflector without any clients, thidse a model
of fully-meshed I-BGP.

It should be noted that the Safe Path Vector Protocol (SP\delpihs

BGP speakers are not shown. One may check that this exangite alg(see [6] and [8]) can not be used to model I-BGP when MED values

has two stable solutions.

ASp

RR

ASy

Figure 2: An Example of Transient Route Oscillations

All through this example, we assume that whenever a routectse
a new route, it withdraws its previously advertised routeany. The
route oscillation behavior is now produced by the sequehopdates
presented in Table 1.

We note that this example can be simplified somewhat (byidglet
router A and autonomous systerhS:1) and transient oscillations can
still occur but it will rely on the timing of when the routesrttugh
AS> and ASs are injected intad.So.

4. Modeling I-BGP with Route Reflection

In this section, we present a graph-theoretic model to firma
the behavior of I-BGP speakers (i.e., routers) within soirergau-

are used. This is because the SPVP models rely on each rewiagh
a fixed order of preference for routes but MED values can cthese
relative ordering of routes to vary depending on what otbates are
being considered.

Physical and Logical Graphs. We start by defining a connected
graphGp = (V, Ep) called thephysical grapththat captures the phys-
ical connectivity of the autonomous system. Each nod¥ irepre-
sents a router (i.e., an I-BGP speaker)48,. We use the notation
p, to denote the router represented by the nod&here is an edge
wv € Ep if and only if p, and p, have a physical link connect-
ing them inASy. Each edgeww € Ep has a positive integer cost,
cost(uv), representing the IGP metric faw. We definecost(p) of a
pathp in G p to be the sum of the costs of the edgeg.iTheshortest
path SP(u,v), between two nodes i, is chosen (deterministically)
from one of the least cost paths@p betweenu andv. Finally, let
AS1, ASs, ..., AS,, be the autonomous systems which have routers
that maintain E-BGP peering sessions with routerd §y.

We define a second gragghy = (V, Er) called thelogical graph
that represents I-BGP peering relationships. Here, tteeaniedge
uv € Ej if the routersp,, andp,, are I-BGP peers. To model route re-
flection, we define a partition of the nodedinnto setC1, Cs, . . . , Ck.
EachC; represents a router cluster #Sy. Let R; C C; be the set
of nodes representing the route reflectors in the cluStetl et N; be
the set of nodes if; but not inR;. A node inR; is called areflector
nodeand a node inV; is called aclient node Let R = |J;_, R; and

N = Ule N; (see Figure 4). A client node in clusté; is called a
client of all the nodes inR;. Note that the edges if; satisfy some
constraints imposed by the conditions described in Setibvamely,

1. there is an edgev € E; for every pair of nodes, v in R,

2. there is an edge from every node ) to every node inR;,
1<i<k,



routes routes
router learned via removed best
updated| E-BGP| A | B | C [ rule3] rule4 | rule 6 | route
C T3, T6 Te r3
B T4, 75 T4 Ts5
A T1,T2 T1 T2
C T3, Te6 T2 Ts5 T3, 75 T2 Te
B T4, 75 T2 T6 T2, 75 T6 T4
A T1, 72 T4 T6 T2 T4,7T6 T1
C T3, Te6 T1 Ts5 * Ts5 T1 T6 T3
B r4,T5 | T1 T3 T3 r1 T4 s
A T1,7T2 Ts T3 T3 Ts T1 T2
* Timing delay results in stale information.
Table 1: Transient Route Oscillation.
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, AS,

ASq

Figure 4: Route Reflectors and Clients: The nodes shaded gray

are route reflectors and the other ones are clients

3. there are no edges from any nodé\into any node irC;; where
i # jand

4. there may be edges between arbitrary pairs of nadasdv if
u,v € N; for somes.

In practice, it is often the case that each router clusteekastly one
route reflector and client nodes in the same cluster do nattaiail-
BGP adjacencies. However, we allow multiple reflectors pester as
well as [-BGP peering sessions among clients in the saméeclis
make our model more general. Observe that the specificdtjaops
not explicitly disallow such configurations.

Routes and Exit Paths. We now introduce the concept of an “exit

path”. Anexit pathp represents a BGP routs, to destinationd in an
E-BGP message injected inthSy. An exit pathp has the following
attributes:

e localPref(p) is a non-negative integer that represents the local

preference assignedy, when it is injected into I-BGP running
on ASo.

’\q‘z\sj”(u. v)

exitPoint(p)

r=(q.p)

ASq
exit path p

Figure 5: Exit Paths and Routes

MED(p) is a non-negative integer that represents the Multi-Exit-
Discriminator (MED) assigned tby.

nextHop(p) is an IP-address representing the usual NEXT-HOP
attribute associated with an E-BGP rogte.

exitPoint(p) is the node iV that represents the router #Sy
which learned oby via E-BGP. We say that is anexit path
fromv = exitPoint(p). Note thaiexitPoint(p) is uniquely defined
since there is a one-one correspondence between the NEXT-
HOP attribute folb,, andexitPoint(p).®

exitCost(p) is some non-negative integer value representing the
cost associated with the link froexitPoint(p) to nextHop(p).
This metric is usually 0 in practice, but can be set to a vaiag t
is> 0.

A route r from a nodeu € V is an ordered paifq, p) where
p is an exit path ang is a path inGp which joinsu to the node

e As-Path(p) is alist of autonomous systemsSo, ASi,, ... , ASi, 5|n practice, the NEXT-HOP is typically a BGP speaker in a heig
boring autonomous system. This implies that the IGP runimingSo

. L , fmust know how to get to the NEXT-HOP address, even though it is
e AS-path-length(p) is a positive integer representing the length ofgytside the AS.

%1n real networks, the NEXT-HOP refers to the IP address ofréhe

and represents the AS-PATH attribute of the BGP rtige

the AS-PATH attribute ob.

e nextAS(p) is the autonomous system from whig, received
the BGP routéy, via E-BGP. Thus iAS-Path(p) = ASo, AS;,,
..., AS;, thennextAS(p) = AS;, .

mote

end of a numbered link (in other words, a port on the righg

router). Hence, we have the one-one correspondence. Howere
simplicity, we do not explicitly model ports since it doeg affect the
correctness of our proofs.



v = exitPoint(p) (see Figure 5). In addition, the paghimust coincide
with the selected shortest paffP(u,v). We sometimes refer tg
andp respectively as thinternal andexternalparts ofr; we also let
exit(r) denote the external paptof the route. Such a route inherits
all the attributes from its external part, e.g., we may rédeviED(r)
but this refers simply ttED(p). In addition, we lemetric(r) denote
the length of the (shortest) paghplus exitCost(p). If v = v, thenr

corresponds to an E-BGP route (as opposed to an I-BGP routke) a

is essentially equivalent to the exit path Note that in such cases,
metric(r) is simply exitCost(p), since the internal part is the trivial
single node path, which has cdkt The other attribute we associate
with a router is the attributdearnedFrom(r) which denotes the BGP
identifier of the (BGP) peer from which received the route. In
case of E-BGRearnedFrom(r) is the same as the BGP identifier for
nextHop(r). For I-BGPearnedFrom(r) denotes the BGP identifier for
the I-BGP neighbor that advertisedo u.

Note that a route is uniquely determined by an exit patnd a
nodeu. We thus letoute(p, ») denote the routéSP(u, v), p) where
v = exitPoint(p). For a set of exit path®, we define:

route(P, u) = {route(p, u)|p € P}
and for a set of routeS, we define:
exit(S) = {exit(s)|s € S}.

Operational Description of I-BGP. We now provide an opera-
tional description of an I-BGP router. We consider a discrabdel

oftimet = 1,2,.... LetS be the set of external routes (learned via

E-BGP or I-BGP) known to a router € V. We define the best route
according tov asbest, (S) = Choose_best(v, S) where the proce-
dureChoose_best(v, S) is as shown in Figure 6.

A configuration at timet, config(¢), consists of the following for
eachw € V:

1. MyExits(v), a set of exit paths from (i.e., exitPoint(p) = v for

p € MyExits(v)) that does not vary with time (we explain why
later).

2.
3.

PossibleExits(v, t), a set of exit paths, and

BestRoute(v, t), a route fromw.

These objects satisfy the following conditions:
1. PossibleExits(v,t) D MyExits(v), and

2. BestRoute(v, t) = best, (route(PossibleExits(v, t), v)).

proc Choose_best(v, S) {
maxPref := max localPref(r)

S :={r:r € S and localPref(r) = maxPref}

if (|S]=1)return(® € S)

minASPL := melgl AS-path-length(r)

S :={r:r € S and AS-path-length(r) = minASPL}
if (|S| =1) return(b € S)

for(j =1,2,.. m){
S;j :=={r :r € S and nextAS(r) = j}
minMed; := Hellsn MED(r)
€S

S; :={r:r € S; and MED(r) = minMed; }

}
S = USj
J
if (|S]=1)return(® € S)
if(3r € S : exitPoint(r) = v)
thenS := {r : r € S and exitPoint(r) = v}
if (|S| =1) return(b € S)
minMetric := melg metric(r)
:={r:r € S and metric(r) = minMetric}
if (|S|=1)return(b € S)
minld := melgl learnedFrom(r)

S :={r:r € S and learnedFrom(r) = minId}
return (b € S)

}

Figure 6: Procedure Choose_best for defining best, (.5)

1. exitPoint(p) = v o,

2. v € R;,u € R;, forsomei # j, andexitPoint(p) = w for some
nodew € N; or,

3. v € R; andu € N; for some: andexitPoint(p) # u.

The subsefransfer, ., (P) models communication between routers

Intuitively, MyExits(v) represents the E-BGP routes that the routep, andp,. Suppose € P is the path associated with BGP roiig.

p, currently knows about. The sebssibleExits(v, t) represents the
exit paths (learned by router, either via E-BGP or via I-BGP) that
router p, could choose from at timeé BestRoute(v, t) corresponds
to the best route chosen by roujsy at timet. Depending on certain
conditions (described belowp, advertises the exit path for its best
route to some of its I-BGP peers.

The configurationconfig(t) is valid at timet if for eachv € V
andp € PossibleExits(v, t), thenp € MyExits(exitPoint(p)). That is,
in a valid configuration, all exit paths that are in the systmmones
that are currently known by their exit points (i.e., they diaot been
subsequently withdrawn after they were injected iAtg)).

Modeling Communication. We now model how routers commu-
nicate. For a set of exit patti3and distinct nodes, v € V, we define
the subsefransfer,_,,,(P) C P such thafp is in Transfer, . (P) if
and only ifp € P, vu is an edge irE; and

ThenTransfer, ... (P) models the fact thas, announceb,, to I-BGP
peerp, if one of three conditions hold. The first condition says that
p,, has learned, from an E-BGP neighbor. The second condition
says thajp,, andp, are route reflectors in different clusters dnyglis
an exit path from a client gb,,. The third condition says that, is a
client of p,, andby, is not an exit path fronp,, (this prevents loops in
routing announcements). Note that we do not model neightewific
incoming and outgoing filters for BGP routes here since sutdrdi
are only applied for E-BGP peers, and not for I-BGP peers.

A fair activation sequence of node seV’ is a sequence;, o2, . . .,
of non-empty subsets &f calledactivation setssuch that every node
u € V occurs in infinitely many;’s. Intuitively, an activation se-
guence represents an ordering of when the individual reutens-
fer messages and update their best routed. toSince each router
appears in a fairsequence infinitely many times, it impliest tho
router crashes. A failed router would stop executing at séinie



time (when it fails) and therefore occur in the activatiomjisence
only finitely many times. Supposeonfig(to) is a configuration at
timeto. Then for anyt > to, if u & o, thenPossibleExits(u,t) =
PossibleExits(u, t — 1), andBestRoute(u, t) = BestRoute(u,t — 1).
However ifu € o+, then define

PossibleExits(u,t) = U Transfer,_, ,, (exit(BestRoute(u, t)))
veEV
UMyExits(u)
BestRoute(u,t) = best, (route(PossibleExits(u, t), u))

In other words, whenever a router takes a step, it receivesrtsk-
ments from each of its neighbors about their best routeseh tip-
dates its own best route based on the new information. Wehweote
that we do not explicitly model message delays in transitwéier,
this does not affect the correctness (proofs) of our aligorit since all Link costs are shown in plain text next to eack.lin

the properties that we prOVe are Vaﬁdentually MED values are shown in bold text beside each route

Convergence.We wish to be able to determine if a system con- Figure 7: The variable graph
sisting of a physical grapli’r, a logical graphG;, and a starting
valid configurationconfig(to) can eventually converge to a set of sta-
ble routes. Thus, we wish to determine for such a systemeifeth

is a fair activation sequenae such that starting atonfig(to), there our instance, we assume thadalPref(p) is the same for all exit paths

is a timet, after which the sePossibleExits(u, ) never changes for P @nd thatearmedFrom(r) is some uniquely defined integer for each

all u € V. Note that this problem attempts to characterize the set gputer. We also point out that all exit pathsin our instance have

configurations for which there are no stable solutions, ftese that ~S-Path-length(p) = 3. Finally, we remind the reader that {2, the
exhibit persistent oscillations. physical and logical graphs are identical, i@z = G;.

In order to visualize the instan@®R 7, we represent it by using extra
nodes to represent the destinatibas well as each neighboring AS.

5. The Complexity of the stasLe 1-86P WITH ROUTE | this way, an exit path can be visualized as a sequence cédges,

rerLEcTioNProblem one between a router node and an AS node, and the other between
We define an instancéR of the STABLE 1-BGP WITH ROUTE R @n AS node and the destination node. We refer to such an exgand
FLECTION problem to be a tuple graph as aonfiguration graph In our illustrations of configuration
graphs (as in Figure 7), router nodes are shown as large<i(tdr
SR = (Gp,G1, config(0)) route reflectors) or small ovals (clients), and AS nodes hogva as

rectangles. Note that an edge in the figures between a rdlgetoe R
(that is, a circular node) and a client routef(that is, an oval shaped
d1ode) means also thatis in the cluster for whichR is acting as a

where Gp, G, andconfig(0) were defined in the previous section.
Next, we assume th&@estRoute(u, 0) = @), andPossibleExits(u, 0) =
MyExits(u) for all verticesu. We then ask the question whether ther ; !
is some activation sequeneeand a timet, wheret, is bounded route reflector. Furthermore,. link costs are shown pext th diak,
by some polynomial iSR| such that the setBossibleExits(v, ) = and MED values are shown in bold next to each exit path. Nate th
PossibleExits(v, t, ) for all ¢t > t, and for allu € V.. If so, we say that the link costZ denotes some large value, such as 1000. The subgraph
SR stabilizesat timet, and we say that the routeestRoute(v, t,) at ~ °f & configuration graph that consists of all the edges aatautivith
each vertex form astable solution all the routes in a stable solution will be calledtable routing graph
In the construction described, it can be seen that a stablegograph
THEOREM 5.1. The problensTABLE I-BGP WITH ROUTE REFLEG  Uniquely defines a stable route at each node.
TION is NP-complete even E; = Ep. We now define two types of gadgets, one for variabled irand
the other for clauses id. The first type of gadget (called a variable
Proof Sketch: It should be noted that only the essential constructiograph) is shown in Figure 7 for the variahtg. This gadget has two
is described here due to space constraints — the detailsfaferithe  stable “solutions” as shown in Figure 8. Note that the sofughown
full paper. with dotted lines has a path through nod8..; but none through node
The problem is clearly in NP so we need only show that it is NPASz, — we call this thetrue solution graphcorresponding to a true
hard. To do so, we define a reduction from the NP-completel@mob setting of the variable;;. The opposite holds for the solution shown

3-SAT t0 STABLE-IBGP WITH ROUTE REFLECTION with solid lines — we call this théalse solution graphcorresponding
An instanceJ of 3-SAT consists of a collection of variables =  to a false setting of the variabdg. The two nodes labeledS; ; and
{z1,22,... ,zo} and clauseX = {K1, K»,... ,K,} where each AS; , are just auxiliary nodes that allow these types of gadgdiave

clausekK; is a disjunction of three literal v 15 v I5. The instance/  two stable solutions.
is satisfiable if and only if there is a truth assignment ofvthgables The second type of gadget (called a clause graph) is showigin F
that satisfies each clause simultaneously. ure 9 for the clausé&’; = I} Vv I Vv I}. Without loss of generality, we
To show thaSTABLE I-BGP WITH ROUTE REFLECTIONS NP-hard, can assume that no variable and its negation appears inrtteectause
we define an instanc8R; = (Gp, Gr, config(0)) of STABLE I-BGP  since such a clause would always be trivially satisfied. \We pbint
WITH ROUTE REFLECTIONWhoSe size is polynomial ifJ|. We then  out that a clause graph does not have a stable solution wihsideoed
show that/ is satisfiable if and only if folSR s, there is an activation in isolation. However, consider the truth settings for b# variables
sequencer and a timet,, such thatSR; stabilizes at time,. In  z; that occur inKj; such thatk; is satisfied. We next describe how



false solution 2.
true solution

Link costs are shown in plain text next to eack.lin
MED values are shown in bold text beside each route

Figure 8: Two stable routing graphs for a variable graph.

Link costs are shown in plain text next to eack.lin
MED values are shown in bold text beside each t

Figure 9: The clause graph.

the clause gadget is connected to the three relevant varggluigets
and then show that the variable graphs, in conjunction vhighctause

the large cost means that it will not be chosen over pathshier &S-
es. In addition, each nod@Rz;, RR; 2, RR;,1 and RR,, has edges
to each of the nodes

o ASz,, ASa1, AS. 2 andAS;, fora # ¢ and

o ASk;1 andASk; 2 forl <j<m.

All of these edges have MED 0 and cadst Finally, we must de-
fine costs on the edges between any pair of route reflectorsrtbde
we have not already explicitly stated. We do this arbityasilich that
their costs are no more than the shortest paths betweeretithoints,
thereby ensuring that the triangle inequality is satisfidthis can eas-
ily be done by setting these costs one at a time to be equat thibrt-
est path in the graph consisting of the edges with costs stefared.
Clearly this instance G§TABLE I-BGP WITH ROUTE REFLECTIONaAnN
be constructed in time polynomial in the sizebof

SupposeJ has a satisfying assignmeat We now describe a stable
routing graphG 4 associated wittd. For each variable;, if z; is
true in A then let the true solution graph fa; be a subgraph af 4.
Otherwise let the false solution graph be a subgrap@ of For each
literal I7, definep] to be the exit path through.S,;. For each clause

K; = I} VI} V1, choosg! as an edge in the routing graph such that
is true according tod and also satisfies the following condition. if
also evaluates to true i, thenlearnedFrom(p!) < learnedFrom(p?,).
It is a straightforward exercise to confirm th@i represents a stable
solution.

Similarly, it can be verified i{G admits a stable solution, then the
path inG from RRk; must be througrRRlz; and AS,; for somes.

Verifying that no stable solution can contain boflISmilandAS@ is
also straightforward and so a stable routing graph definasisfysng
assignment to the 3AT instance. [ |

6. Modeling the New I-BGP

In this section, we extend the graph-theoretic model of PEtam
Section 4 so that the modified protocol is guaranteed to egavd he
convergence proof is given in Section 7. Broadly speakimgchange
amounts to halting the best-path selection procedure,eamnty then

graph forK;, has a stable solution corresponding to a truth assignme@gvertising all of the routes which are not yet eliminatede klt

in which K is satisfied.

Supposex; occurs in clausé(;. Then, we connect the nodﬁRKj
in the clause graph fak; to the nodeRR,; in the variable graph for
z;, using an edge of cost 1. If, on the other ha@dis in K;, then we
use an edge of cost 1 to connect the nRjéKj to the nodeRRz; in
the variable graph fat;.

Also, there are edges from noij to each of the nodes

o ASk,1andASk, 2, fora # j,

AS;1andAS; 2,1 <i<mn,

o AS;, andAS,, wherex; # I and®; # I fora = 1,2, 3,
o AS,, if 1 = z; for somea and

o ASg, if I = x; for somea.

Each of these edges has MED value of 0 and ¢osthere L is just
some large value (for example, take= 1000). The motivation for

just after the point when paths are removed based on their MR
(i.e., after the application of rule 3 in the best route didecprocess
described in Section 2). Once these paths have been exptited
router continues as before to narrow down its selection toglesbest
route.

For any router, we denote the set of routes advertised tceissp
(in the new protocol) as the sét. For a set of exit path§, this is
computed a$® = Choose_max”(S). Figure 10 shows the procedure
Choose_max’ (S). Note thaiChoose_ max’ (S) is essentially the first
part of the procedur€hoose_best(u, S).

Now consider dair activation sequencer of node setV as de-
scribed in Section 4. Suppose tleahfig(0) is a valid configuration at
timet = 0. Then for anyt > 0, if u ¢ oy, thenPossibleExits(u, t) =
PossibleExits(u,t — 1), BestRoute(u,t) = BestRoute(u,t — 1) and
GoodExits(u,t) = GoodExits(u,t — 1). However, ifu € oy, then
define

"The I-BGP sessions (co-incident with physical edges) sipiaun
over TCP. This implies that the I-BGP sessions are routatfjusiort-

such MED and cost values is that having a low MED will caus@oth est path routes. Therefore, the costs on the physical edgéBGP

paths to the same AS to be ignored in the route selection gsduat

sessions) have to satisfy the triangle inequality.



proc Choose_max’ (S) {
maxPref := max localPref(p)
P

S :={p:pe€ S and localPref(p) = maxPref}

minASPL := melg AS-path-length(p)

»
S:={p:p€ S and AS-path-length(p) = minASPL}
for(4 =1,2,...m){

S;j :=={p:p € S and nextAS(p) = j}
minMedj := min MED(p) () = Represents adiient router
PES;

S; :=={p:p € S; and MED(p) = minMed; }

}
s:=Js;

! time 0O, there are no more E-BGP updates injectedjﬁhﬂg.8 Thus,
return (S) MyExits(v) for each node remains fixed after time 0. Furthermore, it
is possible that a path that had been injected earlierArfip by some
external router is no longer valid.We show that all such (invalid)
paths are eventually flushed out.

Let S be the set of all exit paths itonfig(0), i.e.,

Figure 11: An example illustrating level, (u).

Figure 10: ProcedureChoose_max”(S) for defining S

S = U MyExits(v).

veEV
PossibleExits(u,t) = | ) Transfer, . (GoodExits(v, t — 1)) For the given activation sequeneend any time let
veV
UMyExits(u) Options(t) = U PossibleExits(v, t).
veV
BestRoute(u,t) = best, (route(PossibleExits(u, t),u))

) b ] ) We show that there is some timg such that for all timeg > 7o, if
GoodExits(u,t) = Choose_max’(PossibleExits(u, t)). p € Options(t), thenp € MyExits(exitPoint(p)).
Consider any exit path and suppose = exitPoint(p) andv € C;.

Note that it would be equivalent to define For each noda € V we define thdevelof u with respect tg, written

BestRoute(u, t) = best,, (route(GoodExits(u, t), u)). level, (u) as follows:
Intuitively, the changes described in this section do tHievieng. o level,(u) =0if u =,
Each I-BGP router advertises a set of good exit paths (which have | —1if R and
passed part of the best path selection procedure) to alBGP peers o level(u) =1if u € R; andu # v,
instead of a single best exit path. All the exit paths in tkstsave o level, (u) = 2if u € N; andu # v,
the highest LOCAL-PREF and the lowest AS-PATH length amdhg a
the possible exit paths known to Furthermore, ifp is a exit path in o level,(u) = 2if u € R; andj # i, and

this set and passes through neighboring4%:, thenp has the lowest
MED among all exit paths passing througtSy, that are known to o level,(u) = 3if w € N; andj # .

r. Obviously, there may be multiple such exit paths corredpan ) .
to eachAS; (or none, if they do not have the appropriate values ofFigure 11 shows how the Igvels are fillocated for petih destination
LOCAL-PREF and AS-PATH length). d. The level for each node is shown in bold next to the node.

LEMMA 7.1. Let P be a set of exit paths. If fag,w € V, and

7. Convergence of Modified I-BGP p € P, level(u) > level,(w), thenp ¢ Transfer,, _., (P).

In this section, we show that the algorithm proposed in tlegipus ) . _
section converges. The proof is in two parts — we first showehah Proof: This follows directly from the definition ofransfer, ., (P).
router eventually selects a route that does not change iatisence u . .
of any E-BGP updates. Next, we show that the collection ofemu Ve now show that there is some time such that for alk > o,
chosen by all the I-BGP speakers in an AS is loop-free. ponﬁg(t) is a valid configuration. In other words, aftet> 7o, all the

We assume throughout this section that we are given a physidgvalid external routes are flushed out®5o.
graphGp = (V, Ep), alogical graphG; = (V, E;), a starting con-
figurationconfig(0) and a fair activation sequeneeand show that the
algorithm proposed in the previous section converges.

LEMMA 7.2. For all nodesu € V, and any exit patlp, there is
some time,, such that for allt > t., if p &€ MyExits(exitPoint(p)),
thenp ¢ PossibleExits(u, t).

Convergence Proof.We think ofMyExits(v) (as defined byonfig(0)) #We explain why this assumption is reasonable later.
as representing all the possible exit paths that ropteknows of  °Sych a situation can occur if the withdrawal messages amitin
(via E-BGP) getting to destinatioth at time 0. We assume that after invalid paths have not reached all the I-BGP speakers by@ime




Proof: Consider any node. Let level,(u) = h andv = exitPoint(p).
Throughout the proof we assume tipag MyExits(v).

Consider the case whefe= 0. That is, suppose = v. For any
other nodew, level,(w) > level,(v) and sop ¢ Transfery_s,(P)
by Lemma 7.1. Moreovep ¢ MyExits(v) which implies thatp ¢
PossibleExits(v, t) for any timet > 0.

Supposeh > 0. Thenu # v andp ¢ MyExits(u). Consider any
nodew # u. There are two cases.

1. leveh(w) < h.
Assume (inductively) that the claim is true for any nadeith
level,(z) < h. Letr > max{t, : level,(z) < h} where
tz is such that for alk > ¢,,p ¢ PossibleExits(z,t). Lett
be any time wher¢ > 7. Then by the induction hypothesis,
p & PossibleExits(w, t—1), and hence ¢ GoodExits(w,t—1).
Thusp ¢ Transfer,, . (GoodExits(w, t — 1)).

. leveb(w) > h.
By Lemma 7.1, we can assert that
p & Transfery . (GoodExits(w, t — 1)).

So for all nodesw # u, p ¢ Transfer,,—, (GoodExits(w,t — 1)).
Sinceo is a fair activation sequence, there is some time- 7 where
u € ay,. Thenfor allt > t,, p ¢ PossibleExits(u, t). |
An exit pathp isvalid if p € MyExits(exitPoint(p)). From Lemma 7.2,

for any fair activation sequence, there is some time aftéchvall the
exit paths in the system are valid. That is, from any configomaany
fair activation sequence eventually results in such a vadidfigura-
tion. Clearly, once a valid configuration is reached, it remaaalid.
Thus we can assume without loss of generality that we staht avi
valid configuration. We now show that if we start with a val@hégu-
ration, then there is some time such that for all time¢ > 7; and for
allv € V, PossibleExits(v,t) = PossibleExits(v,71). We start with
the following lemma:

LEmmMA 7.3. Letu € V and letP be a set of exit paths. Suppase
is some exit path it?. Then for allh > 0 if level,(u) = h, then there
is some nodev with level, (w) < h such thap € Transfer, ;. (P).

Proof: Suppose = exitPoint(p) € C;. Leth = level,(u).

If h = 1thenu € R; and so there is an edga: € E;. Since
v = exitPoint(p), then leve}(v) = 0 and by Case 1 in the definition
of Transfery—,, (P), p € Transfery . (P).

If h = 2 then there are two cases. Suppas€ N;. Then for any
w € R; there is an edgaw € E;. Also by Case 3 in the definition
of Transfery— (P), p € Transfery—.(P). So eitherw = v and so
level,(w) = 0 orw # v and so levg)(w) = 1. Suppose instead
thatu € Rj;, for somej # i. Then by Case 2 in the definition of
Transfery, ., (P) it must be thap € Transfer,,—., (P) for anyw € R;
and so levg)(w) is either 0 or 1. In any case, leyély) < h = 2.

Supposeh = 3. That is,u € N; for somej # i. Then again by
Case 3 in the definition dfransfer, . (P), p € Transfery ., (P) for
anyw € R; and so levg)(w) = 2 < h. ]

Now recall the definition of

S= U MyExits(v).
veV

and lets’ = Choose_max’(S). Then the following lemma is a
straightforward consequence of the definitiorsdf

LEMMA 7.4.If P is a set of exit paths such that C P C S,
thenChoose_max’ (P) = S’.

ASyp

Figure 12: Real vs. Calculated Routes

LEMMA 7.5. Letp € S”. Then for every node there is some time
7, such thap € PossibleExits(u, t) for all t > 7.

Proof: The proof is by induction on the level af If level,(u) = 0
thenexitPoint(p) = u and sop € MyExits(u). Then by definition,
p € PossibleExits(u,t) O MyExits(w) for all ¢.

Suppose levg(u) = h + 1 > 0 and the claim holds for allv
where levej(w) < h. That is, there is some timigh] such that for
all ¢ > t[h], p € PossibleExits(w, t) for all w with level,(w) < h.
Sincep € S, itis clear thatp € GoodExits(w, t) for all t > #[h].
By Lemma 7.3, there must be somewith level,(v) < h where
p € Transfer,_,,(GoodExits(v, t)). Sinceos is a fair activation se-
quence there is some timg > t[h] such thatu € o, and so
p € PossibleExits(u, t) forall t > 7. [ |

We can conclude from Lemma 7.5 that there is some timsuch
thatS” C PossibleExits(u,t) for all w € V and for allt > 7.
Since we assume we are starting from a valid configuratiorkneey
that PossibleExits(u,t) C S for all w € V. Thus by Lemma 7.4,
GoodExits(u,t) = Choose_max”’(PossibleExits(u,t)) = S’ for all

t > 1. As noted in Section 6,
BestRoute(u, t) best, (route(GoodEXxits(u, t), u))

best, (route(S”, u))

That is, BestRoute(u, t) remains fixed for every node for all ¢ >
71. Notice that this means that for any fair activation seqeemot
only doesBestRoute(u, t) eventually converge for eaah € V but it
converges to theame routeor any fair activation sequence starting
from the same initial valid configuration.

Loop-Free Properties. Consider the example in Figure 12. It shows
that even though nodeconsiderai—w—v—x—d to be its best route td,
the intermediate node routes all the packet$to d via w—d (E-BGP
route better than I-BGP route). We refer to the actual rotatksn by
packets to be thesal routes This example shows that a real route
can be different from the route that the source thinks thégtawill
follow. Since intermediate routers may forward packets wag that
is not envisaged by the source, there is a possibility thatng loops
may be created withial.Sy.

We now show that this is not the case for the algorithm deedrib
in the previous section. More specifically, we show that i (q, p)
is the best route for node to destinatiord, andw is an intermediate
node ory, then for all packets from to d, w either sends them along
g, or it sends all such packets out 4, on an external link. In either
case, no packet ever goes back to the source

LEMMA 7.6. Letp = exit(BestRoute(u, 71)) andv = exitPoint(p).
If w is a node along P (u, v), then eitheexit(BestRoute(w, 71)) = p
or w = exitPoint(BestRoute(w, 71)).

0For simplicity, in this discussion we refer to nodes “fordiag pack-

We now use Lemma 7.3 to show that for any fair activation seets” instead of referring to the “routers associated withemforward-

quence, eventually for all € V, GoodExits(u, t) = S°.

ing packets”.



Proof: Letr = BestRoute(u, 1) and letr’ = BestRoute(w, 71). Let
p' = exit(r') andv’ = exitPoint(p’). Suppose thap’ # p. Since
p,p’ € S’, thenlocalPref(r) = localPref(r') andAS-path-length(r) =
AS-path-length(r"). Also if nextAS(r) = nextAS(r’) thenMED(r) =
MED(r'). So then one of the following conditions must be true:

1. v = wandv # wor,

2. cost(SP(w,v"))+exitCost(p’) < cost(SP(w,v))+exitCost(p)

and eithew,v' = w orv, v’ # w, or,

3. cost(SP(w,v"))+exitCost(p’) = cost(SP(w,v))+exitCost(p)
and eithew, v’ = w orv,v’ # w and alsolearnedFrom(r') <
learnedFrom(r).

Suppose Condition 2 is true. Then
cost(SP(u,v")) + exitCost(p")
cost(SP(u,w)) + cost(SP(w,v")) + exitCost(p")
cost(SP(u,w)) + cost(SP(w,v)) + exitCost(p)
cost(SP(u,v)) + exitCost(p).

<
<

But this contradicts the fact that € S° yetp = exit(BestRoute(u, 71)).
Similarly, if Condition 3 holds, them # BestRoute(u, 7). Thus if
p' # p then it must be that Condition 1 holds. But then= v =
exitPoint(r’). [ |
In fact, it is possible to show that the real paths along whiatkets

are routed form a shortest-path tree rooted.atNow suppose that

exitCost(p) = 0 for all exit pathgp and the costs of the edgeskh are
all strictly positive. Then we could make the following stger claim
about the routes chosen by the vertice¥iat timer;.

LEMMA 7.7. Letp = exit(BestRoute(u, 71)) andv = exitPoint(p).
Then ifw is a node alongS P (u, v), thenexit(BestRoute(w, 1)) = p.

Discussion. In the course of our convergence proof, we made two

assumptions. First, we assumed that after time 0, therecameone E-

BGP updates that are injected iM,. In other words, E-BGP routes

stabilize at time 0. Obviously, such is not the case in taglayternet.
However, there is no algorithm that will converge if the EB@&utes

(b) Physical Links and IGP Metric Values

Figure 13: Persistent Route Oscillations for the Walton et & So-
lution

injected intoASy keep changing. Any route that an algorithm con-

verges to can be withdrawn in the next E-BGP update, therabsicg
route oscillations to continue indefinitely. Thereforepnder to prove
convergence, itis necessary to assume that the E-BGP siatgkze.

Second, we assumed that during an execution of our algarittere
are no router crashes (such executions are called fairatiotivse-
qguences). This is not a restrictive assumption since it ipoesible

(or necessary) to prove eventual convergence for a rowectashes.

Indeed there is no algorithm that guarantees convergemdierduters
crash at time 0.

Brief Overview of the Walton et al. Solution. The basic change
to I-BGP is that for each neighboring AS, each route reflecton-

putes its best route td through that AS. If this route has the same
LOCAL-PREF and the same AS-PATH length as its overall basgiro
the route reflector announces this route to all its I-BGP peabject
to the usual announcement rules for I-BGP with route refyac{de-

scribed in Section 2). Thus, if there ame neighboring AS-es, then
each route reflector sends information about at mosbutes. If one

Finally, we have provided no bounds on the time taken by eeroutof the announced routes is the single overall best routehiraute

to converge to a stable route. This is because we use an asgyoak

reflector! the route reflector indicates which route this is. All these

system model where we do not make any assumptions regardisg mannounced routes are considered in the path selectiongsrbgeother

sage delay bounds and bounds on relative router speedsréeitpr
A may bek times slower than routeB, and the value ok is not
bounded). This makes the proofs more general — howeveritoats
convergence times, we require a synchronous system modieth veh
beyond the scope of this paper.

8. Comparison with Other Solutions

In this section, we provide a persistent oscillation examphere
the Walton et al. [23] solution fails to eliminate routingcdkations.
We also describe a configuration with routing loops wheresolution
is able to eliminate the routing loops, whereas the the \Wadtoal.
solution does not.

routers.

The Persistent Oscillation Counterexample.We now show an
example with MED-induced (i.e., not observed if MEDs areesibs
persistent oscillations that are eliminated by our algamibbut not by
the algorithm proposed by Walton et al. [23]. This exampla meod-

ification of an example from [9]. Consider the configurationFig-

ure 13. There are four route reflection clusters, with roefiectors
RR; throughRR4. Route reflector® R: through RR3 have clients

1 Note that the route reflector may not always announce its veradl
best route — this is subject to the usual I-BGP route annousoé
rules.



Figure 14: Example with Routing Loops

C1 throughCs, respectively, and route reflect®R4 has two clients

— C4 andCs. The I-BGP sessions among the various routers a

shown in Figure 13(a) and the underlying physical topolaggtiown
in Figure 13(b). Note that the routes through, C> andCs have the
same MED, say 0 (which is not shown in the figure).

It is possible to see that in the absence of MER&4 chooses and
announces the route throudgly to RR: (lowest IGP cost). Route
reflectorRR; selects that route (lowest IGP cost) as its best route
well. Consequently, route reflect®R3 selects the route througfis
(lowest IGP cost) and so does route refled&®.. This selection of
routes forms a stable solution for the configuration. Howgi{/&EDs
are introducedR R, is forced to choose the route through (lower
MED). As a result, route reflectorRR; through RR3 continue to
oscillate between various route selections, none of whiehstable.
If the solution proposed by Walton et al. is used, we can saerh
route reflector will announce any extra routes in this patdiccase.
Hence, the system continues to behave in the same fashiontlas i
case for standard I-BGP, and the route oscillations areliminated.

In contrast, when our solution is used, all the route reflsoB R;
throughRR4) always announce to each other the routes thratigh

C», C3 and Cs, respectively. ThusRR: chooses the route through
C», RR, chooses the route throu@ly, RR3 chooses the route through

C1, and RR4 chooses the route throudlt. It is easy to verify that
this is a stable routing solution.

Routing Loops. Consider the configuration shown in Figure 14.

This configuration was first described in [2] as a scenaribdhases
routing loops. Here, route reflectofsR; and RR» have clientscy,

andecs, respectively. The solid lines represent physical linke] the
dotted lines show I-BGP peering relations. For exampleGPBeer-
ing betweenR R, andc; goes througte,. Both routes; andrz have

9. Related Work

One of the first works to report on BGP convergence problemsst
that there are routing policies that cause External-BGB@®R) to di-
verge [21]. Griffin and Wilfong [7] performed an analysis ofB&P
convergence properties using graph-theoretic methodsy $howed
that even checking whether an E-BGP configuration can cgavisr
an NP-Complete problem.

Various solutions have been proposed to address the E-B®&@reo
gence problem. Govindan et al. [5] proposed a static salwtibere
routing policies would be analyzed by programs to determihether
policy conflicts could lead to protocol divergence. A morenamic
solution uses “route flap dampening” to control the disseiom of
routing updates [22]. Whenever there is any policy confliis mech-
anism prevents updates from occurring too frequently anding up-
date storms.

Griffin et al. used a graph theoretic formalism called theféSzath
rVector Protocol” (SPVP) to characterize sufficient corutisi for BGP
&)r any path vector protocol) convergence [6]. A solutioatthses
a new route attribute called the “route history” to guararttee con-
vergence of SPVP was also proposed [8]. Independently, @Gdo a
Rexford have proposed a set of policy guidelines that gteeacon-
vergence in E-BGP without requiring any coordination amthegdif-
ferent AS-es [4]. The SPVP formalism, in conjunction withrta@
apsolicy guidelines was later used to ensure E-BGP conveggianaet-
works where backup routing is used [3].

I-BGP has also been an area of much investigation. Sevesht pr
lems with route reflection in I-BGP have been outlined by Dabhd
Scudder [2]. In this work, the authors show how certain roatkec-
tion configurations can lead to routing loops or incorrecttiray deci-
sions. They also provide guidelines for avoiding such pots. More
recently, a different kind of routing oscillation (that wefer to as per-
sistent route oscillations) problem for operational neksorunning
I-BGP with route reflection or confederations was reportd].[ This
problem was analyzed further in [16] and later work propcaseaod-
ification to I-BGP to address this route oscillation problg8]. We
have shown in the previous section that the solution posg2Birfails
to eliminate persistent oscillations in all cases.

The adverse effects of inter-domain route oscillationstaso been
studied. Empirical studies have used real routing trafficds to de-
scribe a whole range of unexpected and anomalous behaviitein
domain routing protocols such as BGP [14]. Other work aredythe
cause of such routing instabilities and suggested remtiésMore
recently, Labovitz et al. studied (using empirical data)fRGP route
oscillations affect the convergence times after a failureucs in the
Internet [12]. Later work examined the impact of specifietnet Ser-
vice Provider policies and topologies on the speed of rgutionver-

ence [13]. Finally, Pei et al. used consistency assertimesmpare

the same LOCAL-PREF, AS-PATH length, and MED value. The IGRjnijar routes and identify infeasible routes in an effartspeed up

cost for each physical link is 5. In normal I-BGP operatiddR;

chooseg; (E-BGP route over I-BGP route) af@R, chooses s (E-

BGP route over I-BGP route). Thus only hears about; from its
route reflector and chooses, similarly, ca choosesrs. However,
whenc, tries to route packets to destinatidnit must send it tac;

(since the next hop td is ¢1) which sends it back te,, creating a
routing loop.

BGP convergence times [17].

10. Conclusions and Future Work

We have described a solution to the route oscillation prakite |-
BGP with route reflection. The solution is a modification 8&P and
the modified protocol provably converges. That is, it présgersis-

It is easy to see that the solution proposed in [23] does ngeso tent as well as transient route oscillations for I-BGP wihte reflec-

this problem sinc&RR; only advertises; to its clients andR R, only

tion. In addition, the modified protocol is guaranteed toxerge to the

advertises, to its clients under this scheme. In contrast, the modifisame stable routing configuration independent of the tiraimdjorder

cation that we propose solves the problem since B and RR»
advertiser; andr, to their clients (bothry, r» € S”). Subsequently,

of sent and received messages. This is helpful for analyaimtyde-
bugging scenarios where a (set of) router(s) goes down andsback

c1 chooses; ande; chooses; (lower IGP metric) and there are no up again. Network operators prefer configurations whergdbéng

routing loops. This example shows that our algorithm camto
work correctly even in certain “badly configured” systems.

tables before and after the crash are identical. Finallysolution also
prevents routing loops within an autonomous system.



In the future, we would like to explore three issues relatethe
work presented here. First, our current solution is desigaevork in
networks without any modifications to the current MED atitédo We
would also like to explore solutions that provide the sanmefionality
as the MED attribute, but without the associated routindllasions.
Second, the solution we propose here requires extra roifogna-
tion to be propagated for each destination prefix. Such dienlmay
not be scalable as is — however, it is possible to treat theggation
of extra routes as a feature that is only triggered when rosidla-
tions are detected for some destination prefix. The exaatlslef such
a detection mechanism and how it can be integrated with dutico
is another subject for future work. Third, the convergengeopfor
our solution works only if we assume that the external routesxted
by E-BGP into an AS stop changing. However, there could le¥aat
tions between E-BGP and I-BGP that cause route changesGH-B
affect E-BGP routes and vice versa, resulting in route lagimhs. In
the future, we would like to identify such scenarios and ssgdixes
for them.
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