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Abstract

There is an increasing trend toward massive, geographically distributed systems. The largest Internet companies operate hundreds of thousands of servers in multiple geographic locations, and are growing at a fast clip. A single system’s servers and data centers can consume many megawatts of electricity, as much as tens of thousands of US homes. Two important concerns have arisen: rising electric bills; and growing carbon footprints. Our work develops a new traffic engineering technique that can be used to address both these areas of concern.

We introduce Power-Demand Routing (PDR), a technique that redistributes traffic between replicas with the express purpose of spatially redistributing the system’s power consumption, in order to reduce operating costs. Cost can be described in monetary terms or in terms of pollution. Within existing Internet services, each client request requires a meaningful amount of marginal energy at the server. Thus, by rerouting requests from a server at one geographic location to another, we can spatially shift the systems marginal power consumption at Internet speeds.

We show how PDR can be used to reduce electric bills. We describe how to couple request routing policy to real-time price signals from wholesale electricity markets. In response to price-differentials, PDR skews client load across a system’s clusters and pushes server power-demand into the least expensive regions. Our analysis quantifies the potential reduction in energy costs. We use simulations driven by empirical data and models: we collected a real-world request traffic workload in collaboration with Akamai; constructed data center energy models; and compiled a database of historical electricity market prices. We conclude that existing systems can use PDR to cut their annual electric bills by millions of dollars.

We also show how PDR can be used to reduce carbon footprints. Not all joules are created equal and in power pools like the grid the environmental impact per joule varies geographically and in time. We show how to construct carbon cost functions that can be used with PDR to dynamically push a system’s power-demand toward clean energy.
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Chapter 1.

Introduction

With the rise of “Internet-scale” systems and “cloud computing” services, there is an increasing trend toward massive, geographically distributed systems. The largest Internet companies operate hundreds of thousands of servers, sectioned into several clusters in different locations. Some of these clusters are entire data centers, others are smaller units that use shared space in multi-tenant facilities.

A single system can consume tens of megawatts of electricity, an energy footprint that is comparable to tens of thousands of US homes [76]. Our estimates for the energy demands of some Internet companies are shown in figure 1-1. These companies are secretive about their energy consumption, and we calculated these demands by collecting and composing many pieces—leaked information, public disclosures, server energy models, and back-of-the-envelope calculations. Later in this dissertation we describe our estimation methodology in detail (§5.1).

Energy footprints have grown large enough that organizations such as Google, Microsoft, Facebook, and many other operators of large systems cannot ignore their energy costs. Millions of dollars must be spent annually on the electricity needed to power one of these systems. Furthermore, while impressive advances have been made in the areas of server and data center energy efficiency, total energy consumption has continued to rise rapidly.

Efficiency gains have been swamped by server growth. These already enormous systems are increasing in size at a rapid clip. In 2006, it was estimated that Google
<table>
<thead>
<tr>
<th>Company</th>
<th>Servers</th>
<th>Electricity</th>
<th>Gen. Cost</th>
<th>Utility Bill</th>
</tr>
</thead>
<tbody>
<tr>
<td>eBay</td>
<td>20K</td>
<td>65 GWh</td>
<td>$3.8M</td>
<td>10M</td>
</tr>
<tr>
<td>Rackspace</td>
<td>50K</td>
<td>160 GWh</td>
<td>$9.6M</td>
<td>20M</td>
</tr>
<tr>
<td>Facebook</td>
<td>60K</td>
<td>190 GWh</td>
<td>$11.5M</td>
<td>25M</td>
</tr>
<tr>
<td>Akamai</td>
<td>65K</td>
<td>210 GWh</td>
<td>$12.5M</td>
<td>25M</td>
</tr>
<tr>
<td>Microsoft</td>
<td>&gt;200K</td>
<td>&gt;600 GWh</td>
<td>&gt;$36M</td>
<td>&gt;$75M</td>
</tr>
<tr>
<td>Google</td>
<td>&gt;800K</td>
<td>&gt;1120 GWh</td>
<td>&gt;$67M</td>
<td>&gt;$135M</td>
</tr>
<tr>
<td>USA (2006) [25]</td>
<td>10.9M</td>
<td>61,000 GWh</td>
<td>$4.5B</td>
<td></td>
</tr>
<tr>
<td>10,000 US homes [32]</td>
<td>&lt;160 GWh</td>
<td></td>
<td>&lt;$30M</td>
<td></td>
</tr>
<tr>
<td>MIT campus [20]</td>
<td>270 GWh</td>
<td></td>
<td></td>
<td>$62M</td>
</tr>
</tbody>
</table>

Figure 1-1: Estimated annual server electricity consumption, for some large companies. These estimates assume $60/MWh. See §5.1 for derivation details. For comparison, we have included the EPA’s 2008 estimate of the annual electricity consumption of US homes; and the 2007 consumption and utility bill reported for the MIT campus. Generation cost can be viewed as the variable portion of the electric bill, the part that depends exclusively on the number of watt-hours consumed, and the electricity market prices for those watt-hours.

had 450K servers [86]. In 2010, Google disclosed that they had grown to over 800K servers, and that they were redesigning their infrastructure to scale to millions of servers [53, 66]. Microsoft added hundreds of thousands of servers over the course of a few years [12]. Similarly, Facebook’s infrastructure has been doubling in size every six months or so, growing from 10K servers in April 2008 to 30K servers in November 2009 to 60K servers in June 2010 [67].

Two factors driving this growth are: the increasing usage of Internet services; and the shift to cloud computing. By all accounts, we should expect the load on Internet services to grow for some time. Additionally, the shift toward cloud computing is resulting in a consolidation of IT resources into these geo-distributed systems. Smaller companies are outsourcing their IT infrastructure into the cloud, leasing servers on Amazon’s EC2 instead of deploying their own, for example, or relying on Google to manage their email instead of deploying their own servers.

Unsurprisingly, the increasing energy demands of these systems have been a cause for concern. Two areas that have received appreciable attention are: rising electric bills and growing carbon footprints. This dissertation develops a new traffic engineering technique that can be used to address both these areas of concern.
1.1 Power-Demand Routing (PDR)

Server clusters consume some marginal energy for every client request they process. In systems like Google’s search infrastructure, for example, complex energy-intensive operations potentially spanning hundreds of servers are triggered by each search query [71]. Our work builds upon the observation that by rerouting requests from a cluster at one geographic location to another, a system can rapidly move a portion of its electric power demand between those locations. While many consumers on the electric grid can shift their consumption in time\textsuperscript{1}—delaying consumption to improve the grid’s efficiency\textsuperscript{2}—only geo-replicated systems can shift their consumption in space.

In this dissertation, we introduce Power-Demand Routing, or PDR, a technique that dynamically redistributes traffic between clusters with the express purpose of spatially redistributing the system’s power consumption. Figure 1-2 depicts this process. PDR modulates the power-demand distribution with the goal of minimizing total operating costs.

The geo-distributed systems that we focus on already engineer their traffic, rebal-

\textsuperscript{1} e.g., electric cars, aluminium smelters, hotel laundry machines, and even residential consumers enrolled in ‘demand response’ programs

\textsuperscript{2} Consumers can be staggered in time to reduce daily peak load; or when demand rises close to the capacity of active power plants, consumption can be delayed instead of activating another plant.
ancing client load across clusters, to optimize for performance or network bandwidth costs, or both. To provide clients good performance and to tolerate faults, these systems implement some form of flexible request routing to map clients to servers, and have mechanisms to replicate the data necessary to process requests at multiple sites. Conventional traffic engineering mechanisms, however, ignore energy consumption.

In contrast, PDR takes the spatial distribution of a system’s energy consumption into account and the PDR optimization reasons about trade-offs between several different objectives: performance, network costs, and energy costs. We develop PDR as an extension of conventional traffic engineering approaches. Energy costs can be described in monetary terms or in terms of pollution.

A key idea in our work is to track the geographic and temporal variations in energy cost (e.g., regional differences in electricity prices or differences in how ‘clean’ the electricity is) and to dynamically adapt request routing policy to take advantage of, possibly transient, differentials. This dynamic adaptation skews client load, increasing the load on less costly regions whenever excess capacity exists, and pushing server idleness into the most costly regions. In this way, we can cut operating costs. We describe in this dissertation how to couple request routing policy to price signals from real-time electricity markets, and estimate that existing Internet-scale systems could use this approach to reduce their annual operating costs by millions of dollars.

In addition to benefiting Internet companies, space-shifting electricity consumption in this manner has the potential to improve the efficiency of the grid. Electricity cannot always be efficiently transported to where it is needed: not all points on the grid are connected, and line losses and congestion give rise to other inefficiencies. Space-shifting would allow demand to be rapidly relocated to where cheap or clean energy is being produced (e.g., where the wind is blowing), or relocated away from a temporarily overloaded region (e.g., preventing new gas turbines from being activated). Requests can be efficiently rerouted between Internet replicas and, by manipulating a small amount of information (routing tables), we can move megawatts of power-demand. This makes request triggered work in replicated systems fundamentally different from other forms of work.
Given this potentially symbiotic relationship, what then should the interface between the electric grid and geo-replicated systems look like? Proposing a new interface is beyond the scope of this dissertation; instead, we focus on existing interfaces. In most of our work we assume that wholesale electricity markets provide the interface: PDR observes prices on the spot electricity market for a cluster’s location, and modulates power consumption at that location. We also consider a more interactive interface: demand response, where the grid operator sends a signal to a cluster when it wants power consumption to be quickly decreased at that location.

**Potential Obstacles**

The ability to dynamically displace a system’s power consumption could offer many potential benefits. However, it is not immediately obvious that PDR would be useful in practice. Some concerns are:

- *Does load redistribution appreciably affect a cluster’s energy consumption?* If the energy consumption of a cluster is not proportional to the number of requests it services, PDR will be unable to move consumption between clusters. Older data centers\(^3\) have a low degree of proportionality, consuming 85% or more of their peak power when they are idle. One system we studied consumed more than 95% of its peak power when idle.

- *Are there enough tasks that can be shifted in space?* If the average load is close to the system’s capacity, PDR will be forced to use resources everywhere. Additionally, if the state needed to service a class of requests (e.g., a user’s inbox data) is not replicated at all clusters, PDR will be constrained in its load redistribution choices.

- *What is the impact on latency?* In order to extract meaningful savings, PDR may need to route clients to distant clusters, in search of inexpensive energy. Many Internet services however strive to minimize request processing latencies, and strict network latency requirements could severely restrict PDR’s routing choices.

\(^3\) e.g., with a PUE rating of 1.9 (see ch. 3) and idle servers drawing 65% of their peak power.
• Do meaningful cluster cost differentials exist? Even when one can route a significant portion of a system’s power demand, one cannot always appreciably reduce energy costs by doing so. For PDR to generate tangible benefits, geographic differences in request servicing costs must exist. Furthermore, for the dynamic approach we advocate, service costs at different clusters should ideally vary in time and different locations should not exhibit highly correlated behaviour.

• Could PDR increase other non-energy costs? A load redistribution that cuts energy costs could raise network costs, and overcome the energy-related savings.

Determining the applicability of PDR to a given system scenario requires an involved analysis that carefully considers the above issues and more. To facilitate such an analysis, we identify a number of factors that govern the effectiveness PDR.

1.2 Important Factors

We first proposed the use of traffic engineering to modulate the spatial distribution of a system’s energy consumption in response to geographic differences in service costs, in 2008 [97, 98]. Rudimentary precursors to PDR had been previously proposed (e.g., follow-the-sun strategies coupled with solar power) and since our initial work, other proposals similar to PDR have emerged [80]. The optimization framework (chapter 2) and the routing algorithms (chapter 6) we describe demonstrate that PDR could be implemented relatively easily.

Our work in this dissertation focuses on identifying factors that dictate the effectiveness of PDR. Some factors constrain how power-demand can be routed (proportionality, capacity, replication, etc.), while others determine whether dynamically relocating power-demand can reduce operating costs. The set of factors that follows is not meant to be an exhaustive list. Using system models derived from empirical data we use simulations to quantitatively explore how these factors affect PDR. Our work offers a template for how to evaluate an actual system, to determine whether PDR can be used to improve that system’s operational efficiency.
Energy Proportionality

The effectiveness of PDR hinges on the energy proportionality of the individual clusters that constitute the system. Energy proportionality is the degree to which the electrical energy consumed by a cluster depends on the traffic load placed on it. To understand how well PDR will perform, we must therefore first express the energy consumption of a cluster as a function of its load.

Data centers are highly complex and evolving systems. Chapter 3 is devoted to a discussion of the energy consumption characteristics of these facilities. We build a portfolio of cluster energy models that covers a wide range of different data center architectures. We construct models for existing, legacy and proposed future architectures. Our modeling work relies heavily on empirical data and extends and composes existing models.

We also propose two novel energy proportionality metrics. These metrics summarize energy-vs-load curves as single numbers. Simulation results show that these metrics are good predictors for how well PDR will perform for a given energy curve.

Spare Capacity

Another critical factor for PDR is the availability of sufficient spare capacity. PDR works by shifting load away from servers in high cost locations to servers in lower cost locations. However, at high load levels, the system is constrained to utilize most of its resources, wherever they may be located.

Fortunately, existing systems spend most of their time operating below their capacity. System operators provision for peak load, to ensure that performance does not degrade when traffic spikes. This leaves most resources idle much of the time. Google has reported that its average server load levels are below 30% of their capacity [44]. Twitter’s peak request rate on the day of the 2009 US presidential inauguration was 5× its normal rate [92].

To better understand the nature of real web workloads, we collected a set of traffic traces in collaboration with Akamai (chapter 4). The traces were from Akamai’s content distribution network and represent a meaningful slice of web traffic in the US,
with about a hundred billion requests per day. We used this workload in simulations to investigate how different routing policies affect the spatial distribution of a system’s electric power-demand throughout a day.

In the future, systems may operate closer to their capacity. There are strong economic incentives to find useful work for idle servers. One motivation for companies like Amazon and Google to build their cloud computing platforms was so that their idle resources could be used to host paying tenants. However even such multi-tenant systems need to provision for infrequent events that cause usage spikes (e.g., Amazon during the holiday season; Twitter during the inauguration).

### Geo-Distribution

Internet-scale systems tend to be geographically distributed, with machines at several—even hundreds of—sites around the world. To provide clients good performance and to tolerate faults, these systems implement some form of dynamic request routing to map clients to clusters, and have mechanisms to replicate the data necessary to process requests at multiple sites.

There is no dominant server geo-distribution pattern. In the US: Akamai spreads its servers across hundreds of locations; Google has tens of clusters; while others, like Microsoft, use a small number of primary sites (on the order of 3). We expect that newer multi-tenant clouds will also be composed of multiple sites, because of reliability concerns and because at least some tenants will be latency sensitive applications.

We simulate a wide range of geo-distributions and show that even systems with two clusters can benefit from PDR. From our analysis, we conclude that five or more well-placed clusters are enough to extract the maximum benefit from PDR.

### Replication

Throughout most of this dissertation, we assume that the system is fully replicated at all its clusters. This assumption is reasonably accurate for large web services, such as search. In practice, however, systems tend to be only partially replicated, e.g.: user data is replicated at multiple clusters, but not at all clusters; so a request may
be serviced by more than one cluster, but not by any cluster. Partial replication con-
strains PDR’s load redistribution choices and can dampen its usefulness. In chapter
8, we show how to augment the basic PDR optimization framework (chapter 2) to
take partial replication into account.

Latency Considerations
Many Internet services strive to minimize request processing latencies. In order to
extract meaningful savings, PDR may need to route clients to distant clusters, in
search of less costly energy. Strict network latency requirements could severely restrict
PDR’s routing choices, rendering it ineffective.

Using simulation we explore the relationship between monetary savings from
PDR and increases in network latency. We also survey the literature to understand the
relationship between lost revenue and increased latency in web search and e-commerce
applications. We conclude that PDR can achieve meaningful savings without increasing
network latencies to the point where they become problematic.

Network Costs
A reduction in a system’s electric bill may be overshadowed by an increase in its
network usage costs. By redirecting traffic to regions with low energy costs, PDR may
be unknowingly increasing the system’s network costs by sending traffic to regions
where bandwidth is expensive. There can be large differences between costs charged
by different network providers at different locations, and sometimes by the same
provider over time. Network costs often overshadow energy costs.

From the outset we describe how the PDR optimization can reason about trade-
offs between network costs and energy costs. We also discuss a common complex
network billing model, 95/5 billing, and investigate it in simulation. We conclude
that PDR should be able to reduce energy costs without increasing network costs in
existing systems.
Cluster Cost Differentials

Even when one can route a system’s entire power demand without any constraints, PDR may not yield any benefits. For PDR to be useful the cost of servicing a request must be different for different clusters. Then one can shift load from a higher cost cluster to a lower cost one, thereby reducing energy costs. The nature of the cost differentials between clusters is crucial in determining PDR’s utility.

At the very least, costs should vary geographically. A time-invariant ordering of the clusters can be exploited by PDR, but instead of the dynamic optimization approach proposed in this dissertation, a static routing scheme would suffice.

Dynamic PDR yields the most benefit when costs vary in time and the variation is not well correlated for different locations. If the cost differential for a pair of clusters has a zero mean, neither cluster is strictly better than the other. If the differential also has a high variance, there are many hours when one cluster is better than the other. By dynamically shifting power-demand to whichever cluster has the lowest cost, PDR can capture the value represented by the differential’s variance.

We show that these sorts of cost differentials exist in practice. We study electricity price volatility in US wholesale electricity markets and show that cluster electric bills exhibit the sort of spatial and temporal variability that PDR can productively exploit. We also provide evidence that carbon emissions cost functions have these features.

Interfacing with Power Producers

Finally, we need to consider the interface between the distributed system and the entities producing its electricity. In this dissertation we focus on one particular interface, but also discuss some others.

For the most part we assume that the electric grid and the associated wholesale electricity markets provide the interface. The system operator observes settled prices in the regional markets for each cluster and modulates its power consumption accordingly. However, system operators often commit to fixed-price contracts (either directly with power plants, or with intermediary utilities). In this case, even when

\[^4\] i.e., service cost at cluster A minus service cost at cluster B.
cost differentials exist, the system operators will not be exposed to them and so would not be able to use PDR to reduce costs.

Alternatively, instead of passively observing market prices, the system operator may be able to more actively participate in these markets. Generally, electricity prices are set using auctions, and a system using PDR could sell its ability to reduce consumption at a location. We also discuss interactive non-market interfaces. In particular, we discuss ‘demand response’ an existing discipline where grid operators send signals to consumers to request a temporary reductions in consumption.

1.3 Dissertation Structure

The first part of this dissertation, this chapter and the next, introduces power-demand routing. Chapter 2 formulates PDR as an optimization problem. It builds an optimization framework that combines traditional traffic engineering goals with our goal of intelligently modulating the spatial distribution of a system’s power consumption.

The second part of this dissertation lays the groundwork for subsequent analysis. Chapter 3 develops energy models for server clusters, building empirical models that relate cluster load levels to cluster energy consumption. The chapter also proposes two new numerical metrics for energy proportionality. Chapter 4 discusses how we modeled user workloads and performance in our analysis. It details the traffic traces we collected at Akamai and the synthetic traffic workload models we built using them. It also discusses the relationship between system revenue and client-server latencies.

The third part of this dissertation addresses how one can use power-demand routing to cut the electric bills of Internet-scale systems. Chapter 5 makes the case that one can use PDR to exploit the uncorrelated price volatility that exists in US wholesale electricity markets. The chapter provides background on these markets, and details our empirical analysis of historical market price data. In chapter 6, we quantify the potential monetary savings achievable using PDR. Combining our cluster energy models and traffic workloads with the market price data, we quantitatively analyze the effectiveness of different PDR algorithms through simulation. In chapter
7, we qualitatively analyze what happens if we relax some earlier assumptions and explore some extensions. For instance, we show how our work is still relevant where wholesale markets do not exist, and extend the basic PDR framework to deal with partially replicated systems.

The fourth part of this dissertation, chapter 8, shows how PDR can be used to shrink carbon footprints. We show how to build environmental cost functions that can be plugged into our optimization framework and speculate on how effective this approach would be.

Finally, chapter 9 discusses related work, and chapter 10 is the conclusion.
Chapter 2.

PDR: An Optimization Problem

In this chapter, we formalize power-demand routing as an optimization problem. We present the problem in a manner that is reminiscent of conventional traffic engineering formulations. Our contention—and one contribution of this chapter—is that a unified framework can be constructed that subsumes conventional network optimization goals and also understands the benefits of spatially redistributing the system’s power consumption.

Given a large system composed of several server clusters, the optimization problem is to map client requests to clusters such that the total operating cost of the system is minimized. Cost may be defined in monetary terms, or in terms of the pollution generated, or some combination of multiple factors. Our framework is flexible, independent of the chosen cost function.

We start this chapter by building a mathematical model for the optimization (§2.1). We then discuss how to reconcile competing optimization objectives (performance, energy cost, and network cost; §2.2). We conclude by briefly exploring implementation strategies (§2.3). In later chapters we will describe concrete PDR algorithms that we have implemented and evaluated in simulation (chapter 6); and also show how to extend our optimization model to deal with partially replicated systems, multihomed clusters and complicated ISP network billing models (chapter 7).

We do not argue that our modeling approach is the best approach. Some of the goals of this chapter are to: (a) present an abstract high-level description of
the problem; (b) demonstrate by construction that PDR can be unified with other traffic engineering goals; and (c) identify how to deal with trade-offs between different aspects of operating cost (network, energy, and performance). Our approach is similar to the way in which others have recently tackled related problems [61, 80, 115]

### 2.1 Mathematical Model

We model power-demand routing as a minimum-cost network flow optimization problem on a bipartite graph. See figure 2-1. Client requests arrive at \( m \) network ingress points (the sources) and must be distributed among \( n \) server clusters (the sinks). The optimization process derives the \textit{traffic splits} \( w_{i,j} \) specifying what fraction of requests at ingress \( i \) should be sent to cluster \( j \). There are constraints (server capacity, service-level-agreements, etc.) and the optimization must reconcile a number of competing objectives (server electricity costs, network usage costs, client performance, etc.).

Ingress points may be network prefixes, ISP’s, or even geographic groupings (states and cities). We use clusters to represent co-located groups of servers and their support infrastructure. A cluster may be an entire data center, or a set of racks in a multi-tenant facility, or some other grouping.

We assume that the optimization takes place in a centralized location. Information about the system is collected at a single point, the optimal \( w_{i,j} \) are derived, and then pushed out into the distributed system’s request routing framework. The optimization is performed infrequently (e.g., hourly). Thus, even though efficiency is desirable...
in implementing the optimization mechanism, complexity is not a strong concern. Hourly routing updates will be slow enough to be compatible with existing routing mechanisms, but fast enough to respond to electricity market fluctuations.

**Time.** We model PDR as a discrete time process. At the start of each timestep, the optimization is performed and the traffic splits \( w_{i,j} \) are instantaneously derived and deployed. Instantaneous traffic optimization is a valid model when the time to derive and deploy the new routes is a small fraction of the timestep. In some of our later simulations we relax this assumption and analyze the impact of routing delays.

We model the optimization as a memoryless process with no foresight. Decisions made in one timestep are independent of decisions made in previous timesteps. The process does not have any knowledge (e.g., electricity prices and ingress traffic volumes) of the future (but may have access to expectations).

The memoryless model is not always an accurate representation. For example, memory is necessary to deal with 95-th percentile bandwidth cost functions (we address this in chapter 7). Memorylessness is, however, a good starting point and simplifies the discussion.

**Uncertainty.** In our discussion we assume that the optimization process has perfect knowledge of its inputs (e.g., ingress traffic volumes and electricity prices) at the start of the timestep. In practice, there will be some uncertainty, and we will need to use expected values for these inputs. Optimizing with expectations for inputs will minimize the expected total cost. Internet traffic exhibits predictable cyclical patterns (see chapter 4) and some of our simulations demonstrate that costs can be reduced even when very coarse price expectations are used. Therefore, omitting uncertainty from our model is acceptable. In contrast, we could have formulated the problem as a more complicated stochastic optimization problem.

**Replication and Request Types.** For simplicity, we assume that the service is fully replicated and that there is a single class of requests. Thus, any request can be sent to any cluster, and the network and server resources used at a cluster are
a function of the number of requests routed to that cluster\textsuperscript{1}. These assumptions significantly simplify the optimization problem; in a later chapter we will consider the implications of relaxing these assumptions (chapter 7). For many services, like web search, these assumptions are true in practice.

**Formal Specification**

At each timestep, the optimization selects the traffic splits:

\[
W = \{w_{i,j}\}
\]

Where \(w_{i,j}\) specifies what fraction of the request volume at ingress \(i\) should be sent to cluster \(j\). We can write down the optimization problem for a timestep as:

\[
\begin{align*}
\text{select} & \quad W \\
\text{to minimize} & \quad C \\
\text{given} & \quad (R, N, S) \\
\text{subject to} & \quad X
\end{align*}
\]

Where \(C\) is a multi-dimensional cost function, \(R\) is the incoming request traffic during that timestep, \(N\) is the set of network ingress points, \(S\) is the set of server clusters, and \(X\) is a set of constraints. This is a multi-criteria optimization problem; instead of having a single numerical value, \(C\) is a set of real valued cost functions (one each for: energy, network and performance). In the text that follows, we describe each problem component in detail.

\textsuperscript{1} This follows from the restriction that there is only one class of requests. In the simplest model, every request uses a fixed number of CPU cycles and a fixed number of packets. In a more realistic model, the number of CPU cycles needed to service a randomly selected request are a random sample from a distribution \(R\). With large traffic volumes—millions to billions of requests per day—we can slice the traffic among different clusters, and the CPU usage distribution for each slice is still \(R\). Consequently, a cluster’s resource usage is a function of its traffic volume.
<table>
<thead>
<tr>
<th>Network (edge labels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{i,j} &gt; 0$</td>
</tr>
<tr>
<td>$\Delta_{i,j}(x) &gt; 0$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster (node properties)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_j \rightarrow \mathbb{N}$</td>
</tr>
<tr>
<td>$\varepsilon_j(r) &gt; 0$</td>
</tr>
<tr>
<td>$\pi_j(r) &gt; 0$</td>
</tr>
<tr>
<td>$\Pi_j(x, r) &gt; 0$</td>
</tr>
</tbody>
</table>

Figure 2-2: Cluster and network properties, represented as node and edge labels.

**Input Traffic.** The incoming traffic is defined by the input variables $r_i$. Each $r_i$ is a non-negative integer specifying the total number of requests arriving at ingress $i$ during the timestep. Thus the $r_i$ are the instantaneous request rates, evaluated at a timestep granularity. Our homogeneous request assumption allows us to simply count requests to characterize traffic.

**Cluster and Network Properties.** In modeling the distributed system, we restrict ourselves to the system properties needed to specify the constraints and cost functions used in our work.

We use a simple fully-connected network model, with all ingress points being connected to all clusters (figure 2-1). We assume that each of these network links is overprovisioned (common in backbone networks) and so do not model network link capacity constraints. For each ingress-to-cluster link, we model the network round-trip latency with two variables: the mean and $x$-th percentile latency (see figure 2-2). The homogeneous request assumption allows us to avoid more complicated packet-granularity latency models.

For clusters, we model their capacities, request processing delays, and energy consumption (see figure 2-2). A real system’s servers are typically distributed in a non-uniform manner among different clusters. This can result in different clusters having very different properties. Additionally, a cluster’s properties can vary in time, due to factors such as failures and dynamic resource scaling (turning off idle servers).
The energy model is the most complex part of our cluster model. A PDR implementation will need an integrated energy model, to evaluate its load distribution choices. In order to optimize, PDR must be able to predict how a cluster’s energy consumption would change if the request load on it were increased or decreased. How close to optimal the resulting weights will be, will depend in part on the accuracy of the integrated energy model. We devote the next chapter to a discussion of how to build good energy models.

For complicated services, like web-search, a significant fraction of the overall request-response delay is due to delays within the cluster. As with network latency, we use two parameters to model processing delays (see figure 2-2). Unlike network delays, in our model cluster delays are a function of traffic volume.

Our constraints and cost functions rely on the total request latency. Average latency $\ell_{i,j}$ can be calculated by adding the cluster and network means. For percentile end-to-end latencies $L_{i,j}$, an upper-bound is the sum of the two components.

$$\ell_{i,j}(r) = \delta_{i,j} + \pi_j(r)$$

$$L_{i,j}(x, r) \leq \Delta_{i,j}(x) + \Pi_j(x, r)$$

Another useful definition is the request volume assigned to a cluster:

$$ra_j = \sum_{i=0}^{m-1} (w_{i,j} \cdot r_i)$$

Finally, note that the functions in figure 2-2 may be non-linear and have discontinuities (e.g., the energy models in chapter 3). This will limit what optimization methods we can use to solve the problem.

**Constraints.** We represent optimization constraints as invariants, specified in terms of the elements of $W$ and $R$ and the system properties introduced above.
Weights are real numbers between 0 and 1:

\[ \forall i, j : 0 \leq w_{i,j} \leq 1 \]

Traffic is conserved at each ingress:

\[ \bigwedge_{i=0}^{m-1} \left( \sum_{j=0}^{n-1} w_{i,j} = 1 \right) \]

The number of requests routed to a cluster should not exceed its capacity:

\[ \bigwedge_{j=0}^{n-1} \left( r_{a,j} \leq \alpha_j \right) \]

Finally, there may be constraints on acceptable performance. For example, service-level-agreements (SLA’s) may set upper bounds on acceptable request latency. SLA’s are often alternatively described in terms of some high percentile of the latency distribution. An SLA specifying that 95-th percentile latency should not exceed \( D_{\text{max}} \) can be written as:

\[ \max \left\{ \forall i, j : L_{i,j}(95, r_{a,j}) \right\} \leq D_{\text{max}} \]

We do not discuss SLA’s in this dissertation, but this shows that our framework can factor SLA’s into the optimization.

**Cost functions.** The goal of the optimization is to select the weights that yield the minimum system operating *cost* at each timestep. A complication is that PDR optimization is a multi-criteria optimization problem: cost has components defined along multiple possibly independent dimensions. In our model, there are cost components for energy consumption, network usage, and system performance. We do not force the problem into the simpler single-objective domain, although, as we describe later, PDR implementations may be able to adapt single-objective optimization mechanisms. We describe the multiple, possibly competing, cost functions below.
Cost: Energy. The bulk of our work is concerned with characterizing and optimizing energy costs. A system’s energy cost is the sum of all the cluster’s energy costs\(^2\). Each cluster’s energy cost is a non-decreasing function of the amount of electrical energy consumed by that cluster. If \(E_j\) is the energy cost function for cluster \(j\), mapping energy consumption to cost, the system’s energy cost \(C_E\) is:

\[
C_E = \sum_{j=0}^{n-1} E_j(\varepsilon_j(ra_j))
\]

A system operator may choose to minimize the energy’s monetary cost\(^3\):

\[
E_j(x) = x \cdot eprice_j
\]

Where \(eprice_j\) is the price-per-kWh of electricity at the geographic location of cluster \(j\). Electricity prices vary with location and in time (we discuss price variation in some detail in chapter 5). As a special case, when there is no geographic diversity and all prices are equal, this form of \(E_j\) will direct the optimization to attempt to minimize total energy consumption. Furthermore nonlinear variations of \(E_j\) are possible, but not discussed in this dissertation.

Alternatively, a system operator may choose to minimize the environmental impact of the energy being consumed (e.g., the dynamic carbon footprint). In this case the \(E_j\) can be expressed in pollution units (e.g., \(kg\) \(CO_2\)). The simplest approach is to use a linear function, as above, replacing \(eprice_j\) with a time-varying pollution-per-kWh cost function (see chapter 8).

Note that even when optimizing for pollution, it is useful to express \(C_E\) in monetary terms. Expressing all costs in a common unit allows the optimization to account for trade-offs between energy, networking, and performance.

Cost: Network. Network usage costs are a significant component of the total operating costs of large distributed systems [61, 115]. We know that there can be

\(^2\) As we show in chapter 3, we can safely ignore energy costs related to the network infrastructure.

\(^3\) As defined here, \(E_j\) is the electricity generation cost, the variable component of the electric bill.
large differences between costs at different network locations, and sometimes on the same location over time. We define total network cost as the sum of the individual cluster network usage costs, and a cluster’s network cost as a linear function of its request volume:

$$C_B = \sum_{j=0}^{n-1} N_j(ra_j)$$

$$N_j(r) = r \cdot nprice_j$$

Even though this is a highly simplified model of reality, there is evidence that optimizing using a cost function such as this results in a reasonable approximation to a proper network cost optimization [115]. We discuss more realistic network cost functions later (chapter 7).

**Cost: Performance.** In our cost model, the third and final cost component is related to system performance. Degraded system performance is known to result in lost revenue (we study this in detail in chapter 4). We use end-to-end request latency as the metric of performance.

One way to factor performance into the optimization is to start by defining $\ell_{ave}$, the average end-to-end request latency across the entire system as\(^4\):

$$\ell_{ave} = \frac{1}{\sum_{i=0}^{m-1} r(i)} \sum_{i=0}^{m-1} \left( r(i) \cdot \sum_{j=0}^{n-1} \left( w_{i,j} \cdot \ell_{i,j}(ra_j) \right) \right)$$

The optimization can be directed to simply minimize average latency:

$$C_P = \ell_{ave}$$

A more realistic approach is for the system to have upper and lower bounds on latency. Reducing the latency below the lower bound yields no additional utility to

---

\(^4\) We can also define $L_{ave}(x)$, the $x$-th percentile latency analogue, but note that $L_{ave}(95)$ is not the overall 95-th percentile latency. It is an upper-bound—the weighted average of the different clusters’ $L_{i,j}(95, ra_j)$ values.
SELECT: \[ W = \{ w_{i,j} : 0 \leq i < m, 0 \leq j < n \} \]

TO MINIMIZE: \[ C = \{ C_E, C_N, C_P \} \]

\[ C_E = \sum_{j=0}^{n-1} (\varepsilon_j (ra_j) \cdot eprice_j) \]

\[ C_N = \sum_{j=0}^{n-1} (ra_j \cdot nprice_j) \]

\[ C_P = \max(0, \ell_{ave} - D_{min}) \]

SUBJECT TO:

\[ X_1 : \forall i, j : 0 \leq w_{i,j} \leq 1 \]

\[ X_2 : \bigwedge_{j=0}^{n-1} \left( \sum_{i=0}^{m-1} w_{i,j} = 1 \right) \]

\[ X_3 : \bigwedge_{j=0}^{n-1} (ra_j \leq \alpha_j) \]

\[ X_4 : \ell_{ave} \leq D_{max} \]

Figure 2-3: PDR as an optimization problem.

the system operators; exceeding the upper bound is considered unsound.

\( C_P \) is expressed in millisecond units above, but it is useful to express \( C_P \) in monetary terms. Expressing all costs in a common unit allows the optimization to account for trade-offs. Monetary performance cost functions can be constructed by modeling the relationship between end-to-end latency and revenue loss (we explore this in chapter 4).

Summary. Figure 2-3 shows the various pieces of the model put together. In the interest of brevity, we have omitted the optimization’s inputs (the graph description, the node and edge properties, and the \( r_i \) inputs).

### 2.2 Reconciling Competing Costs

In general, optimization problems with multidimensional cost functions are more complicated than problems in which the optimization criteria can be expressed as a function with a single numerical value. A large body of literature addresses how to optimize using multidimensional cost functions.
One complication is that multidimensional optimization problems do not always have dominant solutions—it is not guaranteed that there will be a choice of the \( w_{i,j} \) that will simultaneously minimize all our cost components. The result of the optimization will be a Pareto surface: a set of possible solutions, such that moving from one Pareto solution to another Pareto solution will reduce cost along some dimension(s), but increase it along some other dimension(s). For example: we may be able to decrease energy cost by routing clients to cheap energy located far away from them, but this will increase the latency cost.

We describe two approaches that can be used to reconcile the competing optimization criteria in PDR. Both use techniques commonly applied to solving multi-criteria optimization problems. Each approach presents different advantages, so one is not strictly better than the other.

### 2.2.1 Aggregate Cost Function

A common way to map a multidimensional cost function down to a single dimension is to use a weighted sum of all the component costs. This is equivalent to converting all the components into the same units, using constant conversion coefficients.

To facilitate this, we recommend that all three component cost functions should always be expressed in monetary units. Reasoning about trade-offs between network usage costs and the cost of energy then becomes straightforward. Furthermore, the construction of a monetary performance cost function, forces a system operator using PDR to confront and be explicit about what are normally hidden preferences. Performance is not free; it should not be maximized at the expense of everything else. With this approach, operators must put a monetary value on each millisecond reduction in request latency. Similarly, when optimizing for the environmental cost of energy, this requires a monetary valuation of pollution.
2.2.2 Sequential Optimization

Another common approach is to rank the different component costs, and then to optimize for one component after the other. So, for instance, one could optimize first for performance. The minimum performance cost would then be treated as a constraint, as one further optimized for network cost. Finally, taking the minimum performance and network costs as constraints, one would then optimize for energy costs. This process can be relaxed slightly by, for example, weakening the performance constraint (e.g., performance cost should be no more than 10% higher than optimal).

An advantage of this approach is that it allows existing traffic engineering frameworks to be reused to implement PDR. Viewing PDR as a sequential optimization allows us to take existing frameworks and bolt an energy optimization module at the end of the existing optimization pipeline.

Traffic engineering frameworks that optimize for network costs and performance already exist. Companies like Akamai have developed complex proprietary solutions to this part of the optimization problem. Previous research in academia also addresses this area [61, 115].

A disadvantage of this approach is that it does not allow trade-offs to be properly considered. It is hard to specify, for example, that a 50 ms elevation in average latency is acceptable only when it results in a substantial energy cost reduction.

2.3 Implementing Optimization Mechanisms

Having set up the optimization problem, we now turn to investigating optimization mechanisms that can be used to implement PDR. One reason we formulated PDR as an abstract optimization problem was to map it to a well understood domain, a domain that has been studied rigorously, and for which a large number of solutions have been proposed.
2.3.1 Linear Programming

Linear programming (LP) is an extensively used optimization technique with many known efficient solution methods. In order for PDR to be solved using LP methods, the various component cost functions must be linear functions of $W$. This limits them in certain ways:

**Network:** cost per request must be independent of a link’s traffic volume.

**Energy:** cost per kWh must be independent of the total energy consumed by a cluster; and a cluster’s consumption $\varepsilon$ must be a linear function of the request volume allocated to it ($ra_j$).

**Performance:** end-to-end request latency on any network-cluster path must be independent of the request volume on that path.

LP is attractive because it has many computationally efficient solution methods. The downside is that restricting ourselves to LP may force us to approximate realistic costs and constraints. Linear energy models are reasonably accurate first approximations, but nonlinearities often exist (see chapter 3). A linear network cost model is a good starting point [115], but is not realistic in practice (see chapters 6 and 7). Latency independent of load is plausible if clusters and network links are overprovisioned, as they often are in practice.

2.3.2 Nonlinear Programming

In general, cost functions that are nonlinear or piecewise linear functions of $W$ are more accurate representations of reality. Throughout this dissertation we present examples of nonlinear network, performance, and energy costs.

Computationally efficient nonlinear programming (NLP) methods can be used when the cost functions are convex. In fact some LP methods can be used to solve convex non-linear problems. With non-convex functions, far less efficient NLP methods must be used.
However, there are no guarantees that the cost functions used by PDR are convex (e.g., chapter 3 provides evidence that some types of clusters have non-convex $\varepsilon$ energy functions). Another possible complication is that the cost functions may have discontinuities, and not be differentiable everywhere.

It is therefore plausible that the least efficient optimization methods may be necessary to derive the optimal PDR solutions. This is still a feasible implementation strategy. With tens of ingresses, tens of clusters, and routing updates sent out once every hour, there is enough time to find a good solution. In fact, the NLP algorithm we evaluate in this dissertation (chapter 6) is efficient enough to be used in practice.

**Summary**

In this chapter we presented an abstract description of the PDR problem. We formulated it as a traffic engineering optimization problem and outlined implementation strategies. We will extend this optimization model to deal with partial replication and other complications in chapter 7. An important element of our model is the cluster energy model. The following chapter is devoted to this aspect of the problem, and develops a portfolio of energy models.
Chapter 3.

Modeling Energy Consumption

The effectiveness of power-demand routing hinges on the energy proportionality of the individual server clusters that constitute the system. Energy proportionality is the degree to which the electrical energy consumed by a cluster depends on the traffic load placed on it. Ideally, an idle cluster would use no energy. In the worst case, there would be no difference between a cluster’s peak and the idle energy consumption.

It is worth noting that we do not make a strong distinction between energy and power here. When we speak of power, we are speaking of average power over reasonably long time windows (e.g., 5 minutes), rather than of instantaneous power. Modeling instantaneous power is a harder problem, and unnecessary for our work.

In the absence of adequate energy proportionality, one cannot productively route a system’s power-demand between different clusters. Recall that PDR works by spatially redistributing a system’s load. If sufficient energy proportionality exists, load redistribution will result in a meaningful spatial redistribution of the system’s energy consumption. In contrast, a system without proportionality is forced to always consume energy everywhere, even in idle regions.

Therefore, to understand the potential of PDR, we must investigate and model the energy characteristics of real clusters. As we noted in chapter 2, an energy model will also be needed by a PDR implementation, to guide the optimization process. Our models must account both for the energy consumed by servers and the energy consumed by the data center infrastructure supporting those servers.
The bulk of this chapter explores the relationship between cluster power consumption and cluster utilization. As in the rest of the dissertation, our approach is heavily empirical. We outline the way in which electricity is consumed within modern data centers and then build mathematical models that describe how cluster power consumption depends on utilization.

We define cluster utilization abstractly, as a real number between 0.0 (idle cluster) and 1.0 (operating at maximum capacity). If a cluster can service a peak request rate of $R$ and is faced with a rate $r$, then utilization $u$ can be thought of as the normalized rate $\frac{r}{R}$. As in the case of power, $u$ is an average and not the instantaneous utilization.

We concentrate on clusters that are entire data centers, but we also consider smaller clusters in multi-tenant facilities. Real systems are typically built using a mixture of different kinds of clusters in different locations.

The models we develop in this chapter improve upon previous work on modeling data center energy consumption [56, 93]. Previously proposed models do not address the design diversity that exists nor do they account for new techniques like dynamic server scaling [1]. We therefore extend those models and construct some of our own. Rather than developing a single unified model, we approach the problem from a number of different angles, cover several design choices, and synthesize a collection of cluster models. Since data centers are highly complex and evolving systems, we must abstract away many architectural details. We also conduct an extensive survey of industry literature and collect energy efficiency reports for existing facilities and projections for future technologies. From this survey we derive model parameters that we can use to estimate the effectiveness of PDR in the context of current and future systems.

Model diversity also serves to improve the believability of our results. It shows that our final analytical results are not brittle—that our results are not sensitive to an idiosyncrasy of a particular model (e.g., linearity). Diversity also allows us to determine which aspects of the clusters’ power-vs-utilization curves most influence the effectiveness of PDR. This will tell us what sorts of real architectures can best exploit power-demand routing.
This chapter introduces two novel energy proportionality metrics. Given a cluster type’s energy-vs-utilization curve, we can calculate a numerical score for each metric. We show in chapter 6 that these scores are very good predictors of how well PDR will perform for clusters of that type.

The chapter concludes with a discussion of the impact of PDR on the energy consumption of wide-area networks. The optimization framework proposed in chapter 2 ignores energy consumption within the network. We show that when PDR operates under reasonable constraints, changes in the spatial distribution of wide-area network power will be many orders of magnitude smaller than changes in cluster power. We can, therefore, safely ignore network power.

3.1 Electricity Consumption in Data Centers

Understanding and modeling data center power consumption is a complicated undertaking. Individual data centers are highly complex systems, with a number of interacting mechanical, electrical and computational sub-systems. The power consumed by the cooling system, for example, can depend both on the nature of the airflow in the server room and on the server load balancing algorithms being used. Additionally, the data center design space is evolving rapidly. For instance, monolithic data center designs are giving way to newer highly modular container based designs [44, 84, 5]; and many new cooling designs have emerged in recent years [62, 60, 41, 58].

Our modeling and analysis is focused on the kinds of data centers built to house servers for geo-distributed replicated systems (e.g., the tier II facilities\textsuperscript{1} used by Google). Enterprise data centers (e.g., tier IV facilities), such as those used by banks, are more complex, and their behaviour may deviate slightly from our models.

Our approach is to focus on the three data center sub-systems that typically account for almost all of the power consumption, outline how they consume electricity,

\begin{footnote}{Data centers are commonly classified according to a four tier reliability standard [23]. The higher the tier, the higher the data center’s availability. Tier II facilities have some redundant components and promise up to 99.74% annual uptime; tier IV facilities have redundant power distribution and cooling systems and promise over 99.99% annual uptime.}
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and describe the mathematical formulas we can use to model the relationship between each sub-system’s electricity consumption and the data center’s utilization level.

The three sub-systems on which we focus are:

- IT equipment (servers, storage and networking hardware)
- Cooling (chillers and fans)
- Power distribution (UPS’s, PDU’s, etc.)

We assume that other sub-systems, such as lighting, draw a small (≈1%) and fixed amount of power, independent of utilization levels. This approach builds on work done by others. In particular, we draw on reports from industry practitioners [56, 68, 64], other academics who have studied data center power consumption [93], and empirical data from data center component manufacturers and the EPA.

**PUE.** Data center operators commonly disclose Power Usage Effectiveness (PUE) numbers for their facilities. PUE is an industry standard metric for data center energy efficiency. In its simplest form:

\[
PUE = \frac{\text{Total Power Entering Data Center}}{\text{Power Consumed by IT equipment}}
\]

Thus a PUE of 2.0 implies that, on average, for every watt drawn by a server, an additional watt is consumed by support systems (cooling, power distribution, etc).

Figure 3-1 tabulates PUE numbers, compiled from a number of different sources. The fraction of total power used by IT is easy to compute, given the PUE. Some of these reports also provide other details that allow us to estimate the fraction of total power spent on cooling and the fraction spent on power distribution overheads.

The general trend shows steadily improving energy efficiency, with decreasing marginal improvements below PUE’s of 1.3. The electricity consumed by the IT equipment represents the useful work done in the data center. In legacy data centers,

---

2 PUE is not a static value, so it must be averaged in some way, and there will be some measurement uncertainty that should be accounted for (e.g., see [62]).

3 Since not all reports specify how PUE was averaged, we treat every reported number as a PUE calculated when IT power consumption is at its maximum.
<table>
<thead>
<tr>
<th>Description</th>
<th>Year</th>
<th>PUE</th>
<th>IT</th>
<th>C</th>
<th>PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legacy data center [21]</td>
<td>2008</td>
<td>2.5</td>
<td>40%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry average [85, 25]</td>
<td>2008</td>
<td>2.0</td>
<td>50%</td>
<td>37%</td>
<td>10%</td>
</tr>
<tr>
<td>EPA (current-trends target) [25]</td>
<td>2011</td>
<td>1.9*</td>
<td>53%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficient data center [64]</td>
<td>2009</td>
<td>1.7</td>
<td>59%</td>
<td>29%</td>
<td>11%</td>
</tr>
<tr>
<td>Advanced data center [68]</td>
<td>2010</td>
<td>1.5</td>
<td>67%</td>
<td>21%</td>
<td>11%</td>
</tr>
<tr>
<td>EBay (tier IV, Utah) [91]</td>
<td>2010</td>
<td>1.4</td>
<td>71%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPA (best-practices target) [25]</td>
<td>2011</td>
<td>1.3*</td>
<td>77%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun Micro. (Santa Clara) [85]</td>
<td>2008</td>
<td>1.28</td>
<td>78%</td>
<td>16%</td>
<td>4%</td>
</tr>
<tr>
<td>Microsoft (Containers/Illinois) [84]</td>
<td>2009*</td>
<td>1.22</td>
<td>82%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Google (average, 6 locations) [62]</td>
<td>2008</td>
<td>1.21</td>
<td>83%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Google (average, 6 locations) [62, 83]</td>
<td>2010</td>
<td>1.18</td>
<td>85%</td>
<td>10%</td>
<td>4%</td>
</tr>
<tr>
<td>Yahoo (Coop/Lockport) [58]</td>
<td>2010</td>
<td>1.1*</td>
<td>91%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3-1: Reported PUE values and the years for which they were reported. The table is sorted by PUE. Where available, we have also listed the fraction of total power used by the cooling (C) and power distribution (PD) sub-systems. Most PUE’s were calculated from measurements; an asterisk indicates an estimate.

IT power is less than 50% of the total. However, strong incentives exist to minimize the power consumption of any other sub-systems, and, as figure 3-1 shows, in today’s cutting edge data centers, IT power can be more than 90% of the total. Note how advances in cooling efficiency have been the main factor driving down PUE’s.

The three sections that follow discuss the IT, cooling and power distribution sub-systems in detail. In summary: we can model IT power as either a roughly linear function of utilization, or as a piecewise linear function; and we can model infrastructure power as either fixed, or, more accurately, as a polynomial function of utilization.

We then combine the sub-system models to build complete cluster models. During the sub-system discussion, consider a cluster to be an entire data center. We will return to the more general view of a cluster when we describe the cluster models.

### 3.2 IT Equipment Energy

We first describe an empirically verified IT power model proposed by Google. Since Google has a history of building atypical cluster architectures, we also describe an alternative modeling approach that composes individual server power curves provided
3.2.1 Google Cluster Model

Researchers at Google recently described IT power models based on a study of servers in their data centers [56]. The study measured and analyzed the power-vs-utilization characteristics of their clusters—thousands of servers and associated network switches—using realistic workloads and microbenchmarks. Google’s study is unique: a number of other studies have used empirical data to characterize the power-vs-utilization characteristics of IT equipment, but few of them have used data from actual data centers.

The study concluded that IT power consumption can be approximated with reasonable accuracy using a simple linear model. Idle clusters consume large amounts of electricity (more than half their peak power in the studied clusters) and electricity consumption rises, roughly linearly, with utilization\(^4\) \(u\). Thus:

\[
P_{IT}(u) = P_{other} + P_{idle} + (P_{peak} - P_{idle}) \cdot u
\]

Where \(P_{idle}\) is the total power consumed by the servers when they are all idle; \(P_{peak}\) is the total power when all servers are at peak load; and \(P_{other}\) is the power consumed by IT equipment other than servers (e.g., network switches). \(P_{idle}\) and \(P_{peak}\) depend on the specific server hardware used and the number of servers in the cluster\(^5\), and so can vary from cluster to cluster.

A nonlinear model was also described:

\[
P_{IT}(u) = P_{other} + P_{idle} + (P_{peak} - P_{idle}) \cdot (2u - u^{1.4})
\]

This model was the result of fitting a curve to their empirical data. For groups of 20-60 racks, this model was able to match the measured power with less than 1% error (using average CPU utilization for \(u\)).

\(^4\) We use abstract utilization; Google’s paper uses average CPU utilization.

\(^5\) For a cluster with \(n\) identical servers: \(P_{peak} = n \cdot P_{server \ peak}\).
We model non-server components like networking hardware as having a fixed power draw. Unlike servers, these components tend to operate within narrow dynamic power ranges [56, 48]. Networking hardware in the data center typically accounts for less than 6% of the IT power [68]. If $f_{net}$ is the fraction of IT power used by non-server equipment, then:

$$P_{other} = f_{net} \cdot P_{IT}(1) = \left( \frac{f_{net}}{1 - f_{net}} \right) \cdot P_{peak}$$

Few architectural details were disclosed about the clusters in the study. For instance, it is unclear how cluster load was distributed across different machines. We know from other sources that Google’s clusters mix together different classes of server hardware and that idle servers were left powered on. It is not immediately clear whether Google’s model will apply to other data centers or not.

### 3.2.2 Alternative Component-Based Models

We therefore model individual components (servers and network switches) and thereby build up a set of alternative IT power models. These models have not been empirically verified in the same way that Google’s has been. However, these models are independent of Google’s architectural idiosyncrasies. Furthermore, these models capture the effects of features such as load skewing and dynamic server scaling (turning idle servers off).

We find that linear models are reasonably good approximations for a wide-variety of cluster types. In fact, with aggressive server load skewing and/or fine-grained dynamic server scaling, the power-vs-utilization curves are almost perfectly linear, for large clusters. However, we also find that some cluster implementation choices (e.g., coarse-grained server scaling) lead to significant nonlinearities and discontinuities.

**Modeling Preliminaries.** We divide the IT equipment into two categories: servers and storage systems; and networking hardware. In the discussion that follows, we assume, for simplicity, that the collection of servers consists of homogeneous hardware and that storage modules are simply servers that have been assigned special roles.
We will briefly consider the implications of relaxing our homogeneity assumption. Heterogeneous hardware deployments are common. For instance, newly deployed servers can coexist with older hardware that has not been phased out. Further, storage modules may be specialized hardware, such as NAS boxes. Industry estimates put storage devices at somewhere between 8% [77] and 27% [85] of total IT power.

We assume that all servers in a cluster are interchangeable, i.e. incoming request can be handled by any server with spare capacity. Interchangeability may not be true in practice, since service data may not be replicated evenly across all servers. Without assuming interchangeability, we would need to develop a storage replication model, adding substantial complexity to our models. For services like web-search, interchangeability is a reasonable assumption.

Finally, as before, we model networking hardware as having constant power consumption, about 5% of total IT power. Networking hardware in the data center typically accounts for less than 6% of the IT power [68], possibly less than 4% [85], and even high estimates do not place it above 10% [77]. Studies have shown that the power consumed by routers is largely independent of utilization; the power consumption of an idle router can be 97% its peak power [48] or higher.

Thus, we model clusters as collections of homogeneous interchangeable servers with some fixed power overhead due to networking equipment. To generate cluster power-vs-utilization curves we spread incoming requests over these servers (we study different load distribution policies) and model the power used by each server.

**Individual Servers.** Individual servers are known to consume power proportional to their utilization. Although linear approximations are plausible, the exact relationship tends to be complicated and varies depending on server hardware details and on features of the service (e.g., disk intensive or CPU intensive).

Our server models are based on power measurements of actual server hardware. Figure 3-2 shows power-vs-utilization curves for several different server-class machine types. Idle server power ranges from about 20% of peak, to almost 80% and there is a variety of curve shapes: some are almost linear (e.g., IBM X3250), others are convex
Figure 3-2: Server power curves can have a variety of shapes. To keep the focus on the shape, the power for each machine type is given as a fraction of its peak power in this figure. The curves are constructed from SPECpower measurement reports [19], and a disclosure by Google [44]. We linearly interpolate between reported measurements. (e.g., Fujitsu TX150), while others are concave (e.g., Google).

The Google power curve is based on disclosures [44, 56] about a ‘recent’ Google server (no hardware or workload details were provided). The other power curves are constructed using data from published SPECpower benchmarks [19]. The SPECpower benchmark is designed to simulate how efficiently a machine can run a typical business application on an enterprise Java platform\(^6\).

The curves do not illustrate the differences in server processing capacity or absolute power consumption. Figure 3-3 tabulates power and performance characteristics for some machines. In particular, note that even though the IBM and SGI machines had similarly shaped power-vs-utilization curves, the SGI machine has twice as many cores and consumes \(2.5\times\) as much power. Furthermore, comparing the Fujitsu and HP machines in the table, we can see an order of magnitude performance gain, with less than an \(8\times\) increase in power.

Generally speaking, server power proportionality has been improving, but some server components are still not proportional. Individual processor cores can use fre-

\(^6\) Specifically: we use SPECpower\(_{ssj}^{2008}\) numbers. Refer to its measurement methodology to understand the details of what is being measured.
<table>
<thead>
<tr>
<th>Machine</th>
<th>CPU</th>
<th>Cores</th>
<th>Disk</th>
<th>Rate</th>
<th>Power peak</th>
<th>1/4-load</th>
<th>idle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fujitsu TX150</td>
<td>Xeon</td>
<td>4</td>
<td>HDD</td>
<td>0.08</td>
<td>112W</td>
<td>52%</td>
<td>22%</td>
</tr>
<tr>
<td>IBM X3250</td>
<td>Xeon</td>
<td>4</td>
<td>HDD</td>
<td>0.06</td>
<td>127W</td>
<td>80%</td>
<td>55%</td>
</tr>
<tr>
<td>SGI XE250</td>
<td>Xeon</td>
<td>8</td>
<td>HDD</td>
<td>0.10</td>
<td>322W</td>
<td>81%</td>
<td>58%</td>
</tr>
<tr>
<td>Dell R610</td>
<td>Xeon</td>
<td>12</td>
<td>SSD</td>
<td>0.27</td>
<td>244W</td>
<td>63%</td>
<td>26%</td>
</tr>
<tr>
<td>HP DL170h</td>
<td>Xeon</td>
<td>48</td>
<td>SSD</td>
<td>1.00</td>
<td>883W</td>
<td>63%</td>
<td>24%</td>
</tr>
<tr>
<td>Google</td>
<td>-</td>
<td>*4</td>
<td>HDD</td>
<td>-</td>
<td>145W</td>
<td>92%</td>
<td>47%</td>
</tr>
<tr>
<td>SeaMicro SM10K</td>
<td>Atom</td>
<td>512</td>
<td>-</td>
<td>≈6*</td>
<td>≈2kW</td>
<td>*55%</td>
<td>*10%</td>
</tr>
</tbody>
</table>

Figure 3-3: Server power measurements. The rate is the normalized transaction rate reported for that machine type. The data is from SPECpower measurement reports [19], from public disclosures by Google [56, 44] and a SeaMicro press release [101]. Asterisks indicate estimates.

Frequency scaling and shift into low-power states to modulate their power in response to load. The power used by disks tends to be relatively independent of load (although disks can be spun down, disks on Internet servers rarely are, because of reliability and performance concerns). The power consumed by other server components, such as fans and power supplies, is also relatively independent of server load.

The SeaMicro server [101] is a recently announced server architecture for cloud applications, specifically designed to minimize power consumption without sacrificing performance. SeaMicro has developed a novel hardware architecture that can pack a high density of Intel Atom processors into conventional data center racks. These servers have not yet shipped, so the power-performance characteristics in figure 3-3 are estimates extrapolated from SeaMicro disclosures. For our purposes, SeaMicro is important because it demonstrates that newer server architectures can be much more proportional than conventional servers.

It is reasonable to project that future servers will achieve less than 10% idle server power consumption. Conversely, measurements at Akamai, conducted by our collaborators, demonstrated that idle power can be 95% of peak, if hardware power management features are disabled by server operators (as they sometimes are, due to performance concerns).

We can model server power using the curves from figure 3-2 and aggregate to
construct cluster models. However, we must first account for how load is distributed across servers in the cluster.

**Server Load Distribution Policy.** It has been noted some time ago that the power consumption characteristics of a cluster are related to the way in which load is spread across its servers [49]. Skewing load to concentrate it on the smallest number of servers, maximizes the number of idle servers, minimizing cluster power if server power curves are almost linear. Spreading load evenly, on the other hand, tends to result in better performance (e.g., lower queuing latencies and improved reliability).

Figure 3-4 shows how different load distribution policies can impact a cluster’s power consumption at different utilization levels. To generate these curves: we modeled a collection of 1000 identical machines; assumed that the load on a cluster was composed of infinitesimally small constant-complexity transactions that could be arbitrarily assigned to any of the servers; assumed that transactions arrived at a constant rate; and then simulated different load balancing policies.

Because of our infinitesimal transaction model, evenly spreading the load results in cluster power curves that are scaled versions of the machine power curves. Our version of load skewing, sequentially saturates one machine with transactions, then moves on to the next one. There are a large number of machines, so a load-skewed
cluster’s power-utilization curve looks perfectly linear at this scale. Note that the load distribution policy that results in optimal power depends on the shape of the machine power curve. In 3-4a skewing is optimal; in 3-4b even spreading tends to be better than skewing, but neither is optimal.\footnote{In the figure we have used an approximation to the optimal policy, a greedy \textit{waterfall} load distribution approach: start with $u_{\text{thresh}} = 0.6$; assign requests to a machine until its utilization reaches $u_{\text{thresh}}$, then move on to the next machine; when no machines with $u < u_{\text{thresh}}$ exist, add 0.05 to $u_{\text{thresh}}$ and start over.}

In practice, clusters typically try to spread load evenly, so cluster power curves will have shapes similar to the server curves (figure 3-2).\footnote{When there are several classes of requests or data is not replicated evenly across the servers, the power curves can deviate significantly from our ideal models. We discuss this later.} In contrast, we see that for clusters with aggressive load skewing, the linear approximation is highly accurate, even when the server curves are not linear.

**Dynamic Server Scaling (DSS).** Contemporary clusters typically leave idle servers powered on. Since idle servers consume a significant amount of energy—in some cases, well over half of their peak power—turning off idle servers is desirable.

On the other hand, turning off servers can adversely impact performance and, possibly, reliability. These potential downsides have long inhibited the widespread adoption of DSS. Servers can take a few minutes to power cycle, so if a flood of client requests arrives after a lull, clients may either experience failures or elevated response times. Furthermore, there is a common belief among system operators that stopping and starting servers and disks will increase hardware failures.

Even though DSS is not widespread today, future clusters are likely to implement some sort of DSS. Most of the time, actual clusters operate at low utilization levels\cite{44}. Because of this, DSS can dramatically reduce the average power consumption of a cluster. Both academics\cite{50} and industry practitioners\cite{1,15} are developing DSS techniques. Implementing DSS without impacting performance is not trivial. To do so, a cluster must be able to predict its near-future workloads with accuracy. Fortunately, Internet service workloads tend to be cyclical with highly predictable daily minima and base-load levels\cite{18,85}. Many web applications deployed using
Figure 3-5: IT power curves for two types of simulated 1000-machine clusters with DSS, using a safety margin of 50 servers that are always on.

Amazon’s elastic compute cloud have successfully implemented DSS-like logic (for virtual machines rather than for physical machines).

A cluster with DSS will have a lower idle power than a similarly sized cluster without DSS. However, the DSS cluster’s power-vs-utilization curve can have significant discontinuities—transition points where blocks of servers are powered on in response to rising load.

We model a basic DSS algorithm. Load is initially spread evenly across servers. When load on the cluster rises to the point that average server utilization exceeds some threshold (e.g., 90%) an additional block of servers is powered on. A block can be a single server, or a larger group (racks, aisles, containers, etc). Load is skewed such that the old servers remain at high utilization and excess requests are spread evenly across the new servers. Lightly loading the new servers makes it easier to turn them off when the load on the cluster drops. The algorithm always maintains a safety buffer—some number of extra servers that are always kept powered on.

Figure 3-5 shows the power-vs-utilization curves for models with this DSS algorithm. The figure shows results for two kinds of simulated clusters: one built from machines with linear power-utilization curves, and another built from machines with the nonlinear Google curves from figure 3-2. We see that when DSS operates on a per-server granularity, the power curves appear almost linear, even with nonlinear
Figure 3-6: IT power curves when we relax server homogeneity assumptions. In (a) different kinds of machines are mixed together to simulate 4800-core clusters; there are twice as many 4-core machines as 8-core machines, etc.; and load is spread evenly. In (b) a homogeneous 1000-machine cluster of Google-class machines experiences uneven load balancing, causing individual servers to deviate from mean utilization.

machine curves. We also see discontinuous jumps in the power curves with larger DSS block sizes. Finally, we see that even coarse-grained DSS can dramatically improve the energy-efficiency of a cluster at low and moderate loads.

**Heterogeneous Server Deployments.** Before concluding this IT power modeling section, we briefly consider what happens when we relax our server homogeneity assumption. Recall that we assumed all servers had the same hardware type and were interchangeable so that requests could be sent to any server.

Figure 3-6a shows power-vs-utilization curves for clusters in which different hardware types are mixed. Note in particular that when we simulate a cluster with ten different machine types, the resulting power curve is very similar to the IT power model proposed in the Google study (§3.2.1).

Figure 3-6b illustrates what happens when servers are not interchangeable, but the cluster tries to spread load evenly when it can. When load is spread perfectly evenly, every server’s utilization will match the cluster’s utilization. We model a lack of interchangeability by adding noise to server utilization, causing individual servers to deviate from the cluster’s utilization. The figure shows the results of several Monte Carlo simulations that used different noise functions. Generally speaking, increasing
the variance in the server utilization resulted in a flatter power curve. The simulations with the highest variance resulted in power curves that almost overlap the power model from the Google study (§3.2.1). This overlap will not necessarily occur for other machine types.

**Component Model Conclusion.** We have seen in this section that there are many plausible architectures whose predicted IT power curves are very different from the earlier IT power models proposed by Google researchers (e.g., some server hardware types, server-rack-granularity DSS, etc.). However we have also seen evidence— independent of the Google study—that nearly linear models are good approximations for IT power.

### 3.3 Cooling System Energy

The electricity entering a data center is dissipated as a large amount of heat that must be evacuated from the building. Computer Room Air Conditioners (CRAC’s) and fans are used to remove hot air from servers on the data center floor and bring in fresh cooler air. Conventional CRAC’s transfer heat from the air to a fluid coolant (e.g., water) that is then pumped to large chillers or cooling towers in another part of the facility. The heat is expelled into the external atmosphere and the cooled fluid is circulated back to the CRAC’s.

Generally speaking, the cooling system’s electricity consumption increases with the amount of heat it needs to evacuate. Modern data centers use variable speed drive chillers and variable speed fans giving their cooling systems a large dynamic range.

At peak load, CRAC’s and chillers can account for more than a third of a data center’s peak electricity consumption (see figure 3-1). Chillers are the dominant consumers in the cooling system; they can require more than three times as much power as the other cooling components\(^9\).

\(^9\) Some reported \(\frac{\text{chiller power}}{\text{CRAC power}}\) values: 3.7 [102], 3.2 [55], 2.5 [55], 1.5 [55], 1.1 [39].
Newer data centers try to minimize the time chillers need to run by exploiting low outside temperatures. For instance, *water-side economizers* use evaporative cooling—where the hot water from the CRAC units is cooled by being allowed to evaporate inside a cooling tower [62, 60]. In cold climates, glycol based radiators can be mounted outside the building to dissipate heat [44]. Additionally, if atmospheric air is cool and relatively dry, *air-side economizers* can be used to pump outside air directly into the server rooms [41].

We model the cooling system’s energy as a function of the thermal load placed on it, but in reality its energy consumption depends on a number of variables that we are assuming remain fixed (e.g., coolant temperature, external air temperature, server-room airflow and the nature of hotspots). Note that the thermal load can be expressed as a function of the IT power $P_{IT}(u)$ and so is a function of utilization $u$.

The sections below develop CRAC and chiller energy models. In our modeling we will ignore energy consumed by other components like pumps and humidifiers\(^\text{10}\). For simplicity, we assume that the behaviour of in-rack and on-server fans has already been accounted for (in the IT equipment model). Furthermore, if there are multiple CRAC’s and chillers, we assume thermal load is distributed perfectly evenly across them. This allows us to avoid having to model how many units are used in the data center; we can use a single-chiller power model and scale the output by the fraction of cluster power used by all chillers. Similarly, redundant cooling designs (e.g., N+1 chillers) could be modeled by scaling cooling capacity beyond the peak heat generated by the IT equipment.

**CRAC units.** The energy consumed by the CRAC units tends to be dominated by fan power [93]. Generally speaking, the power consumption of a variable speed fan is a cubic function of its rotation speed [87]. However, as fans speed up, the heat transfer efficiency of the cooling system may improve, somewhat offsetting the effects of this cubic growth [93].

The exact relationship between fan speed and the quantity of heat being evacuated

\(^{10}\text{These represent a relatively small fraction of total energy [102].}\)
from a server room is complicated. Clearly, fans will need to speed up when the heat energy being dissipated by servers increases, and can slow down when servers are cool. Since the CRAC must prevent servers from overheating, fan speed is related to the hottest server inlet temperatures in the room, rather than average temperatures. Furthermore, complex air flows can arise, depending on the physical characteristics of the facility. Data center designers typically use techniques such as computational fluid dynamics to arrange server racks and CRAC units to maximize efficiency [87].

We choose a model that abstracts away most of these details [93]:

$$P_{CRAC}(u_{CRAC}) = \alpha_{AC} + \beta_{AC} \cdot u_{CRAC}^{2.8}$$

Where $$u_{CRAC}$$ is the utilization of the CRAC (i.e. the amount of heat it is evacuating, relative to its cooling capacity); and $$\alpha_{AC}$$ and $$\beta_{AC}$$ are constants. This model assumes a simple airflow model, that unbalanced hotspots do not arise, and that the CRAC is connected to a constant temperature heat sink. Well designed CRAC’s can have very low idle power, relative to their peak power. A realistic set of parameters is $$\alpha_{AC} = 0.1kW$$ and $$\beta_{AC} = 2.9kW$$ [93].

**Chillers.** Chillers extract heat from a coolant fluid and return that fluid to the CRAC units. Among other factors, chiller power consumption depends on the amount of heat extracted and on the selected return temperature for the fluid. A number of different types of chillers exist, with a variety of compressor types, and variable or constant drives. In each of these cases, we can model chiller power consumption as a quadratic function of the thermal load placed on it [93, 29, 45].

The HVAC and data center communities have developed chiller power models that we use directly. We use a set of chilled water plant models specified by the California utility Pacific Gas and Electric (PG&E) [29] as energy efficiency guidelines for data centers. The PG&E models are for entire chilled water plants (chillers, cooling towers, pumps, etc.). Additionally, we use a set of steady-state power models developed by researchers at HP labs [45], using empirical data collected from operational data center chillers and cooling towers. The HP labs models include models for variable
Figure 3-7: We model a chiller’s power consumption as a quadratic function of the thermal load placed on it. Efficiency can vary dramatically between different kinds of chillers. In these figures, each chiller’s power has been normalized to its heat removal capacity.

<table>
<thead>
<tr>
<th>Chiller</th>
<th>Capacity</th>
<th>@ Full load</th>
<th>Power model</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP (variable)</td>
<td>600 ton</td>
<td>0.28 kW/ton</td>
<td>( P(x) = 0.022 + 0.055x + 0.026x^2 )</td>
</tr>
<tr>
<td>HP (constant)</td>
<td>650 ton</td>
<td>0.36 kW/ton</td>
<td>( P(x) = 0.009 + 0.017x + 0.054x^2 )</td>
</tr>
<tr>
<td>PG&amp;E (A)</td>
<td>≥300 ton</td>
<td>0.68 kW/ton</td>
<td>( P(x) = 0.030 + 0.069x + 0.094x^2 )</td>
</tr>
<tr>
<td>PG&amp;E (B)</td>
<td>&lt;300 ton</td>
<td>0.85 kW/ton</td>
<td>( P(x) = 0.013 + 0.104x + 0.122x^2 )</td>
</tr>
</tbody>
</table>

Figure 3-8: Power consumption models for several chillers. The equations map thermal load (0.0-1.0) to chiller plant power usage. Usage is defined as a fraction of the chiller’s heat removal capacity.

speed chiller plants (HPL-V) and constant speed chiller plants (HPL-C).

Figure 3-7 shows how chiller power consumption varies with load in each of these models. Figure 3-8 shows the associated model equations. The HPL models are more efficient either because of their larger sizes, or because they use a different coolant fluid temperature setting.

Economizers. In this dissertation, we do not model the use of fluid and air economizers. There is a simple way to augment our models to factor in economizers. We can add an instantaneous step function that drives chiller power down to zero (for an air economizer) or cuts it in half (for a fluid-based economizer [11]), when the external atmospheric temperature falls below a certain point. To properly model air and fluid economizers, we would have to factor in atmospheric humidity and the effects of variable atmospheric temperatures on fan and cooling tower efficiency.
Data centers have intricate power management infrastructures that accept high-voltage AC power from an electrical utility, process that power, and deliver an uninterrupted low-voltage supply to the IT equipment. This infrastructure can impose a significant overhead: even in recently built facilities, distribution losses can account for more than 10% of the total electricity [68].

The efficiency of the power distribution system is related to the electrical load placed on it. Since the loads (IT and cooling) are functions of utilization, we can also model the distribution system’s losses as a function of cluster utilization \( u \).

A variety of distribution system designs exist. Figure 3-9 shows schematics for two representative designs. The top schematic sketches how power would be conditioned in a conventional tier II data center (e.g., Amazon), following industry best-practices; the other shows a cutting-edge design (e.g., Google) that is far more efficient. The two diagrams abstract away unnecessary details and focus on the major sources of electrical inefficiencies. The schematics are synthesized from a number of sources [56, 44, 68, 8, 83, 103]. We do not model server power supply losses, since such losses are captured by our earlier IT equipment models.
In a conventional data center, power from the utility is first converted to medium voltage power (using a large and efficient transformer\(^{11}\)) and then fed into one or more central uninterruptible power supplies (UPS’s). The role of the UPS is to provide temporary power if utility power fails, until local generators can be brought online. Sometimes redundant parallel UPS’s are used, so that a UPS failure can be masked. Power from the UPS is then stepped down to a lower voltage (commonly using less efficient transformers) and then delivered to power distribution units (PDU’s) that are located near servers. Each PDU performs another voltage conversion, along with other power conditioning tasks, and supplies multiple IT equipment racks (a PDU may supply 20-60 racks, with 10-80 servers per rack, depending on the types of servers and PDU capacities [56]). Some energy is also lost in the wiring and switch gear. In some facilities, cooling may be part of the critical load, and connected to the UPS.

Cutting edge designs can reduce power distribution losses by more than half, as shown in figure 3-9. First, even relatively good central UPS’s tend to impose significant losses. Small batteries co-located with servers and networking gear can be used to construct an, almost perfectly efficient, distributed UPS [83]. Additionally, some newer designs use servers that can accept medium-voltage power, eliminating one of the voltage conversions, and thereby improving efficiency [103].

Note that losses deeper in the distribution network impose extra load on earlier components, causing inefficiencies to compound. For the conventional design shown in figure 3-9, we can describe the relationship between cluster utilization \( u \) and lost watts \( P_{PD} \) as:

\[
P_{total}(u) = P_{Tr1}\left(P_{cooling}(u) + P_{UPS}\left(P_{Tr2}\left(n_{PDU} \cdot P_{PDU}\left(P_{IT}\left(u\right)\right)\right)\right)\right)
\]

\[
P_{PD}(u) = P_{total}(u) - (P_{IT}(u) + P_{cooling}(u))
\]

Where \( P_{Tr1}, P_{UPS}, P_{Tr2}, P_{PDU} \) represent the different components in the distribution network, each function taking electrical load in watts as an input and giving

---

\(^{11}\) This transformer is typically located outside the data center, in the utility’s substation, and is sometimes ignored in PUE calculations. It’s exclusion improves PUE, but we follow conventional wisdom [68] and account for it as part of a data center’s power system.
total power draw in watts as the output. We have assumed, for simplicity, that IT equipment and service load are uniformly distributed among PDU’s.

The remainder of this section discusses each of the major inefficiencies in the power distribution system, and presents empirically derived equations to model $P_{\text{UPS}}$ etc.

Transformers and PDU’s. At multiple points in the power distribution network, transformers and PDU’s condition and convert electricity between different voltage levels, a process that is not perfectly efficient. For simplicity, we assume that PDU losses are dominated by voltage conversion, and model PDU’s as transformers [103].

In general, transformer losses increase nonlinearly with load. Conventional transformers are constructed using a central core with two sets of coils wound round it. Such transformers experience resistive $I^2R$ losses in the coils; and nonlinear losses due to eddy currents and hysteresis in the core. Transformer efficiency depends on, among other things, core material, cross-section size, the number of windings in the
Figure 3-12: UPS losses and efficiency increase with increasing load. Loss is given as a fraction of the UPS’s output capacity.

<table>
<thead>
<tr>
<th>UPS</th>
<th>Efficiency</th>
<th>Loss Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>APC [105]</td>
<td>@50% 96%</td>
<td>$L(x) = 0.013 + 0.006x + 0.011x^2$</td>
</tr>
<tr>
<td>delta-c</td>
<td>@10% 88%</td>
<td></td>
</tr>
<tr>
<td>APC [105]</td>
<td>@50% 91%</td>
<td>$L(x) = 0.032 + 0.010x + 0.035x^2$</td>
</tr>
<tr>
<td>double-c</td>
<td>@10% 75%</td>
<td></td>
</tr>
<tr>
<td>Eaton [6]</td>
<td>@50% 94%</td>
<td>$L(x) =$\begin{cases}</td>
</tr>
</tbody>
</table>
| E9395       | @10% 88%  | 0.013 - 0.007 \cdot x + 0.074x^{1.843}, x \geq 0.32 \\
|             |           | 0.059x \end{cases}                             |
| Average [6] | @50% 91%  | $L(x) = 0.024 + 0.027x + 0.038x^{2.315}$        |
| (src: Eaton)@10% 79%  |                                           |

Figure 3-13: UPS power loss models, from statistical regressions of data reported by two UPS manufacturers. The equations map load (0.0-1.0) to UPS power overhead (as a fraction of UPS output capacity).

coils, and whether or not nonlinear currents are being drawn by the load\(^{12}\). Rather than modeling the physics, we use empirical data to derive transformer loss models.

According to industry reports, the transformers used in data centers tend to have efficiencies in excess of 98%, with substation transformers being close to 99.7% efficient [68, 54, 110]\(^{13}\). We combine insights from these reports with empirical data collected by the US Department of Energy on behalf of manufacturers [82], to build loss models for several transformer types. Figure 3-10 shows our loss models and figure 3-11 shows the underlying equations\(^{14}\).

\(^{12}\) A study of data centers found that electrical loads were close to linear [22].

\(^{13}\) Transformer efficiency is usually rated at 35%-50% load (EPA NEMA standards).

\(^{14}\) Lacking empirical data on substation transformers, we model them as having a constant loss until they reach an efficiency of 99.7% at 40% load, and thereafter having a constant efficiency. This is a conservative model of low-load loss.
Central UPS Losses. As figure 3-9 shows, conventional data centers typically have a large central UPS in series with the utility power and the IT equipment. Such UPS’s use either batteries or flywheels to store energy when the utility is providing power, and instantaneously switch over to their reserves if the utility supply is disrupted.

A UPS with no load can consume a noticeable amount of power, and its power consumption tends to rise with increasing load (roughly quadratically). UPS’s tend to be most efficient when the electric power being drawn from them is close to their capacity. However, even at peak load, advanced central UPS’s may loose more than 6% of the power they draw from the utility.

Figure 3-12 shows the relationship between load and efficiency for some large data center UPS’s. The curves are constructed using empirical data reported by two UPS manufacturers (APC [105] and Eaton [6]). Note how efficiency plummets at low loads. In the most efficient UPS, with a peak efficiency of 97%, the idle losses are almost half the peak losses. We fit low-degree polynomials to this data and derived the UPS loss models shown in figure 3-13.

Another factor to consider is that some data centers use redundant UPS’s (2N or N+1 configurations), to guard against UPS failures. During normal operation, individual UPS’s in these data centers may be operating at less than 30% of their capacity, i.e., in their inefficient regions [105, 110]. We assume that no UPS redundancy exists in our models, because of our focus on tier II cloud data centers.

Distributed UPS. Newer data centers eschew central UPS’s in favour of distributed UPS’s. Small batteries can be integrated directly into the power supplies of servers and network equipment (see figure 3-9). This design can achieve an UPS efficiency of 99.9%, well beyond even state-of-the-art central UPS’s. Another advantage of this design is that redundant UPS’s are not necessary: UPS module failures result in highly localized faults, that can be handled by the mechanisms already in place to deal with other commonplace machine failures. When modeling power systems with distributed UPS’s, we can safely ignore UPS losses.
Other Electrical Losses. The wiring and electrical switching gear also introduce losses. The characteristics of these losses are related to the amount of current flowing, the shape of the wiring, etc. These losses are estimated to be 1% at peak electrical load [68, 103]. Like lighting, we model this as a fixed loss. Alternatively, we could model these losses as being linear in the amount of electrical load placed on the wiring system: no loss at 0% load; 0.5% loss at 50% load; and 1% loss at 100% load [103].

3.5 Cluster Energy Models

We construct cluster energy models by composing the sub-system energy models we have described in the past three sections. Rather than offering a single cluster model, we build a collection of models, to cover the design diversity we have noted in the preceding sections. Figure 3-14 lists the 25 cluster models we use in this dissertation. Each model generates a power-vs-utilization curve that is then scaled by the number of servers in the cluster and the peak server power in watts.

There are two sets of models. In the first set (the L and G models) non-IT power consumption is constant, and equal to: \((PUE - 1.0) \cdot P_{IT}(1)\). In other words, cooling and power distribution losses are assumed to remain fixed at their maximum levels. When utilization is below peak, this approach overestimates non-IT power. In the second set of models (the X, D and E models), non-IT power varies with utilization. These models use the cooling and power distribution equations we presented earlier. By comparing the idle PUE's of the fixed overhead models to the variable overhead ones, we see how the simpler models overestimate overhead (e.g., compare G6 to X2).

We use several different IT energy models. In the L models, IT power is a linear function of cluster utilization. The G models and some others use the nonlinear model from the Google data center study. We also construct models that use scaled versions of different machine curves (this models even-load balancing in different kinds of homogeneous-hardware clusters). Some models also allow dynamic server scaling (the D models and E2). Figure 3-15 shows power curves for several models. The IT component is the dominant factor affecting the shape of the cluster power curve.
### Fixed Overhead Models

**Linear IT Models** \( P_{IT} = m \cdot u + c \)

<table>
<thead>
<tr>
<th>ID</th>
<th>Idle server power</th>
<th>PUE Peak load</th>
<th>Idle</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>65%</td>
<td>1.90</td>
<td>2.35</td>
<td></td>
</tr>
<tr>
<td>L2</td>
<td>50%</td>
<td>1.70</td>
<td>2.33</td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>33%</td>
<td>1.50</td>
<td>2.38</td>
<td></td>
</tr>
<tr>
<td>L4</td>
<td>25%</td>
<td>1.30</td>
<td>2.04</td>
<td></td>
</tr>
<tr>
<td>L5</td>
<td>20%</td>
<td>1.10</td>
<td>1.42</td>
<td></td>
</tr>
</tbody>
</table>

**Google IT Models** \( P_{IT} \sim u^{1.4} \)

<table>
<thead>
<tr>
<th>ID</th>
<th>Idle server power</th>
<th>PUE Peak load</th>
<th>Idle</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>65%</td>
<td>1.90</td>
<td>2.35</td>
<td>e.g., EPA 2011 (current-trends).</td>
</tr>
<tr>
<td>G2</td>
<td>50%</td>
<td>1.70</td>
<td>2.33</td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td>40%</td>
<td>1.50</td>
<td>2.16</td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td>33%</td>
<td>1.50</td>
<td>2.38</td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td>22.5%</td>
<td>1.50</td>
<td>2.90</td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td>25%</td>
<td>1.30</td>
<td>2.04</td>
<td>e.g., EPA 2011 (best-practices).</td>
</tr>
<tr>
<td>G7</td>
<td>22.5%</td>
<td>1.20</td>
<td>1.76</td>
<td>e.g., Microsoft containers.</td>
</tr>
<tr>
<td>G8</td>
<td>20%</td>
<td>1.10</td>
<td>1.42</td>
<td></td>
</tr>
<tr>
<td>G9</td>
<td>10%</td>
<td>1.10</td>
<td>1.69</td>
<td>Best current tech.</td>
</tr>
</tbody>
</table>

### Variable Overhead Models

**Dynamic Server Scaling** (cooling is 30% at peak)

<table>
<thead>
<tr>
<th>ID</th>
<th>Idle server power</th>
<th>PUE Peak load</th>
<th>Idle</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>25%</td>
<td>1.43</td>
<td>1.91</td>
<td>IT ~ ( u^{1.4} ); 50-server blocks.</td>
</tr>
<tr>
<td>D2</td>
<td>25%</td>
<td>1.43</td>
<td>1.56</td>
<td>IT ~ ( u^{1.4} ); 250-server blocks.</td>
</tr>
<tr>
<td>D3</td>
<td>25%</td>
<td>1.43</td>
<td>1.40</td>
<td>IT ~ ( u^{1.4} ); 500-server blocks.</td>
</tr>
<tr>
<td>D4</td>
<td>26%</td>
<td>1.43</td>
<td>1.78</td>
<td>IT ~ R610; 100-server blocks.</td>
</tr>
</tbody>
</table>

**Cutting-Edge Clusters** (IT ~ \( u^{1.4} \); distributed UPS; 17.5% on cooling)

<table>
<thead>
<tr>
<th>ID</th>
<th>Idle server power</th>
<th>PUE Peak load</th>
<th>Idle</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>20%</td>
<td>1.21</td>
<td>1.15</td>
<td>e.g., Google data center.</td>
</tr>
<tr>
<td>E2</td>
<td>20%</td>
<td>1.21</td>
<td>1.41</td>
<td>with 50-server block DSS.</td>
</tr>
</tbody>
</table>

Figure 3-14: A collection of cluster energy models. See §3.7 for EPG and EAP.

We will describe the EPG and EAP metrics soon (§3.7). In short, these numbers summarize the features of the power curve that PDR can exploit. As we will show later, a higher EPG value implies that PDR will achieve higher savings (when we optimize for monetary operating costs).
In the sub-system modeling discussion, we limited ourselves to the case where a cluster was an entire data center. We must be careful about applying these models to smaller clusters (e.g., racks, containers, etc.) in multi-tenant data centers. The complication is the non-IT power component. In a shared facility, the thermal load on a chiller, for example, depends on the utilization levels of all the tenants in that facility. Because of this, a smaller cluster’s share of overhead power will deviate from the quadratic chiller models. We can continue to use the fixed overhead models as before—they will still provide overestimates for overhead. We are assuming that multi-tenant facilities account for overhead power by dividing that power among the hosted clusters. Each cluster’s share of the overhead is equal to the ratio of its peak IT power to the peak IT power of the entire facility.

3.6 Modular Data Centers

Our models are mostly based on monolithic data center designs. An alternative modular design approach is becoming increasingly popular: server racks are placed inside large shipping containers, and power distribution units and CRAC’s are inte-
grated into the individual containers. External chillers are necessary to provide chilled coolant to the containers. Additionally, an external UPS may also be necessary. For a sense of scale: a single HP POD container may draw 450-600kW of power and can handle up to 3500 servers in about 20 racks [10].

Container-based designs have demonstrated higher server power densities and more efficient air cooling than legacy designs. A HP POD container has an internal PUE of 1.25 (this doesn’t account for the external chillers and UPS’s). Cutting-edge facilities therefore commonly use these modular designs. Google [44] and Microsoft [84] have both built container-based facilities. Containers can also be deployed in multi-tenant facilities. Companies like HP, IBM and Oracle/Sun market container-based data center modules [5].

We choose not to build special models for container-based clusters. The earlier models can be adapted. Inside containers, the IT equipment behaves as before. One of the power distribution system designs we modeled was based on a container facility. We can model the efficient container fans, by reducing the fraction of cooling power used by CRAC’s. Finally, we can reuse the chiller models without modification. In fact, model E1 can be interpreted as a model for a container-based facility.

If a container-based facility were to power-off idle clusters—dynamic container scaling—this would change the nature of CRAC and PDU losses, and the facility’s power curve would begin to deviate from our models. However, this sort of dynamic scaling is not used in practice.

3.7 Energy Proportionality Metrics

PDR works better with some kinds of power curves \((P(u))\) than it does with others. Figure 3-15 illustrates a variety of different shapes. The effectiveness of PDR hinges on the degree to which a cluster’s energy consumption changes when we change its utilization level by shifting load. To complicate matters, \(\frac{dP}{du}\) is not always constant.

We have developed two numerical metrics that summarize a power curve’s shape as a number. As we show in our later simulations, a cluster architecture’s score for
one of these metrics is a good predictor for how well PDR will perform on a system composed of clusters of that type.

**Expected Power Gradient (EPG).** The EPG score is a normalized form of the expected value of $\frac{dP}{du}$. Formally it is defined as:

$$EPG = \int_0^1 \left( \frac{P'(u)}{P(1)} \right) \cdot Prob(U = u) \, du$$

Where $Prob$ is a probability distribution for the cluster’s utilization. The utilization distribution we use is derived from our analysis of cluster utilizations in a data set from Akamai, server utilization distributions reported by Google, and the results of our PDR simulations. The distribution is shown in figure 3-16. If we instead use a uniform distribution, we find that the EPG score is still predictive, but less accurate.

To see why EPG works, consider this: at a random time, PDR attempts to shift power consumption away from a cluster by shifting load away from it. The EPG score measures how far we should expect the cluster’s power to fall as the load is shifted away. In our simulations, the monetary savings achieved by PDR for each model were approximately a quadratic function of that model’s EPG.

In practice, we use a summation, a histogram for $Prob$ and step through the values of $u$ using a step of 0.01:

$$EPG \approx \sum_{u=0.01}^{1} \left( \frac{P(u) - P(u - 0.01)}{P(1)} \right) \cdot Prob(U = u)$$

Figure 3-16: Cluster utilization distribution used to calculate EPG and EAP scores.
**Expected Active Power (EAP).** The *active power* of a cluster is its power consumption minus its idle power. We define EAP formally as:

\[
EAP = \frac{\int_0^1 \left( \frac{P(u)-P(0)}{P(1)} \right) \cdot \text{Prob}(U = u) \, du}{\int_0^1 u \cdot \text{Prob}(U = u) \, du}
\]

The denominator normalizes EAP so that, regardless of the probability distribution used, a linear power model with zero idle power has an EAP score of 1.0. As with EPG, we use an approximate summation and the earlier utilization distribution.

EAP is a little harder to understand intuitively, but it is useful in practice. EPG is a good predictor for *absolute* savings, while EAP is a good predictor of *relative* savings (%). We will discuss this distinction in some detail later.

### 3.8 Increase in Wide-Area Routing Energy

With power-demand routing, clients may be routed to distant servers in search of cheap energy. From an energy perspective, this network path expansion represents additional work that must be performed by something. If this increase in energy were significant, network providers might attempt to pass the additional cost on to the server operators. Given what we know about the economics of network pricing (§7.6), a small increase in routing energy should not impact network prices. Alternatively, server operators may bear all the increased energy costs (suppose they run the intermediate routers).

A simple analysis suggests that the increased path lengths will not significantly alter energy consumption. Routers are not designed to be energy proportional and the energy used by a packet to transit a router is many orders of magnitude below the energy expended at the endpoints. Recall that our focus is on complex services in which a small number of request packets trigger energy intensive processes at the cluster (e.g., web search).

To demonstrate that increased path lengths will not be problematic, we use empirical data for a core network router. We use power consumption measurements of the
Cisco GSR 12008 router under different loads [48]. At a throughput of 540k mid-sized packets/sec, the router consumed 770 watts. At this load, the average energy needed for a packet to pass through a core router is less than 1.5 mJ. This is almost six orders of magnitude below Google’s endpoint energy of 1 kJ/query [71]. Therefore, even if path lengths are being increased by 10 hops or so, the increase in routing energy will not be significant.

Furthermore, because of the lack of proportionality, the incremental energy dissipated by each packet is even smaller. In the reported measurements [48], the power consumption of the idle router was 97% its peak power. This implies that the incremental energy would be as low as a 50 µJ per medium-sized packet. In the future, power-aware hardware may reduce this disparity between the marginal and average energy. Very recently, proposals for energy-proportional data center networks have emerged [35], but we expect core routers to lack proportionality for some time.

Finally, we must also consider what happens if the new routes overload existing routers. If we use enough additional bandwidth through a router it may have to be upgraded to higher capacity hardware, increasing the energy significantly. However, we could prevent this by incorporating constraints, like the 95/5 bandwidth constraints we use in our simulations.

Summary

This chapter focused on understanding and modeling energy consumption in data centers. This work was necessary because comprehensive data center energy models do not exist. The models we propose here are compositions of several empirical component models. Even though we have not been able to verify the accuracy of our composite models, the component models are known to be accurate.

The 25 cluster models described here are used extensively in the power-demand routing simulations in chapter 6. Independent of our simulations, the modeling strategy we have developed is important, because PDR implementations will need to integrate energy models into their optimization mechanisms.
Chapter 4.

Modeling Workloads and Performance

In chapter 2, we sketched a basic system model: a fully replicated system, composed of geographically distributed clusters, services traffic that consists of similar requests. The energy consumption of each cluster depends on its size and on the traffic load placed on it. The cost of that energy depends on the cluster’s geographic location (e.g., electricity market prices).

To model the total operating cost we must therefore model how different routing policies spread load geographically. For instance, when routing optimizes for performance the load on a cluster depends on the volume of requests that originate in nearby regions. Thus, in order to spatially model power-demand we need a realistic traffic workload, one that provides sufficient detail about how traffic varies in time, and about how traffic sources are distributed geographically. In this dissertation, we use request traces we collected from Akamai’s content distribution network (CDN) and a synthetic workload we derived from these traces (§4.1).

Additionally, we need a way to measure the performance costs associated with different routing policies, to determine whether PDR can be implemented without violating existing performance goals (§4.2). One complication is that the Akamai traces have no network latency information, only geographical information. We must therefore find a way to relate geographic distance to network latency. Furthermore,
in order to construct the sort of joint energy-performance optimization described in chapter 2, we need a performance cost function specified in terms of lost revenue. We use reports from Google, Microsoft and Amazon to propose some monetary performance cost functions.

4.1 Akamai Traffic Workload

In order to understand the behaviour of real workloads in time and space, we acquired a data set detailing 24 days of traffic on Akamai’s CDN infrastructure. From this data we also derived a synthetic workload model, based on the notion that traffic exhibits hour-of-day and day-of-week periodicity.

4.1.1 Raw Traffic Data

For a period of 24-days, we collected request trace summaries from 16K servers in Akamai’s CDN infrastructure. This is a large subset of Akamai’s servers. Our data covers about a hundred billion requests per day, incident on servers in 25 different US cities. Akamai has over 2000 content provider customers hosted on its CDN, so the traffic we observed represents a broad user base, and a meaningful portion of total web traffic.

Figure 4-1 shows how aggregate traffic varied in time. Daily periodicity is easy to see. The day-of-week pattern is less obvious.

The data collection period stretched from the 19th of December 2008 to the 11th of January 2009. A complication is that this period overlapped with the end-of-year holidays (Christmas and New Year’s). As the figure illustrates, some holidays exhibited a significant reduction in traffic. We had to account for this when building our synthetic traffic model.

Traffic data was collected at 5-minute intervals on servers housed in Akamai’s public clusters. Akamai has two types of clusters: public, and private. Private clusters are typically located inside of universities, large companies, small ISP’s, and ISP’s outside the US. These clusters are dedicated to serving a specific user base, e.g., the
Figure 4-1: Aggregate traffic in the Akamai data set. We see a peak hit rate of over 2M hits per second. Of this, about 1.25M hits/s come from clients in the US. Note the traffic dip during the holidays. The traffic in this data set comes from roughly half of the CDN servers Akamai had. In comparison, in total, Akamai saw around 275B hits/day (more than 3M hits/s) during this period.

members of a university community, and no others. Public clusters are generally located in commercial multi-tenant facilities and can serve any users world-wide. For users not served by private clusters, Akamai has the freedom to choose which of its public clusters serve those users. Requests that end up at public clusters tend to see longer network paths than requests that can be served at private clusters.

The 5-minute data contains, for each public cluster: the number of hits and bytes served to clients during that interval; and a rough geography of where those clients originated. We could therefore tell where requests originated and where Akamai’s CDN logic routed them.

Figure 4-2 shows how traffic originating from some individual US states varied. Note that not all states contributed evenly to the total traffic, but behaviour was reasonably well correlated. There is a visible phase-difference between traffic signals from the East and West coasts, because of time-zone differences.

In the data we collected, the geographic localization of clients is coarse: they were mapped to origin states—for requests from the US—or countries. If multiple clusters existed in a city, we aggregated them together and treated them as a single cluster.

Lacking any network level data on clients, we use geographic distance as a rough
proxy for network performance in our analysis (we discuss the relationship between latency and distance in §4.2). In our traffic data, we see some evidence of geo-locality in Akamai’s routing decisions, but there are many cases where clients are not routed to the geographically nearest clusters. One reason is that geographical distance does not always correspond to optimal network performance. Another possibility is that the system is trying to keep those clients on the same network, even if Akamai’s servers on that network are geographically far away. Yet another possibility is that clients are being moved to distant clusters because of network costs.

We also collected data on many other aspects of Akamai’s system. The 5-minute data included the utilization level of each cluster\(^1\). We surveyed the hardware used in the different clusters and collected values for measured\(^2\) peak server power. We also looked at the top-level mapping system to better understand how name-servers were mapped to clusters. This additional data informed modeling decisions discussed throughout this dissertation, ultimately leading to a more realistic analysis of PDR.

### 4.1.2 Synthetic Traffic Model

From the raw traffic data we derived a synthetic workload model. Given a timestamp, the model generates a traffic matrix (hits per second, broken down by origin states).

---

\(^1\) Utilization was calculated using a proprietary method by Akamai that factored in the different cluster resources (CPU, disk, network, etc.).

\(^2\) As opposed to nameplate power ratings.
Figure 4-3: As shown by this alternate view of the raw data, traffic volume depends on the hour-of-day, but the nature of the dependency varies from state to state.

The model is based on the subset of the raw traffic that originated in the US.

If we want to simulate how different routing strategies respond to electricity market price fluctuations, using the raw traffic data limits us to the 24 day period those traces cover. With a synthetic model we can simulate other and much longer periods of time. In our final analysis, we simulate periods as long as 39 months, so that we can incorporate all the market price data we have.

Our modeling approach is predicated on the fact that web traffic exhibits diurnal periodicity. This is not a new observation (e.g., [18]). The periodicity is apparent in figures 4-1 and 4-2. Figure 4-3 shows an alternate view of this traffic data, as a scatter-plot of traffic volume versus hour-of-day. Clearly, traffic volume depends on hour-of-day, both for aggregate traffic and for individual states.

The traffic matrix is generated by independently modeling each state of origin. To build a traffic model for a single origin state, we mapped each raw traffic volume sample for that state to a bucket, based on its day-of-week and hour-of-day\(^3\); then summarized all the samples in each bucket to a single value (e.g., the mean, median, etc.). When a model is asked to generate traffic for a timestamp, it computes the timestamp’s bucket and returns that bucket’s summarized value.

The final model we used was constructed using the median bucket traffic. To discount abnormally depressed holiday traffic, we excluded 10 days of the raw data.

\[^3\text{bucket} = \text{weekday} \times 24 + \text{hour-of-day}\]
We experimented with models based on mean bucket traffic, maximum bucket traffic, 95-th percentile bucket traffic, etc.; and with models that excluded only the Christmas holidays, and those that used the entire raw data set.

Figure 4-4 compares some different models. We did not use the obvious approach of taking the mean over the entire data, because it results in abnormally low traffic for Wednesdays and Thursdays, due to Christmas. We did not rely on the maximum and 95-th percentile models because these are consistent overestimates, as shown in figure 4-5.

Figure 4-5 shows how model generated traffic volumes deviate from the actual traffic volumes in the raw data (for US traffic). The major deviations for all models occur near Christmas and New Year’s, which are both abnormal periods.
4.2 Modeling Performance Cost

Incoming request traffic is distributed among the available clusters according to some routing policy. We need to be able to understand how different policies impact client performance, to understand if PDR is usable in practice.

The optimization model we presented earlier (chapter 2) uses end-to-end latency as the performance metric. Unfortunately, the traffic workloads we use in our analysis do not provide any client-server latency information. In this section we show how to calculate client-server geographic distances for our workloads, and why this can be used as a measure of network latency.

Furthermore, one of our goals is to implement a routing policy that deals with the trade-offs between energy costs, network costs and performance. To facilitate this, we present some performance-cost functions \( C_P \) that define a relationship between client-server latency and lost revenue.

4.2.1 Calculating Client-Server Distances

The traffic workloads we use in our analysis (the raw Akamai data, and the synthetic model derived from it) contain no network information. In addition, servers are grouped by city and clients are grouped by state. Therefore, the granularity of this workload data does not provide enough information for us to estimate network latency between clients and servers, or even to accurately calculate geographic distances between the two.

We constructed a geo-distance function that calculates a population-density weighted geographic distance. This takes into account the fact that requests are being gen-

Figure 4-6: Difference between observed traffic volumes and model (median, -10 days) generated volumes for two locations.
erated by a population that is spread out non-uniformly. This approach is more accurate than, for example, using the geographic center of a state as a client’s location. We used data from the US census to derive basic population density functions for each US state. Given a client’s origin (state $s$) and the server’s location (city $c$), we define:

$$\text{distance}(c, s) = \sum_{\text{city} \in s} \left( \left( \frac{\text{Pop}_{\text{city}}}{\text{Pop}_s} \right) \cdot \text{gdist}(c, \text{city}) \right)$$

Where $\text{Pop}_{\text{city}}$ is the city’s population (from census), $\text{Pop}_s$ is the state’s population, and $\text{gdist}$ is the great-circle distance (in km) between two city centers. When calculating average distance across the system, we exclude clients from Alaska and Hawaii, and also exclude clients outside the US.

### 4.2.2 Distance and Latency

We use geographic distance as a rough measure of network latency. We rewrite the earlier optimization (chapter 2) in terms of geo-distance, expressing network latency as a linear function of the distance. This section justifies why this approach is acceptable.

We look at three network latency data sets in which latency can be approximated as a linear function of great-circle geo-distance. In all three data sets, the linear approximations have similar gradients:

$$\frac{\delta(\text{round-trip-time})}{\delta(\text{distance})} \approx 0.02 \text{ ms/km}$$

Note that this gradient is about $\frac{1}{3}$ what we would expect if network messages were moving at the speed of light$^4$. The distance-latency relationship tends to be strong for backbone networks (see below), weaker for machines on edge networks, e.g. home PCs, and is more accurate at predicting lower bounds than averages [59, 38].

We start with two latency data sets available to us: pings between about 260 PlanetLab hosts, located at US universities [109]; and one-way latency measurements

---

$^4$ $0.02\text{ms/km} \rightarrow 50\text{km/ms round trip} \rightarrow 100\text{km/ms one way} = 100,000,000\text{m/s} \approx c/3$
between Internet2 backbone nodes [13]. The PlanetLab data is from December 2005; the Internet2 measurements were conducted in July 2010. In both data sets, we find that a linear relationship exists. Figure 4-7 shows the correlation between latency and geo-distance in each data set. The backbone nodes exhibit a strong linear relationship; the relation is much weaker in the PlanetLab data. In both cases, the following is reasonably accurate\(^5\):

\[
\text{round-trip-time} = 0.02 \times \text{distance} + 5
\]

Other researchers analyzed a data set of around 50 million latency measurements between 3.5 million home machines [38]\(^6\) and derived the following relationship:

\[
\text{round-trip-time} = 0.017 \times \text{distance} + 60
\]

The larger constant represents the fact that these were mostly home machines; our two data sets are for machines on university and backbone networks.

In using distance to evaluate the performance impact of PDR, what we really care about is not how well distance predicts client-server latency. What we care about is how well the change in average client-server distance—PDR relative to another request routing policy—predicts the change in average latency. In other words, if

---

\(^5\) Linear regression best fits: \(rtt_{-plab} = 0.18 \times \text{dist} + 17\); \(rtt_{-backbone} = 0.019 \times \text{dist}\).

\(^6\) The distance multiplier in the paper is 0.0269\(\text{ms/mile}\), which is 0.0167\(\text{ms/km}\).
PDR results in geographically longer routes between clients and servers, we want to calculate the resulting elevation in end-to-end latency. If routes expand only in the core, we will see the sort of strongly linear relationship exhibited by the Internet2 data. Due to the vagaries of the Internet’s topology, we cannot tell how common this will be.

There is a special case worth noting: the distributed system operator that owns its own network fiber and operates a private backbone between their data centers. In this case distance will be a very strong predictor. Reports indicate that Google operates its own private backbone [78].

### 4.2.3 Monetary Performance Cost Functions

In any revenue generating web service, there is a relationship between revenue and client performance. Often this can be expressed as a piece-wise linear function, quantitatively relating loss in revenue to average client-server latency\(^7\). As we noted earlier (§2.2), directing the PDR optimization to use a monetary performance cost function may be a better approach than directing the optimization to, for instance, minimize average latency. In this section we demonstrate how monetary performance cost functions can be constructed. We conclude however that these monetary functions may have limited utility. In practice, strict latency constraints are good enough.

Some services are highly sensitive to latency. CDN’s such as Akamai’s are particularly sensitive, but we do not have a quantitative model for revenue impact. Electronic stock trading is an extreme case. It has been reported that a 5\(ms\) increase in latency can reduce a broker’s revenue by 1\%; and a 10\(ms\) increase in latency can result in a 10\% drop in revenue [28].

There is evidence that increased delays in e-commerce services result in substantial lost sales. User experience tests conducted by Amazon concluded that every 100\(ms\) increase in delay results in a 1\% drop in sales [81].

The sensitivity of web search revenue to latency has been studied by both Microsoft (Bing) and Google. Both companies have reported results from user experience

---

\(^7\) Or to a measure of tail-end client performance, e.g., 95-th percentile latency.
Figure 4-8: The relationship between revenue and latency and monetary performance cost functions that capture this relationship. Google-1 and Google-2 are upper and lower bounds respectively.

tests exploring the revenue-latency relationship [106]. In these tests, random subsets of search users were selected and exposed to artificial page-load delays, ranging from 50ms to more than a second. The behaviour of these users was then monitored to see how the added delay affected revenue collected from them.

Figure 4-8a plots the reported revenue-latency relationships (we linearly interpolate between reported data points). Microsoft disclosed change in revenue, but Google only disclosed change in searches-per-user. We assume that conversion from searches to revenue is similar for both Google and Microsoft. We then generate upper and lower bounds for Google’s revenue-latency curves.

An important feature in figure 4-8a is how revenue remains unchanged for the first 50ms increase in latency (except for Amazon\(^8\)). Looking at the earlier relationship between distance and latency, a flexibility of 50ms allows us to use servers that may be more than 2000km from their clients (about half the distance between the East and West coasts of the US).

Constructing monetary performance cost functions \((C_P)\) from the curves in figure 4-8a is straightforward. We have to select a base request latency (the optimal network

---

\(^8\) The reports for Amazon are less specific than those for Microsoft and Google. It seems that the study at Amazon increased delays using a step size of 100ms. It is therefore possible that Amazon too is unaffected for the first 50ms. We interpret the reports in a way that is less favourable to our work, assuming that revenue drops at a constant rate for every millisecond increase below 100ms.
latency plus the time it takes to process a request within a cluster). Figure 4-8b shows some derived cost functions, and their base latencies. The cost functions are specified as fractions of total revenue.

On closer inspection, we conclude that the use of performance cost functions adds unnecessary complexity in practice. For the revenue-latency curves in figure 4-8a, the PDR optimization can use strict latency constraints instead of cost functions, without any loss in accuracy. A 0.1% loss in revenue for a company like Google is more than $250M annually. Thus, allowing latency to rise by more than 50$ms to reduce energy costs makes no sense. Similarly, PDR can use constraints for Amazon ($\approx 10$ms) and Microsoft ($200$ms), as long as revenues are many orders of magnitude more than energy costs.

Summary

This chapter detailed how we model request workloads and client-server performance in our later analysis of power-demand routing. We described the traffic data we collected in collaboration with Akamai and how we derived a synthetic workload model from it. We also discussed the relationship between client-server latency and geo-distance, and argued that geo-distance can be used as a proxy for network latency. Finally, we explored how revenue in existing Internet services decreases as end-to-end request latencies increase.
Chapter 5.

Cutting Electric Bills

A single Internet-scale system can consume many megawatts of electricity and may run up an annual energy bill that exceeds a hundred million dollars. Furthermore, these energy bills are likely to increase in the future: these already large systems are increasing in size at a rapid clip, outpacing data center energy efficiency gains [47], and electricity prices are expected to rise.

Consequently, organizations such as Google, Microsoft, Amazon, Facebook, and many other operators of large networked systems cannot ignore their energy costs. A back-of-the-envelope calculation for Google suggests its annual electric utility bill is close to $140M (figure 5-1). A modest 1% reduction would therefore exceed a million dollars every year. We project that even a smaller system such as Facebook’s consumes an estimated $25M worth of electricity annually.

The conventional approach to reducing energy costs has been to reduce the amount of energy consumed [25, 62]. New cooling technologies [58, 41, 60], virtualization, low-power server hardware [88, 101], dynamic server scaling [1, 15], container-based designs [44, 84, 10] and many other techniques have all been proposed as ways to reduce the power demands of data centers. That work is complementary to ours.

Our work studies how power-demand routing can be used to reduce electricity expenses. We start with the following key observation:
<table>
<thead>
<tr>
<th>Company</th>
<th>Servers</th>
<th>Electricity</th>
<th>Gen. Cost</th>
<th>Utility Bill</th>
</tr>
</thead>
<tbody>
<tr>
<td>eBay</td>
<td>20K</td>
<td>65 GWh</td>
<td>$3.8M</td>
<td>10M</td>
</tr>
<tr>
<td>Rackspace</td>
<td>50K</td>
<td>160 GWh</td>
<td>$9.6M</td>
<td>20M</td>
</tr>
<tr>
<td>Facebook</td>
<td>60K</td>
<td>190 GWh</td>
<td>$11.5M</td>
<td>25M</td>
</tr>
<tr>
<td>Akamai</td>
<td>65K</td>
<td>210 GWh</td>
<td>$12.5M</td>
<td>25M</td>
</tr>
<tr>
<td>Microsoft</td>
<td>&gt;200K</td>
<td>&gt;600 GWh</td>
<td>&gt;$36M</td>
<td>&gt;$75M</td>
</tr>
<tr>
<td>Google</td>
<td>&gt;800K</td>
<td>&gt;1120 GWh</td>
<td>&gt;$67M</td>
<td>&gt;$135M</td>
</tr>
<tr>
<td>USA (2006) [25]</td>
<td>10.9M</td>
<td>61,000 GWh</td>
<td>$4.5B</td>
<td></td>
</tr>
<tr>
<td>10,000 US homes [32]</td>
<td>&lt;160 GWh</td>
<td></td>
<td>&lt;$30M</td>
<td></td>
</tr>
<tr>
<td>MIT campus [20]</td>
<td>270 GWh</td>
<td></td>
<td></td>
<td>$62M</td>
</tr>
</tbody>
</table>

Figure 5-1: Estimated annual electricity costs for large companies. These are conservative estimates, meant to be lower bounds @ $60/MWh. See §5.1 for derivation details. For comparison, we have included the EPA’s 2008 estimate of the annual energy consumption of US homes; and the 2007 consumption and utility bill for the MIT campus, including dormitories and labs.

**Electricity prices vary.** The energy sector is moving toward locationally differentiated real-time electricity pricing. In those parts of the U.S. with wholesale electricity markets, for example, prices vary on an hourly basis and are often not well correlated at different locations. Moreover, hourly prices may vary by as much as a factor of 10 from one hour to the next.

The existence of uncorrelated price volatility can be leveraged in a straightforward manner using the traffic engineering framework described in chapter 2. We construct cluster cost functions based on local electricity prices and plug them into the optimization framework. PDR will then dynamically channel clients to clusters with low spot prices—after accounting for performance and other constraints—relocating power-demand to less expensive energy whenever possible. Since electricity market prices vary hourly, route changes will be infrequent enough to be compatible with existing routing mechanisms.

We hypothesize that this sort of traffic engineering can save large systems’ operators a significant amount of money. To establish the validity of this hypothesis, we use simulation-based analysis to quantify the degree of achievable savings. Our analysis projects millions of dollars in savings for large systems like Google’s, and we find that PDR will get progressively more relevant, given current trends in technology and in the energy sector. The following chapter details our analysis and results.
The remainder of this chapter provides a context for the subsequent analysis, covering background material on electricity expenses and wholesale electricity markets. Section 5.1 presents evidence that electricity is becoming an increasingly important economic consideration, detailing the calculations that produced figure 5-1; section 5.2 describes salient features of the wholesale electricity markets in the U.S; and section 5.3 details an empirical analysis of over three years of historical wholesale market price data.

One important contribution of this dissertation is to identify the relevance of electricity market volatility to large distributed systems. In section 5.3, we explore price volatility, without the complication of a distributed system or energy model, to get a feel for the underlying market behaviours. We identify several economic opportunities, not all of which can be exploited by real systems.

5.1 The Scale of Electricity Expenditures

In absolute terms, servers consume a substantial amount of electricity. In 2006, servers and data centers accounted for an estimated 61 million MWh, 1.5% of US electricity consumption, an amount that would have cost about 4.5 billion dollars to generate [25]. An EPA study estimated that by 2011 data center energy use could double; at best, by replacing everything with state-of-the-art equipment, we may be able to reduce usage in 2011 to half the current level [25].

Most companies operating Internet-scale systems are secretive about their server deployments, total power consumption and utility bills. Figure 5-1 shows our estimates for several such companies, based on information scavenged from a number of sources and back-of-the-envelope calculations. Private discussions with several people in the industry lead us to believe that our estimates are reasonably accurate.

Our strategy is to start by estimating the total energy consumed by a system, and multiplying that by a reasonable average cost per kWh to calculate the electricity generation cost. This is the component of the electric utility bill that depends on market prices and total consumption.
Utility bills have a number of other components, including charges for grid transmission, local-utility distribution, and various others (e.g., low-income assistance program charges, nuclear decommissioning charges, etc.). In order to estimate the overall utility bill from the generation cost, we assume that the non-generation charges account for 50% of the utility bill\(^1\) and round up, to the nearest $5M. We assume that the non-generation part of the utility bill remains constant, unaffected by our modulation of power consumption. This assumption is unfavourable to us. In practice, reducing consumption will likely cause the non-generation components to also fall.

We detail how we derived each company’s estimate below.

**Facebook, Akamai, etc.** Using a linear energy model we can calculate a system’s energy consumption in Wh using:

\[
E \approx n \cdot (P_{\text{idle}} + (P_{\text{peak}} - P_{\text{idle}}) \cdot U + (PUE - 1) \cdot P_{\text{peak}}) \cdot 365 \cdot 24
\]

where: \(n\) is the server count, \(P_{\text{peak}}\) is server peak power in watts, \(P_{\text{idle}}\) is idle power, and \(U\) is average server utilization.

To generate our estimates, we assumed: average PUE was 1.7 \([25]\); average server utilization was 30% \([43, 88]\); average peak server power usage was 250 watts (based on measurements of actual servers at Akamai); and idle servers drew 65% of their peak power \([56, 50]\). The server numbers were compiled from public disclosures, industry presentations, blog posts, and earnings reports: Facebook \([67]\); Akamai \([2]\); Rackspace \([16]\); and eBay \([100]\).

It is worth noting that Akamai’s electricity costs represent indirect costs not seen by the company itself. Like others who operate their clusters in multi-tenant facilities, Akamai seldom pays directly for electricity. Power is mostly built into the billing model, with charges based on provisioned capacity rather than consumption. In chapter 7 we discuss why our ideas are relevant even to those not directly charged according to the volume of electricity used.

\(^1\) In reality, non-generation charges at different locations can range from 45% to 70% \([33, 31]\).
Microsoft  Our total energy number for Microsoft is an estimate for 2008 based on company statements [86] and energy figures mentioned in a promotional video [89].

Google  To estimate Google’s power consumption, we assumed 800K total servers [53, 66], used the Google server model detailed earlier (145W peak server power; 80% of peak power at 30% load; see chapter 3), a PUE of 1.3 [83], and an average server utilization of around 30% [43]. Such a system would consume more than 1100 GWh annually, at a generation cost of over $67M. Google may well have more than a million servers [76], so an annual generation cost close to $100M would not be surprising.

These numbers are consistent with an independent calculation we can make. comScore estimated that Google sites handled about 3 billion searches per day in December 2009 [30], and Google has stated that each search takes 1 kJ of energy on average [71] (presumably amortized to include indexing and other costs). Thus, if we assume search traffic is roughly constant throughout the year, search alone works out to 300 GWh. Google’s servers handle GMail, YouTube, background data crunching, and many other applications, so our earlier estimates seem reasonable.

5.2 Wholesale Electricity Markets

Although market details differ regionally, this section provides a high-level view of deregulated electricity markets, providing a context for the work that follows. The discussion is based on markets in the United States.

Generation.  Electricity is produced by government utilities and independent power producers from a variety of sources. In the United States, coal dominates (nearly 50%), followed by natural gas (∼20%), nuclear power (∼20%), and hydroelectric generation (6%) [111].

Different regions may have very different power generation profiles. For example, in 2007, hydroelectric sources accounted for 74% of the power generated in Washington state, while in Texas, 86% of the energy was generated using natural gas and
coal. Generation diversity is one factor giving rise to a lack of correlation between prices at different locations.

Transmission. Producers and consumers are connected to an electric grid, a complex network of high-voltage transmission lines. The quantities of electricity that are transported over the grid cannot be stored easily\(^2\), so supply and demand must continuously be balanced.

In addition to connecting nearby nodes, the grid can be used to transfer electricity between distant locations. The United States is divided into eight reliability regions, with varying degrees of inter-connectivity. Congestion on the grid, transmission line losses (est. 6% in 2006 [114]), and boundaries between regions introduce distribution inefficiencies that limit how electricity can flow and affect prices.

Consumers usually do not directly draw power from the grid transmission lines. Electricity from the grid is transformed to lower voltages—possibly passing through multiple substations and transformers—and transferred using a secondary distribution network. Like other industrial consumers, large data centers draw power from dedicated substations, a more direct connection to the grid than residential and typical business consumers.

\(^2\) Pumped hydro (pumping water to a higher altitude to store, then letting it flow down through a turbine to recover energy) is the most widely used grid storage technique. Compressed air (pumping air into underground caverns) is another option, but is hard to implement. Flywheels (large discs that spin in a vacuum) and batteries can also be used, but have scaling issues. Newer technologies like ultracapacitors and fuel cells show promise, but are as yet unproven.
Market Structure. In each region, a pseudo-governmental body, a Regional Transmission Organization (RTO), manages the grid. An RTO provides a central authority that sets up and directs the flow of electricity between generators and consumers over the grid. RTO’s also provide mechanisms to ensure the short-term reliability of the grid. Figure 5-2 lists the main RTO’s and regions we study in this dissertation.

Additionally, RTO’s administer wholesale electricity markets. While bilateral contracts account for the majority of the electricity that flows over the grid, wholesale electricity trading has been growing rapidly, and presently covers about 40% of total electricity usage.

Wholesale market participants can trade forward contracts for the delivery of electricity at some specified hour. In order to determine prices for these contracts, RTO’s often use an auctioning mechanism [75, 90]: power producers present supply offers (possibly price sensitive), consumers present demand bids (possibly price sensitive); and the coordinating body sets prices and determines how electricity should flow. The market clearing process sets hourly prices for the different locations in the market. The outcomes depend not only on bids and offers, but also account for a number of constraints (grid-connectivity, reliability, etc.).

Each RTO usually operates multiple parallel wholesale markets. There are two common market types:

**Day-ahead markets (futures)** provide hourly prices for delivery during the following day. The outcome is based on expected load\(^3\).

**Real-time markets (spot)** are balancing markets where prices are calculated every five minutes or so (hourly prices are integrals), based on actual conditions, rather than expectations. Typically, this market accounts for a small fraction of total energy transactions (e.g., less than 10% of the total in NYISO).

Generally speaking, the most expensive active generation resource determines the market clearing price for each hour. The RTO attempts to meet expected demand while minimizing total operating cost, activating a subset of production resources and

\(^{3}\) Hour-ahead markets, not discussed here, are analogous.
selecting the most appropriate power-plant loads. Consequently, when demand is low, the base-load power plants, such as coal and nuclear can be used to fulfill it; when demand rises, additional resources, such as natural gas turbines, may be activated, driving up prices.

Security constraints, line losses and grid congestion costs also impact prices. When transmission network restrictions, such as line capacities, prevent the least expensive energy supplier from serving demand, congestion is said to exist. More expensive generation units will then need to be activated, elevating prices. Some markets include an explicit congestion cost component in their prices, partly to incentivize behaviour that will reduce congestion.

Surprisingly, negative prices can show up for brief periods, representing conditions where if energy were to be consumed at a specific location at a specific time the overall efficiency of the system would increase.

Furthermore, market boundaries introduce transmission inefficiencies and economic discontinuities. As we shall see later, even geographically close locations in different markets tend to see uncorrelated prices. Part of the problem is that different markets have evolved using different rules, pricing models, etc.

Clearly, the market for electricity is complex. In addition to the factors mentioned here, many local idiosyncrasies exist. In this dissertation, we use a relatively simple market model that assumes the following:

**Visible Variation.** Prices are known and vary hourly.

**Metered Billing.** The electric bill paid by the service operator is proportional to consumption and indexed to hourly wholesale prices.

**Price-taking.** The request routing behavior induced by our method does not significantly alter prices and market behavior.

The validity of the second assumption depends upon the extent to which companies hedge their energy costs by contractually locking in fixed pricing. The third assumption is a reasonable starting point, but may not hold when a cluster accounts for a large fraction of power consumption at a market location. In chapter 8 we will
explore the implications of relaxing these assumptions. For more details on markets, the reader may refer to the large body of economic literature that deals with the structure and evolution of energy markets [112, 90, 75], market failures, and arbitrage opportunities for securities traders (e.g. [107, 65]).

5.3 Empirical Market Analysis

We posit that imperfectly correlated variations in electricity prices give rise to economic opportunities that can be exploited by the operators of large geographically distributed systems. Rather than presenting a theoretical discussion, we build an argument using empirical evidence.

Before introducing a system model, in this chapter we focus exclusively on market price data. Of the economic opportunities that we identify, not all of them may be exploitable by real systems. We ground our analysis in historical market data aggregated from government sources [112, 111], trade publication archives [96], and public data archives maintained by the different RTO’s. We use price data for 30 locations, covering January 2006 through March 2009.

Our work mostly focuses on real-time markets. Our eventual goal is to embrace and exploit geographically uncorrelated price volatility. As we shall see, real-time markets tend to be more volatile than day-ahead markets.

5.3.1 Price Variation

Geographic price differentials are what really matter to us, but it is useful to first get a feel for the behaviour of individual prices.

Daily Variation. Figure 5-3 shows daily average prices for six locations\(^4\), from January 2006 through April 2009. Although prices are moderately stable at long time scales, they exhibit a significant amount of day-to-day volatility, short-term

\(^4\) The Northwest is an important region, but lacks an hourly wholesale market, forcing us to omit the region from the remainder of our analysis. Similarly, a lack of hourly data leads us to omit the Southeast from our later analysis.
Figure 5-3: Daily averages of day-ahead peak prices at different locations [96]. The elevation in 2008—everywhere but the hydroelectric dominated Northwest—correlates with record high natural gas prices. The Northwest consistently dips near April (this seems to be correlated with seasonal rainfall). Correlated with the global economic downturn, all prices shown here exhibit a downward trend.

spikes, seasonal trends, and dependencies on fuel prices and consumer demand. Some locations in the figure are visibly correlated, but we will see later that hourly prices are not well correlated (§5.3.2).

**Different Market Types.** Spot and futures markets have different price dynamics. Figures 5-4 and 5-5 illustrate the difference for NYC. Compared to the day-ahead market, the hourly real-time (RT) market is more volatile, with more high-frequency variation, and a lower average price. The underlying five-minute RT prices are even more volatile. Figure 5-6 provides statistics for hourly prices at other locations.

From this point forward, we focus exclusively on the more volatile RT markets.
Figure 5-4: Comparing price variation in different wholesale markets, for New York City. The top graph shows a period when prices were similar across all markets; the bottom graph shows a period when there was significantly more volatility in the real-time market.

<table>
<thead>
<tr>
<th>Window</th>
<th>5 min</th>
<th>1 hr</th>
<th>3 hr</th>
<th>12 hr</th>
<th>24 hr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real-time</td>
<td>28.5</td>
<td>24.8</td>
<td>21.9</td>
<td>18.1</td>
<td>15.6</td>
</tr>
<tr>
<td>Day-ahead</td>
<td>N/A</td>
<td>20.0</td>
<td>19.4</td>
<td>17.1</td>
<td>16.0</td>
</tr>
</tbody>
</table>

Figure 5-5: The real-time market is more variable at short time-scales than the day-ahead market. Standard deviations for Q1 2009 prices for NYC are shown, averaged using different window sizes.

We restrict ourselves to hourly prices, but speculate that the additional volatility in five-minute prices provides further opportunities.

**Hour-to-Hour Volatility.** As seen in figure 5-4, the hour-to-hour variation in NYC’s RT prices can be dramatic. This degree of volatility is common at a number of different locations. For example, figure 5-7 shows the distribution of the hourly change for Palo Alto and Chicago. At each location, the price per MWh changed hourly by $20 or more roughly 20% of the time. A $20 step represents 50% of the mean price for Chicago. Furthermore, the minimum and maximum prices during a single day can easily differ by 2×.

The existence of rapid price fluctuations reflects the fact that short term demand for electricity is far more elastic than supply. Electricity cannot always be efficiently
<table>
<thead>
<tr>
<th>Location</th>
<th>RTO</th>
<th>Mean</th>
<th>StDev</th>
<th>Kurt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicago, IL</td>
<td>PJM</td>
<td>40.6</td>
<td>26.9</td>
<td>4.6</td>
</tr>
<tr>
<td>Indianapolis, IN</td>
<td>MISO</td>
<td>44.0</td>
<td>28.3</td>
<td>5.8</td>
</tr>
<tr>
<td>Palo Alto, CA</td>
<td>CAISO</td>
<td>54.0</td>
<td>34.2</td>
<td>11.9</td>
</tr>
<tr>
<td>Richmond, VA</td>
<td>PJM</td>
<td>57.8</td>
<td>39.2</td>
<td>6.6</td>
</tr>
<tr>
<td>Boston, MA</td>
<td>ISONE</td>
<td>66.5</td>
<td>25.8</td>
<td>5.7</td>
</tr>
<tr>
<td>New York, NY</td>
<td>NYISO</td>
<td>77.9</td>
<td>40.26</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Figure 5-6: Real-time market statistics, covering hourly prices from January 2006 through March 2009 (*statistics are from the 1% trimmed data).

moved from low demand areas to high demand areas, and producers cannot always ramp up or down easily.

### 5.3.2 Geographic Correlation

Our approach would fail if hourly prices are well correlated at different locations. However, in our data, we found that locations in different regional markets were never highly correlated, even when nearby, and that locations in the same region were not always well correlated. We also found that correlation tended to decrease with increasing distance.

Figure 5-8 shows scatter-plots of pairwise correlation and geographic distance, calculated over two time periods. No pairs were negatively correlated. Note how correlation decreases with distance. Further, note the impact of RTO market boundaries: for the longer time period, most pairs drawn from the same market lie above the 0.6 correlation line (except for locations in the NYISO market), while all pairs
Figure 5-8: The relationship between price correlation, distance, and parent market. Each point represents a pair of locations (29 locs, 406 pairs), and the correlation coefficient of their hourly prices over the specified period. Red represents pairs with sites from different markets; blue points are labeled with the shared market.

Figure 5-9: The relationship between price MI, distance, and parent market. Each point represents a pair of locations (29 locs, 406 pairs), and the normalized MI of their hourly prices over the specified period. Red represents pairs with sites from different markets; blue points are labeled with the shared market.

from different regions lie below it. For the shorter time period, the division is less clear. We also see a surprising lack of diversity within some regions, like California: LA and Palo Alto have a correlation coefficient close to 1.0.

Correlation coefficients only test for a linear relationship between two random variables. In contrast, a metric like Mutual Information (MI) also tests for non-linear relationships\(^5\). Figure 5-9 shows scatter-plots of pairwise MI and distance, calculated

\(^5\) Given two random variables \(X\) and \(Y\), their MI quantifies how knowing the value of one decreases our uncertainty about the other’s value.
over the same two time periods. MI much more clearly divides the data between single-market and multiple-market pairs. This suggests that the small overlap in figure 5-8 is due to the existence of non-linear relationships within NYISO, not detected by the correlation coefficient.

Thus, we can conclude that hourly prices from different markets are not well correlated at short time-scales, and that correlation tends to decrease with distance, except in some markets like California. We have verified our results using other time ranges from the data, shifted signals, etc.

We have not tested for lower-frequency correlations. We expect that some such relationships exist. Natural gas prices, for example, will introduce some coupling (see figure 5-3) between distant locations.

### 5.3.3 Price Differentials

Figure 5-10 shows hourly price differentials for two pairs of locations over an eight day period (both pairs have mean differentials close to zero). The three locations are far from each other and in different RTOs. We see price spikes (some extend far off the scale) and extended periods of price asymmetry. Sometimes the asymmetry
favours one, sometimes the other. This suggests that a pre-determined assignment of clients to servers is not optimal.

**Differential Distributions.** Consider a system with clusters at two locations. In order for our dynamic approach to yield substantial savings over a static solution, the price differential between those locations must vary in time, and the distribution of this differential should ideally have a zero mean and a high variance. Such a distribution would imply that neither site is strictly better than the other, but also that a dynamic solution—always buying from whichever site is least expensive that hour—could yield meaningful savings.

Figure 5-11 shows the pairwise differential distributions for some locations, for the 2006-2009 RT market data. The California-Virginia (figure 5-11a), Texas-Virginia (figure 5-11b), and Texas-NewYork (figure 5-11c) distributions are zero-mean with a high variance. There are many other such pairs.

---

6 There are 60 pairs (a set of 16 hubs) with $|\mu| \leq 5 \land \sigma \geq 50$; and 86 pairs (a set of 28 hubs) with $|\mu| \leq 5 \land \sigma \geq 25$. 

---

(a) PaloAlto - Virginia
(b) Austin - Virginia
(c) Austin - Albany
(d) Boston - NYC
(e) Chicago - Virginia
(f) Chicago - Peoria

Figure 5-11: Hourly price differential histograms for six location pairs (2006-2009).
Figure 5-12: PaloAlto-Virginia price differential distributions for each month. The monthly median prices and inter-quartile range are shown.

Even with significantly skewed distributions, there may exist opportunities to dynamically exploit differentials for meaningful savings. For example, Boston-NYC (figure 5-11d) is skewed, since Boston tends to be cheaper than NYC, but NYC is less expensive 36% of the time (the savings are greater than $10/MWh 18% of the time).

Unsurprisingly, a number of pairs exist where one location is strictly better than the other, and dynamic adaptation is unnecessary. Chicago-Virginia (figure 5-11e) is an example: Virginia is less expensive 8% of the time, but the savings almost never exceed $10/MWh.

The dispersion introduced by a market boundary can be seen in the dynamically exploitable Chicago-Peoria distribution (figure 5-11f).

**Evolution in Time.** The price differential distributions do not remain static in time. Figure 5-12 shows how the PaloAlto-Virginia distribution changed from month to month. A sustained price asymmetry may exist for many months, before reversing itself. The spread of prices in one month may double the next month.

**Time-of-Day.** Price differentials can depend on the time-of-day. For instance, because California and Virginia are in different time zones, peak demand is out of phase. This is likely a factor shaping the price differential.

Figure 5-13 shows how the hour of day affects the differentials for three location pairs. For California-Virginia, we see a reasonably strong dependency on the hour.
Before 5am (eastern), Virginia has a significant edge over California; by 6am the situation has reversed; from 1-4pm neither is better. For Boston-NYC we see a different kind of dependency: from 1am-7am neither site is better, at all other times Boston has the edge. The effect of hour-of-day on Chicago-Peoria is less clear, which is not surprising, since the spread is likely the result of a market boundary effect.

**Differential Duration.** We define the *duration* of a sustained price differential as the number of consecutive hours one location is favoured over another by more than $5/MWh. As soon as the differential falls below this threshold, or reverses to favour the other location, we mark the end of the differential.

Figure 5-14 shows how much time was spent in short-duration price-differentials,
for PaloAlto-Virginia. Short differentials (<3 hrs) are more frequent than other types. Medium length differentials (<9 hrs) are common. Differentials that last longer than a day are rare for a balanced pair.

**Summary**

This chapter introduced how power-demand routing can be coupled with electricity market price signals to lower electric bills. We provided motivation for lowering bills by estimating the server electricity expenditures of some large Internet companies, and showing that even 1% reductions in their bills could exceed a million dollars a year. We also provided a primer on wholesale electricity markets. Finally, we described an empirical analysis of historical market price data. We identified several features in the data that could be exploited using PDR. This sets the stage for the next chapter, in which we combine market data with workload and energy models to quantify the savings in electricity costs that PDR could achieve.
Chapter 6.

Quantifying Savings

One of the central theses of this dissertation is that PDR can be coupled to real-time market prices and used to reduce the electricity expenses of large distributed systems. In order to test this thesis, we conducted a number of simulations, quantifying and analyzing the impact of different routing policies on energy costs and client-server distances. Our simulations were driven by empirical data and models and combined many of the pieces described earlier in this dissertation. We show that:

Existing systems can benefit from PDR. Existing systems like Google’s can save more than $2M annually without a noticeable impact on network latencies, or up to $6.5M annually if latency is not a concern.

PDR will become more relevant as technology progresses. Savings accelerate with energy proportionality and current technology trends will lead to increasing proportionality. With our most futuristic model, energy generation costs can be cut by over 30%.

One can trade-off performance and savings. Savings are a non-decreasing function of the average client-server distance.

We also explore some other issues: a complex network cost model; different server geo-distributions; and the performance of a PDR with imperfect knowledge.
6.1 Simulation Strategy

We constructed a simple trace-driven simulator to evaluate power-demand routing. The simulator was built using the pieces we have described earlier: cluster energy models (chapter 3); request workload models (chapter 4); and an historical electricity price database (chapter 5). We also implemented two different PDR algorithms in the simulator (discussed below). We focused on how energy costs with these algorithms compared to the energy costs with routing schemes that were unaware of cluster cost differentials. By simulating different energy models and several variations of the distributed system model, we explored the sensitivity of our PDR algorithms to different factors. Before presenting our results, we provide some details about our simulation setup and PDR algorithms.

6.1.1 Simulation framework.

Each simulation represented a specific historical time period. Our simulations ranged from 24-day periods to 39-month periods. We simulated each hour independently. A simulator would generate a traffic volume matrix for the hour and pass that matrix to a routing module with a global view of the system. Using the $w_{i,j}$ ingress traffic splits returned by the router\(^1\), the simulator would determine the load on each cluster, and use an energy model to map load to energy consumption. We then calculated the energy generation cost\(^2\) by using our electricity price database (for brevity, we will refer to generation cost simply as energy cost from here on). When looking up the electricity price for a cluster, we used that cluster’s geographic location and the exact date and time of the simulated hour. We also calculated average client-server distances for each simulated hour. For the most part, we assume network bandwidth prices are equal everywhere (except in §6.7).

---

1 This is the router formulation described in chapter 2.
2 Generation cost = number of kWh consumed \times price per kWh. This is the component of the electric utility bill that depends on market prices and total consumption, roughly half the utility bill. See §5.1 for details.
In addition to the time period, a simulation needed three more parameters: a router; an energy model; and a cluster geo-distribution.

**Router:** a router implementation (described in the next section). Some routers have multiple parameters, allowing us to simulate a wide range of routing policies.

**Energy Model:** one of the 25 cluster models from chapter 3. Figure 6-1 tabulates these models again. Each cluster used the same base energy model, with the model’s output scaled by the cluster’s server count and a peak server power of 150W.

**Geo-distribution:** the geographic locations of the clusters and the numbers of servers in each cluster. In actual systems, there is no dominant distribution pattern.

Most of our simulations used a geographic server distribution based on Akamai’s actual distribution\(^3\) The distribution we used consisted of 9 clusters and 12.5K servers\(^4\). Servers were spread unevenly: the smallest cluster had less than 0.5% of the servers; the largest had a little over 18%. The maximum request processing rate for a server varied with its cluster (we calculated these rates from data provided by Akamai). Finally, the system’s total request processing capacity was about \(3 \times \) the peak traffic volume in the raw 24-day trace.

We also used some synthetic cluster distributions (described later). The synthetic distributions were based on what we know to be popular data center locations. Unlike the Akamai distribution, our synthetic distributions had balanced clusters: every cluster had the same number of servers and all servers had the same request rates. The aggregate request capacity was the same as the Akamai geo-distribution’s capacity, to avoid having to scale the traffic workload.

---

\(^3\) In the course of our collaboration, we obtained detailed information about the placement of a large subset of Akamai’s servers: almost 16K servers, or about 33% of their servers, located in 25 cities and 12 states. Akamai has many small clusters; we grouped clusters by city. We cannot publicly disclose details about this server distribution—this information is considered confidential by Akamai.

\(^4\) These nine clusters cover 18 of the 25 cities, with cities grouped by their electricity market hubs. We excluded 7 cities because we did not have electricity prices for those cities.
<table>
<thead>
<tr>
<th>ID</th>
<th>Idle server power</th>
<th>Peak load</th>
<th>Idle load</th>
<th>Comments</th>
<th>EPG</th>
<th>EAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fixed Overhead Models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Linear IT Models</strong></td>
<td>( P_{IT} = m \cdot u + c )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td>65%</td>
<td>1.90</td>
<td>2.35</td>
<td>0.15</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>L2</td>
<td>50%</td>
<td>1.70</td>
<td>2.33</td>
<td>0.24</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>33%</td>
<td>1.50</td>
<td>2.38</td>
<td>0.42</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>L4</td>
<td>25%</td>
<td>1.30</td>
<td>2.04</td>
<td>0.47</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>L5</td>
<td>20%</td>
<td>1.10</td>
<td>1.42</td>
<td>0.59</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td><strong>Google IT Models</strong></td>
<td>( P_{IT} \sim u^{1.4} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1</td>
<td>65%</td>
<td>1.90</td>
<td>2.35</td>
<td>e.g., EPA 2011</td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td>G2</td>
<td>50%</td>
<td>1.70</td>
<td>2.33</td>
<td>0.33</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td>40%</td>
<td>1.50</td>
<td>2.16</td>
<td>0.45</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td>33%</td>
<td>1.50</td>
<td>2.38</td>
<td>0.50</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td>22.5%</td>
<td>1.50</td>
<td>2.90</td>
<td>0.58</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td>25%</td>
<td>1.30</td>
<td>2.04</td>
<td>e.g., EPA 2011</td>
<td>0.64</td>
<td>0.70</td>
</tr>
<tr>
<td>G7</td>
<td>22.5%</td>
<td>1.20</td>
<td>1.76</td>
<td>e.g., Microsoft containers</td>
<td>0.72</td>
<td>0.78</td>
</tr>
<tr>
<td>G8</td>
<td>20%</td>
<td>1.10</td>
<td>1.42</td>
<td>0.81</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>G9</td>
<td>10%</td>
<td>1.10</td>
<td>1.69</td>
<td>Best current tech</td>
<td>0.91</td>
<td>0.99</td>
</tr>
<tr>
<td><strong>Variable Overhead Models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X1</td>
<td>25%</td>
<td>1.70</td>
<td>1.54</td>
<td>IT ( \sim u^{1.4} ); cooling is 52% of total power at peak; inefficient UPS</td>
<td>0.75</td>
<td>0.84</td>
</tr>
<tr>
<td>X2</td>
<td>20%</td>
<td>1.30</td>
<td>1.24</td>
<td>IT ( \sim u^{1.4} ); cooling is 17.5%</td>
<td>0.83</td>
<td>0.92</td>
</tr>
<tr>
<td>X3</td>
<td>47%</td>
<td>1.50</td>
<td>1.35</td>
<td>IT ( \sim ) Google curve; 36% on cool</td>
<td>1.17</td>
<td>1.16</td>
</tr>
<tr>
<td>X4</td>
<td>22%</td>
<td>1.50</td>
<td>1.37</td>
<td>IT ( \sim ) TX150 curve; 36% on cool</td>
<td>0.63</td>
<td>0.69</td>
</tr>
<tr>
<td>X5</td>
<td>26%</td>
<td>1.50</td>
<td>1.35</td>
<td>IT ( \sim ) R610 curve; 36% on cool</td>
<td>0.83</td>
<td>0.88</td>
</tr>
<tr>
<td><strong>Dynamic Server Scaling</strong></td>
<td>(cooling is 30% at peak)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>25%</td>
<td>1.43</td>
<td>1.91</td>
<td>IT ( \sim u^{1.4} ); 50-server blocks</td>
<td>0.68</td>
<td>0.85</td>
</tr>
<tr>
<td>D2</td>
<td>25%</td>
<td>1.43</td>
<td>1.56</td>
<td>IT ( \sim u^{1.4} ); 250-server blocks</td>
<td>0.69</td>
<td>0.83</td>
</tr>
<tr>
<td>D3</td>
<td>25%</td>
<td>1.43</td>
<td>1.40</td>
<td>IT ( \sim u^{1.4} ); 500-server blocks</td>
<td>0.67</td>
<td>0.84</td>
</tr>
<tr>
<td>D4</td>
<td>26%</td>
<td>1.43</td>
<td>1.78</td>
<td>IT ( \sim ) R610; 100-server blocks</td>
<td>0.69</td>
<td>0.80</td>
</tr>
<tr>
<td><strong>Cutting-Edge Clusters</strong></td>
<td>(IT ( \sim u^{1.4} ); distributed UPS; 17.5% on cooling)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1</td>
<td>20%</td>
<td>1.21</td>
<td>1.15</td>
<td>e.g., Google data center</td>
<td>0.84</td>
<td>0.93</td>
</tr>
<tr>
<td>E2</td>
<td>20%</td>
<td>1.21</td>
<td>1.41</td>
<td>with 50-server block DSS</td>
<td>0.74</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Figure 6-1: A collection of cluster energy models. See §3.7 for EPG and EAP. This is a reproduction of figure 3-14. Models with DSS turn off idle servers.

### 6.1.2 Routing Algorithms

**nlp router.** This router sets up the optimization problem from chapter 2 as a non-linear programming problem and calls a generic NLP solver to find a low-cost traffic allocation. We incorporate performance goals using a strict geo-distance constraint.
parameter. Figure 6-2 provides pseudocode.

In the implementation, for performance reasons, we transform the ingress-cluster graph in order to reduce the number of variables used by the NLP solver. We first remove edges that will never be used because of the performance constraint, then group ingress nodes together whenever they have the same edge profile\(^5\). The \textit{nlp} router is implemented in Python, using the \texttt{OpenOpt} framework’s \texttt{ralg} solver \cite{14}. We selected this solver because it can handle non-smooth problems (some of our energy models result in non-smooth cost functions). The \texttt{ralg} solver does not guarantee that it will find an optimal solution. It uses heuristics and convergence hasn’t been proven. Nonetheless, the solver performs quite well in our simulations, consistently yielding lower-cost allocations than the other routers we tested. Furthermore, our implementation is efficient. Using a single Core2 core, it requires hours to simulate weeks. Thus our \textit{nlp} router should be usable in practice. However, this router was not efficient enough to allow us to run the many multi-year simulations we needed for our analysis. We had to develop another router for that purpose.

\textit{radial router.} The \textit{radial} router is an iterative greedy allocator that is about 500$\times$ faster than the \textit{nlp} router. In our simulations it consistently obtained energy cost reductions that were within 5\% of the \textit{nlp} router.

This router is inspired by the following approach. Given an ingress, first find the geographically closest cluster. Suppose the distance between the ingress and this cluster is $D$. Then consider all other clusters in an area of radius $(D + \tau)$ around the ingress, where $\tau$ is a performance constraint parameter. Of these candidate clusters, select the cluster with the best energy cost characteristics and assign a portion of the ingress’s traffic to it. Repeat the process until all traffic has been allocated.

Pseudocode for the \textit{radial} router is shown in figure 6-3. There are two variations of this router: one selects the candidate cluster with the lowest price (\textit{radial-price}); and the other selects the cluster with the minimal marginal increase in energy cost.

\(^5\) e.g., if ingress 1 and 2 both have edges to clusters 3, 4, and 5, the ingress nodes are combined into an aggregate ingress with the sum of their traffic volumes; while ingress 3, with edges to only 3 and 4, is left unchanged.
parameters:

maxDist ← maximum allowed client-server distance (e.g., 1000km)

GenerateRoutesNLP() :

- C is the set of clusters
- I is the set of ingresses
- \( \text{volume}(i) \) is the request traffic volume originating at ingress \( i \)
- \( \text{capacity}(j) \) is the maximum traffic volume cluster \( j \) can serve

\( W_0 \) ← generate initial solution

\( X_0 \) ← weight constraints

\[ \forall i \in I, \forall j \in C: 0 \leq w_{i,j} \leq 1 \]
\[ \forall i \in I: \sum_{j \in C} w_{i,j} = 1 \]

\( X_1 \) ← cluster capacity constraints

\[ \forall j \in C: \sum_{i \in I} w_{i,j} \cdot \text{volume}(i) \leq \text{capacity}(j) \]

\( X_2 \) ← performance constraints (strict)

\[ \forall i \in I, \forall j \in C: \text{if } \text{GeoDist}(i, j) > \text{maxDist} \text{ then } w_{i,j} = 0 \]

// optimization cost function

\( \text{Cost}(W') : \) \( \text{W'} \) is a candidate solution: \( \{w'_{i,j}\} \)

\[ \forall j \in C: \text{alloc}_j = \sum_{i \in I} w'_{i,j} \cdot \text{volume}(i) \]

\[ \text{return } \sum_{j \in C} \text{ModeledEnergyCost}(j, \text{alloc}_j) \]

\( W \) ← call NLP optimizer with \( W_0, X_1, X_2, X_3 \) and \( \text{Cost} \)

\[ \text{if optimizer did not find a valid solution then } W \leftarrow \text{GenerateRoutesRadial}() \]

\[ \text{return } W \]

Figure 6-2: Pseudocode for the \( nlp \) router. \( \text{GeoDist} \) calculates the great-circle geographic distance, and \( \text{ModeledEnergyCost} \) uses an energy model and the local electricity prices to calculate a cluster’s energy cost from a traffic volume.

\( \text{(radial-gradient)} \). The marginal cost variant performs no worse than the price variant and promises to perform better with non-linear energy models and unevenly sized clusters. The price variant does not rely on an energy model, so it can be used when cluster energy curves are unknown. From this point on, unless otherwise specified, \( \text{radial} \) refers to the \textit{gradient} variation.

In addition to the distance threshold, a price (or gradient) threshold can be set, so that the router will ignore small cost differentials. In §6.7 we also show how to modify the radial router to incorporate a more complex network cost model.
parameters:

\( \tau_D \leftarrow \text{client-server distance threshold (e.g., 1000km)} \)
\( \tau_P \leftarrow \text{price threshold (e.g., $5)} \)
\( \tau_\Delta \leftarrow \text{cost gradient threshold} \)

```plaintext
GenerateRoutesRadial() :

while some unallocated traffic do
  for all \( i \) such that \( i \) is an ingress with some unallocated traffic do
    \( V \leftarrow \text{total traffic volume at } i \)
    \( vol \leftarrow \text{unallocated traffic volume for } i \)
    // pick best cluster
    do not consider any clusters operating near their capacity
    \( c^* \leftarrow \text{cluster nearest to } i \)
    \( C' \leftarrow \{ \text{cluster } c \text{ such that GeoDist}(c, i) \leq GeoDist(c^*, i) + \tau_D \} \)
    \( j \leftarrow \text{BestCost}(C', i, vol) \) // one of the two BestCost functions shown below
    // allocate some traffic to cluster \( j \)
    \( \text{cap} \leftarrow \text{remaining capacity at } c' \)
    \( w_{i,j} \leftarrow \min(\text{vol}, \text{cap})/V \)
  end for
end while
return \( \{w_{i,j}\} \)
```

**BestCostPrice**(\( C, i, vol \)) :

\( p^* \leftarrow \text{minimum energy price for clusters in } C \)
\( C' \leftarrow \{ \text{cluster } c \text{ if energy price of } c \leq p^* + \tau_P \} \)
return \( \text{cluster in } C' \text{ with minimum GeoDist}(c, i) \)

**BestCostGradient**(\( C, i, vol \)) :

\( c^* \leftarrow \text{None}; \Delta c^* \leftarrow \text{None} \) // goal is to find cluster with min. \( \Delta c \)
for all \( c \in C \) do
  \( cvol \leftarrow \text{traffic volume currently allocated to cluster } c \)
  \( \text{cap} \leftarrow \text{remaining capacity at } c' \)
  \( \Delta v \leftarrow \min(\text{vol}, \text{cap} - cvol) \) // max. possible volume we can alloc.
  \( \Delta c \leftarrow \text{ModeledEnergyCost}(c, cvol + \Delta v) - \text{ModeledEnergyCost}(c, cvol) \)
  if \( |\Delta c - \Delta c^*| \leq \tau_\Delta \) then
    if \( cvol > \text{remaining capacity at } c^* \) then
      \( c^* \leftarrow c; \Delta c^* \leftarrow \Delta c \)
    end if
  else if \( \Delta c < \Delta c^* \) then
    \( c^* \leftarrow c; \Delta c^* \leftarrow \Delta c \)
  end if
end for
return \( c^* \)

---

Figure 6-3: Pseudocode for the radial router.
Cost unaware schemes. In order to determine whether PDR is cutting electric bills or not, we need a baseline bill to compare against. For each simulation we ran with a radial or nlp router, we ran a simulation with almost identical parameters, different only in its use of a router that was unaware of cluster energy costs.

One of our cost unaware routers replays Akamai’s traffic allocation (from the raw traces). This only works for the 24-day period those traces cover. For other time periods, we used the radial router and replaced BestCost with a function that cycles through available clusters. We set performance constraints so that the average client-server distances were similar to those in Akamai’s traffic allocation.

6.2 At the Turn of the Year: 24 Days of Traffic

We begin by asking the question: what would have happened if an Akamai-like system had used power-demand routing at the end of 2008? How would PDR have compared in cost and client-server distance to the current routing methods employed by Akamai?

To quantify savings, we ran simulations with the 24-day traffic traces and the Akamai geo-distribution. We find that a 10% or higher reduction in electricity generation costs is plausible, without a meaningful increase in average client-server distance. The degree to which costs can be reduced hinges on the energy characteristics of the system’s clusters. Savings could be below 1% or more than 30%. We will discuss the relationship between proportionality and savings in some detail (§6.5), but, for now, we restrict ourselves to the G6 cluster energy model (see figure 6-1). This model represents advanced energy efficient server clusters, but does not factor in state-of-the-art techniques (e.g., dynamic server scaling) that help PDR.

Different Routing Policies. We explored the sensitivity of savings to a number of different routing policies. Figure 6-4 shows some of our results. Both the nlp and radial routers yield substantial savings.

We simulated the energy cost associated with Akamai’s routing scheme and used this cost as a baseline to calculate percentage savings. We also simulated an energy
cost unaware variant of the radial router that had acceptably low client-server distances. This later scheme resulted in a lower cost than Akamai’s, implying that we need to be careful when our analysis projects small reductions in cost (e.g., \( \leq 2\% \)).

As the figure shows, the lowest-cost policy—the nlp router without any distance constraints—resulted in a reduction in cost of 15%. Extrapolating, this represents an annual savings of almost $6M for an 800K server system like Google’s. However, the policy almost doubled average client-server distances and almost trebled the 95-th percentile distances, a measure of worst-case performance\(^6\). This increase in distance may be acceptable. Recall that a 1000km increase in distance may only represent a 20ms increase in average network RTT’s (§4.2.2).

When we constrained the nlp router to only consider clusters within 1000km of clients, it still achieved savings of 11%. The client-server distances were comparable to those with Akamai’s routing policy.

In general, allowing distances to increase, amplifies our ability to exploit cost differentials, and increases achievable savings. This trade-off is shown clearly by how

---

\(^6\) This is not the 95-th percentile request distance. This is the 95-th percentile of the hourly samples. We only calculated mean client-server distance in each hour (see chapter 4’s discussion of the census-weighted geo-distance function to understand why).
the radial router performed at different distance thresholds (see figure 6-4). We will discuss this relationship in more detail later (§6.4).

Finally, note that the nlp router always does better than the radial router. However, for a given client-server distance target, the difference in savings between the two is never more than 5%. The price based variant of the radial router performs almost as well as the gradient based variant here. The G6 model is close to linear, so this is not surprising.

How sensitive are these results to our choice of G6 as the underlying energy model? Figure 6-5 shows results from a different set of simulations that used the D1 energy model instead (D1 is similar to G6, except it uses DSS).

The D1 model represents clusters that are very efficient at low utilizations, so the baseline generation cost is dramatically lower under D1 than it is under G6. While the baseline cost drops by almost $20K, the nlp savings drop by much less ($4.9K for G6; $4K for D1). This is because both models have a similar EPG score (we explore EPG and savings further in §6.5).

The percentage savings are much larger, but the earlier trends remain unchanged. The radial gradient-based variant more noticeably outperforms the price-based vari-
Figure 6-6: Variation in hourly energy costs and savings, with the \textit{nlp} router. Clusters are not evenly sized in the Akamai geo-distribution; the thin slivers at the base of the graph represent the small clusters.

Figure 6-7: CDF of hourly savings over 24 days, for the \textit{nlp} router.

ant, because D1 deviates further from linear than G6 does.

\textbf{Costs in Time.} Each cluster's share of the total cost varies in time, depending on its electricity price and the traffic assigned to it. Figure 6-6 illustrates how hourly generation costs vary for the \textit{nlp} router, operating under a 1000km distance constraint.

We see persistent hourly savings. PDR aggregates lots of little pieces, rather than occasionally yielding large chunks. This is also illustrated by figure 6-7, which shows the CDF of hourly savings over the 24-day period.

\textbf{Cluster Utilization} PDR works by shifting load away from high cost regions and, consequently, it increases the utilization of clusters operating in low cost regions.
Figure 6-8: Cluster utilization under different routing policies. In each region PDR increases the average utilization of clusters with low costs. These clusters have unequal capacity: e.g., the MA cluster is about 2% the size of the NYC cluster; the IL cluster is about half the size of the NYC cluster.

Figure 6-8 compares cluster utilizations under Akamai’s routing policy to the nlp router operating under a 1000km distance constraint.

Akamai’s policy keeps every cluster at a similar utilization level. In contrast, the PDR policy raises the average utilization levels of low-cost clusters (e.g., IL) and reduces the utilization levels of high-cost clusters (e.g., NYC). Even though the MA cluster is relatively expensive and very small compared to some of the others, it is used to shift traffic away from NYC whenever possible.

### 6.3 Synthetic Workload: 39 Months of Prices

The 24-day analysis covered a very small subset of our price data. Using the synthetic network traffic model we developed earlier (§4.1.2) we ran simulations covering January 2006 through March 2009. We replicated our savings analysis for the 3 year time period, using the Akamai server distribution and the G6 power model. Our results show that savings over the 39-month period are comparable to those during the 24-day period.

Additionally, we analyzed a synthetic cluster distribution as a first step to ensure that our results are not overly sensitive to Akamai’s distribution (we consider in detail how server distribution differences can impact savings later, in §6.6). We assumed
that servers were evenly divided among clusters (unlike Akamai) and selected five locations, each one a popular data center location for which we had price data:

- Northern California (San Jose)
- Virginia (Richmond)
- Illinois (Chicago)
- Texas (Dallas)
- New York (NYC)

As before, we analyzed the savings achieved by different routing policies. Figure 6-9 summarizes our results for both cluster distributions. For a baseline cost, we used a cost-unaware radial router with average client-server distances close to 500km.

The unconstrained nlp router was able to reduce costs by 14% for both distributions. However, distances increased dramatically, with the mean rising to about 1500km, and the 95-th percentile almost reaching 2500km. Again, this may be acceptable, since the increase in distance represents a less than 50ms increase in network
Figure 6-10: Monthly energy costs over 39 months, with the unconstrained nlp router. This shows cost per 10K servers, for the synthetic-5 distribution and the G6 model.

latency (§4.2.2). As we noted earlier (§4.2.3), latency increases of 50ms or lower are often considered to be tolerable, as they cause no adverse impact on revenue for services such as web search.

We did not simulate the distance-constrained version of the nlp router, since a single 39-month simulation would have taken over a day on our machines. However, we see that the radial router can reduce costs by more than 8%, with acceptable client-server distances (less than 1000km). For the synthetic distribution, the unconstrained radial router achieves savings very close to the nlp router.

An interesting feature of these results is that the unconstrained radial router performs almost as well as the unconstrained nlp router. This could be due to differences between the raw traffic workload used earlier and the synthetic workload used here. Alternatively, it may be that over the longer time period most cost differentials were equally accessible to both routers.

While both geo-distributions have strikingly similar percentage savings, they differ in their absolute costs. The 39-month cost per 10K servers for the Akamai distribution approaches $1.95M, but the synthetic distribution’s cost is below $1.75M.

The savings are spread out in time, as before. We see that PDR consistently lowers the system’s monthly electricity costs. Figure 6-10 illustrates this, showing how monthly costs and savings varied over the 39 months.
Figure 6-11: The average client-server distance required to achieve a certain level of savings: (a) depends on the routing policy (24-day savings, Akamai geo-distribution); and (b) depends on the clusters’ geo-distribution (39-month savings, with the radial-gradient router). These curves are for the G6 energy model.

6.4 Performance and Savings

We find that savings rise if client-server distances are allowed to increase, up to a point. Relaxing distance constraints allows clients to consider more clusters, increasing the likelihood that they will be routed to the lowest cost location. Both the 24-day and 39-month results, presented earlier, demonstrated this relationship.

In order to map how savings depend on distance, we used a number of additional simulations in which we varied the routers’ distance constraint parameters. Figure 6-11 shows some of our results. Each point in these curves is the result of one simulation: the achieved savings and the corresponding mean (or 95-th percentile) distance.

The shape of a savings-vs-distance curve depends on the routing policy. Figure 6-11a plots 24-day costs for different routers. In the case of the radial router: the relationship is approximately linear between 4% and 11% savings; reducing the savings below 4% does not result in a meaningful reduction in distances; and marginal increases in savings beyond 11% require large jumps in distances. The nlp router’s curve is not linear. The flat region in the middle exists because of the way in which Akamai’s geo-distribution unevenly spreads out servers. This effect is not visible in the radial router curves because that router uses relative distance constraints, while
the nlp router uses strict absolute distance constraints.

Differences in geo-distributions also lead to different savings-vs-distance curve shapes. Figure 6-11b plots the radial router’s 39-month savings against distances, for the two geo-distributions we have described so far. As in the 24-day case, the curve for the Akamai distribution is approximately linear in the middle. In contrast, the synthetic 5-cluster distribution results in a kinked curve. The hump in the middle is likely the result of the router having exhausted nearby economic opportunities, and lasts until the router becomes unconstrained enough to shift clients away from Northern clusters, like Virginia, to Texas in the South.

6.5 Different Energy Models

It is obvious that the savings from PDR will be sensitive to the energy-vs-utilization characteristics of a system’s clusters. Clusters that have a high degree of energy proportionality will be able to relocate large fractions of their power consumption. The larger the relocatable fraction, the better a system can take advantage of electricity price differentials, and the lower its energy cost with PDR should be.

To confirm this, we simulated all 25 energy models from figure 6-1. Figure 6-12 summarizes our results. The simulations in the figure covered three non-consecutive months\(^7\) (July 2008, October 2008 and March 2009), use the nlp router (without a distance constraint), and the 5-cluster server geo-distribution described earlier. Percentage savings are calculated relative to a cost-unaware variation of the radial router. Because distances were unconstrained, these results represent the maximum savings from PDR for each model.

Let us first focus on the results for the G models\(^8\). Generally, higher model numbers represent more energy efficient systems (see figure 6-1 for details). The percentage savings rise rapidly as the energy efficiency of the model increases. The G9 model uses

---

\(^7\) The three simulated months straddle three seasons, so we capture some seasonal market variations. We did not simulate the entire 39-month period because of the inefficiency of the nlp router.

\(^8\) The PUE and idle server power vary; the IT energy model is based on Google’s data center study; infrastructure power is constant; and there is no-DSS.
Figure 6-12: Savings achieved by the unconstrained *nlp* router for different energy models, with the synthetic-5 geo-distribution. The absolute 3-month savings are for 10K servers.

the best known PUE and idle server power for actual data centers, and its savings almost reach 30%. Even with the G2 model, which represents the average case for recent data centers, savings are at 5%.

Absolute savings begin to level off after the G4 model, even as percentage savings continue to rise. As we move to higher models, their increasing energy efficiency is driving down the energy per unit of work, so PDR has to move larger volumes of requests for every marginal increase in absolute savings. The stagnation in savings implies that only a certain degree of energy proportionality is needed by PDR to capture almost all of the savings. Recall that G5 is less efficient than the EPA’s 2011 best-practices target for data centers. Therefore, the current direction of technological evolution curve will lead to clusters that are perfectly poised to exploit PDR.

From these results we estimate that a system with 800K servers (e.g., Google) would be able to save about $6.5M per year, if network latency were ignored. From our earlier simulations, we conclude that at least two-thirds of these savings should be achievable with acceptable client-server distances.

The X models use nonlinear energy curves, based on different server hardware
types, and treat the infrastructure power as varying with load. We see substantial savings with these models, demonstrating that the nlp router will work with clusters whose energy characteristics do not match the simpler models from Google’s data center study. \textit{X3} has the highest absolute savings among our models, more than $16M for 800K servers. The server energy curve used in this model is quite different from most other curves we have studied (see §3.2.2, and figures 3-3 and 3-2). Its idle server power is 47\% of peak, but power jumps rapidly, reaching 80\% of peak by the time cluster utilization is 0.2. The high savings for \textit{X3} are the result of \textit{nlp} aggressively pushing clusters to either a utilization of 0.0, or as close to 1.0 as possible.

All the \textit{D} models achieve similar savings. This shows that the DSS block size\textsuperscript{9} is not important. As long as DSS exists, idle power is low and PDR can exploit that. The absolute savings (about $5.5M for 800K servers) are lower than with \textit{G5} because DSS has very good energy efficiency characteristics, so baseline energy costs are low.

The \textit{E} models represent cutting edge clusters. The highest percentage savings are achieved by the \textit{E2} model, which represents cluster designs that will not become common for another five to ten years.

Since PDR’s effectiveness varies so widely, is there a way to predict if a system can extract meaningful savings using PDR? We asserted earlier that systems whose energy curves have higher EPG and EAP scores would be able to extract more savings from PDR than systems with lower scores. Recall that these metrics are a measure of energy proportionality. Therefore, to gauge the usefulness of PDR to a new system, we can measure the energy-vs-utilization curve, and calculate the EPG or EAP score (see figure 6-1 for our models’ scores).

We ran a number of simulations to determine how well these metrics predict savings. Figure 6-13 shows a scatterplot of absolute savings versus energy model EPG scores. The simulations with the unconstrained \textit{nlp} routers represent the maximum possible PDR savings. A linear function fits these results well. Thus we can predict absolute savings using a linear function of the EPG score. The \textit{radial} router results represent a sub-optimal router constrained by moderately strict performance goals.

\textsuperscript{9} The number of servers DSS turns on or off in discrete units.
Figure 6-13: Simulations with different energy models, geo-distributions, and time periods show that the EPG score is a good predictor for absolute savings (per 10K servers).

Figure 6-14: Simulations with different energy models, geo-distributions, and time periods show that the EAP score is a good predictor for relative savings.

The radial router’s savings lie below the nlp line but exhibit a similar relationship to EPG scores. Even with performance constraints, we can use EPG to predict savings.

While the EPG score can predict absolute savings, the EAP score can predict relative savings. Figure 6-14 shows a scatterplot of percentage savings versus model EAP scores. We see that a quadratic curve fits this data well, for EAP values below 1. Recall that the EAP metric is specified so that the power curve $P(u) = u$ has a score of 1.
Figure 6-15: 39-month energy costs for several cluster distributions, with the G6 model. The first four distributions place all servers in one cluster. Even with two clusters, PDR can yield a meaningful cost reduction.

6.6 Different Geo-Distributions

In the previous sections, we have not seen any notable differences between simulations that used Akamai’s server geo-distribution and those simulations that used a synthetic 5-cluster distribution. In this section we investigate over a hundred geo-distributions.

We start by asking the question: how many clusters does one need to leverage PDR? Companies like Akamai and Google spread their servers across many data centers, but others, like Microsoft, use a small number of primary sites (on the order of 3). If PDR can only extract meaningful savings when there are 5 or more clusters, its utility will be limited.

Figure 6-15 summarizes simulation results for five geo-distributions. The synthetic distributions shown here were based on what we know to be popular data center locations\textsuperscript{10}. We see that PDR can extract meaningful savings even with only two clusters (one on the east coast and one in the mid-west). However, in this case the latency characteristics can be quite bad, worse than having a single cluster in the mid-west. Without distance constraints, PDR will shuffle clients between both coasts to take advantage of inexpensive energy. With four or more clusters, we find that the maximum savings (with the G6 model) are around 14%, and that savings of about

\textsuperscript{10} The exact cluster locations: IL is near Chicago; CA is near Palo Alto; NY is near Buffalo; TX is near Abilene.
Figure 6-16: 39-month energy costs for the least expensive market and several cluster distributions, with the E2 model. When three or more clusters exist, the \textit{nlp} router can lower costs below the least expensive market.

9\% can be achieved within acceptable performance bounds.

In these simulations, placing all the servers in the least expensive market (IL) resulted in the lowest electricity cost. We find, however, that with more energy proportional clusters it is possible to beat the least expensive market by using multiple clusters and PDR.

Figure 6-16 shows the results for the E2 energy model. Recall that this is our most energy efficient model. With two clusters, energy costs with \textit{nlp} match Illinois, the least expensive market. With five clusters, \textit{nlp} achieves costs that are 10\% below Illinois’s costs. As before, however, performance is worse than when a single cluster in Illinois is used. We have found it impossible to beat the least expensive market with tight performance constraints. We do find that if distances are allowed to be moderately high, the five cluster distribution can match Illinois. In contrast, the Akamai distribution never comes close to Illinois. This is because too much of Akamai’s capacity lies in expensive markets.

We have extensively explored the impact of geo-distribution on savings. Figure 6-17 summarizes simulation results for over a hundred different geo-distributions. Our electricity price database contains prices for 28 locations and we generated geo-distributions that spread servers evenly across subsets of these locations. The number of clusters ranged from 2 to 28. Some geo-distributions were generated randomly,
Figure 6-17: Simulation results for over a hundred different server geo-distributions, with between 2 and 28 clusters. The results are from one year costs, and compare the costs of a radial router (1000km threshold) with the cost unaware variant. All these simulations used the G6 energy model.

others were generated using heuristics\textsuperscript{11}, and some were picked by hand.

We can see from figure 6-17a that with 5 or more clusters, the savings level off. The best possible distribution has seven clusters and savings above 11\% (recall that this is with performance constraints in place). With a small number of clusters, savings vary widely, but savings of 7\% or higher are frequently achievable.

Figure 6-17b illustrates that clusters need to be spread out geographically, but not spread out too much. When they are too close together, there are fewer market price differentials to exploit. When they are too far apart, the router’s distance constraint is too limiting.

We conclude that PDR does not require prior planning to be useful. Existing geo-distributions should be able to reduce their energy costs, as long as there are a moderate number of clusters and performance constraints are not too strict.

\section*{6.7 Accounting for Complex Network Costs}

A reduction in a system’s electric bill may be overshadowed by an increase in its network usage costs. By redirecting traffic to regions with low energy costs, PDR may
\footnote{\textsuperscript{11} e.g., start with a geo-distribution picked by hand and iteratively remove hubs to minimize the sum of the pairwise market price variances.}
be increasing the system’s network costs by sending traffic to regions where bandwidth is expensive. Thus far, we have assumed that a cluster’s per bit network cost is independent of its traffic volume, and that costs are equal everywhere.

However, there can be large differences between costs charged by different network providers at different locations, and sometimes by the same provider over time. Network costs often overshadow energy costs. For instance, network bandwidth costs for Akamai exceed their energy costs, and thus their system is aggressively optimized to account for locational variation to reduce overall network costs. Moving away from such a system’s default assignment of clients to clusters, in order to reduce energy costs, could increase the system’s network costs.

We cannot therefore ignore network costs in our analysis. The complication is that network cost details are considered to be proprietary information by companies. Our treatment of network costs in this dissertation will be relatively abstract.

In our analysis, we consider how the introduction of a 95/5 network billing model, a typical scheme used by ISP’s, affects energy savings. In 95/5 billing, prices are usually set per network port: traffic is divided into five minute intervals and the 95-th percentile traffic volume is used for billing. We will discuss 95/5 billing in more detail in chapter 7.

Our simulation approach is to estimate 95-th percentiles from the observed Akamai traffic data, and then to constrain the radial router so that it does not increase any location’s 95-th percentile. We modified the radial algorithm from figure 6-3 as follows: the routing loop starts by initially setting the cluster capacity constraints to their 95-th percentile values; once all the clusters have been saturated, these constraints are reset to the actual capacities, and the routing loop continues.

Figure 6-18 shows how savings were affected once we introduced this additional bandwidth constraint into our simulations. We see that adding 95/5 constraints caused energy savings to drop down to about a third of their earlier values.

The good news, however, is that these savings are reductions in energy cost without any increase in network costs. By jointly optimizing network and energy costs, it should be possible to acquire part of the economic value represented by the difference
between savings with and without 95/5 constraints. Later (in §7.6), we discuss how to modify the earlier optimization framework to incorporate complex network billing models, such as 95/5 billing.

### 6.8 Imperfect Knowledge

What happens when a router’s knowledge of cluster costs is imperfect? This could happen because of inaccurate energy models; because it takes enough time for new routes to be deployed that the electricity prices have changed by the time the routes are in place; or because of market inefficiencies that cause delays in price propagation.

In order to analyze the effect of imperfect knowledge on savings, we constructed some simulations in which the router saw artificial prices that deviated from the actual market prices. Market prices were still used to calculate system costs. We ran some control simulations in which the router was given a randomly generated number every time it asked the database for a price. We also investigated the effect of delaying prices, so that the router saw the previous hour’s prices, or the previous day’s prices. Finally, we used static prices that did not vary in time. One set of static prices used the 39-month average price for each location. Another set used a partial order of prices, assigning a ‘price’ of 1 to the location with the lowest average market price, a price of 3 to the location with the highest average, and a price of 2 to all other locations. Finally we picked a set of prices that ordered the locations inversely, so that the actual highest-cost location had the lowest artificial price.
Figure 6-19: Simulation results when the electricity prices seen by the router deviated from actual prices (Akamai geo-distribution, 24-day raw traffic traces, and G9 model). In some simulations prices were delayed so that the router saw hour-old or day-old prices. In other simulations the router was passed randomly generated prices. We also passed in artificial prices that did not vary in time: the mean price for a location (ave); a partial order (part); and prices that ordered locations inversely (inv).

Figure 6-19 summarizes the results of several simulations. There are two sets of simulations: those that used distance constraints and those that did not. In all the cases, the routers that saw the true market prices had the lowest costs.

Optimization based on static prices works surprisingly well. When using either the average or the partial-order prices more than half the maximum savings can be captured. This implies that statically ranking clusters and slowly optimizing routes is still a good strategy for reducing operating costs. The partial order worked better than using average prices. Inverse static prices resulted in the router exceeding the cost unaware router.

Static optimization will be easier to implement. However, optimizing hourly captures the economic value of transient price differentials. This value may just be a few percentage points, but in large systems a few percentage points can represent millions of dollars in annual energy costs.

Delaying prices eliminates most of the savings achieved beyond the static optimization. Even a single hour’s delay has a big impact. Once price delays reach 6 hours, savings more or less stabilize at the static optimization level. A 24 hour delay is special, because market prices exhibit some hour-of-day correlation.
Summary

In this chapter we built upon earlier parts of the dissertation to quantitatively estimate the monetary savings that should be achievable through PDR. We conclude that today’s cutting-edge systems should be able to reduce their electric bills by about 8% (or $300K annually for every 100K servers) without an appreciable impact on network latencies. If latencies are not a concern, then the potential savings rise to around 15% (or $750K annually per 100K servers). Older systems can also benefit, but their savings could be about half this. Furthermore, network cost concerns may reduce savings to about a third of these values. After exploring the sensitivity of our results to several different modeling factors, we are confident that these projected savings are realistic.
Chapter 7.

Other Considerations

We have made a number of simplifying modeling assumptions to make the earlier analysis tractable. In this chapter, we revisit some of these assumptions and discuss the implications of relaxing them. We also touch upon some extensions of our work.

We first describe complications caused by existing electricity billing contracts (§7.1) and whether we should expect market prices to remain unaffected by power-demand routing (§7.2). We then explore how a distributed system can actively engage with the power grid, instead of reacting to market prices (§7.3). Following that we discuss how our PDR optimization framework (chapter 2) can be augmented to model partially replicated systems (§7.4) and multihomed clusters (§7.5). We then describe how to integrate more realistic network cost models into our optimization framework (§7.6). Finally, we conclude by linking our work on energy cost differentials to resource pricing in multi-tenant clouds (§7.7).

7.1 Existing Electricity Contracts

In this dissertation, we assume that power bills are proportional to energy consumption and indexed to hourly market prices. Additionally, we assume that the decisions of server operators will not affect market prices.

The strength of this approach is that we can use historical price data to quantify how much money would have been saved had one used PDR. In reality, however,
achieving these savings would probably require a renegotiation of existing utility contracts. Furthermore, using PDR to move power-demand between regions may affect market prices (we will cover this in the following section).

It is safe to say that most current contractual arrangements would reduce the potential savings below what our analysis indicates. That said, server operators should be able to negotiate deals that allow them to capture at least some of this value.

Data center owners often sign long-term contracts with power producers, bypassing the wholesale market and guaranteeing a fixed electricity price over the duration of the contract (e.g., Google’s recent 20-year commitment to buy wind power in Iowa [72]). Even with fixed-rate contracts, cost differentials may exist between different data centers and these differentials should be exploited with PDR. Our earlier simulation results show that optimizing with static prices is still useful (§6.8).

Furthermore, even when a data center operator is buying electricity at a fixed rate, they may not be able to ignore spot prices in the regional wholesale market. When market prices are above the private contract’s rate, an opportunity cost exists: the system could shift its power-demand to another location and resell the freed power in the local market, netting a profit. In fact, Google has explicitly stated that they will resell the wind power they have bought in the regional spot market [72]. In this case, their motivation is to encourage renewable energy, by contracting more power than they can use, but one can easily imagine adding PDR to the mix.

Companies such as Akamai and Facebook that rent spaces in multi-tenant facilities will almost certainly have to negotiate a new billing structure to obtain any advantage from our approach. Electricity charges in most multi-tenant facilities are based on provisioned power capacity, not on the amount of electricity used. Akamai, for example, pays by the rack, and each rack has a maximum power rating. We speculate that as energy costs rise relative to other costs, it will be in the interest of data center owners to charge based on consumption and possibly indexed to spot market prices. There is evidence that network bandwidth costs are falling, but energy costs are not.
Utilities throughout the US are increasingly offering wholesale-indexed bills. For example, in the mid-west RTO Commonwealth Edison offers a *Real-Time Pricing* program [4]. Customers enrolled in it are billed based on hourly consumption and corresponding wholesale PJM-MISO locational market prices. We expect that similar metered power bills will become common in data centers as well.

Moving away from fixed-rate contracts is appealing to electricity providers because this transfers risk to consumers. When electricity prices rise, the additional burden can be passed on. In 2001, the Pacific Gas & Electric company filed for bankruptcy because it was tied to fixed-rate contracts and had to buy electricity at a higher rate than it could sell to consumers.

Studies with residential consumers have also shown that metered bills benefit consumers. The Department of Energy conducted a year-long study with metered real-time-pricing and concluded that homeowners who participated saved approximately 10% on their electricity bills [26]. The homes in the study were outfitted with software that automatically cut consumption when prices rose, e.g., by automatically lowering thermostats to levels specified by the individual homeowners.

In contrast to residential consumers, distributed systems have more flexibility and so can benefit more from metered billing. Using PDR they can quickly reduce power in a location where prices are rising. We therefore advocate that these systems should embrace market price volatility, instead of avoiding it with long-term contracts.

If metered contracts are not available, server operators may be able to sell their load-flexibility through a side-channel like *demand response*—as discussed later (§7.3)—bypassing inflexible contracts.

### 7.2 Impact on Market Prices

We assume that shifting power-demand from one location to another does not affect market prices in either location. This sort of price-taking assumption is common in economic analysis.

We have reason to believe that prices will remain unaffected. The energy con-
sumption of a data center is a small fraction of the total electricity flowing over the grid. Large data centers have power capacities on the order of 10MW. In comparison, New York state had an average demand of over 18GW in 2009, with a summer peak that almost reached 31GW [34].

On the other hand, there are two clear cases where PDR will affect prices. First, data centers have very high power densities compared to homes. This concentrated consumption can cause congestion on the grid [25] and if data centers were to rapidly ramp their power up or down, they could cause localized disturbances that affect prices. Second, prices will be affected if the power-demand being shifted represents the marginal load in the region, i.e., if adding that load to the region will require the activation of an additional power plant or if removing it will allow a running plant to be shut down.

Furthermore, if many data centers in a region implement PDR, a collective herding behaviour could emerge, with the different systems shifting their demand in sync. Even when one operator’s power-demand is not enough to affect prices, when multiple operators move in concert the aggregate demand could be large enough to affect prices.

If circumstances are such that the price-taking assumption begins to break down, operators should decouple routing policy from market prices and actively engage with the grid operators, as described in the next section.

7.3 Actively Engaging with the Grid

Recall that Regional Transmission Organizations (RTO’s) manage different parts of the power grid. An RTO provides a central authority that sets up and directs the flow of electricity between generators and consumers over the grid. RTO’s decide which power plants are active at any given time, based on the demand load and an auction between power producers and consumers that sets market prices (§5.2).

Some RTO’s allow consumers to participate in these auctions by bidding negawatts (negative demand, or load reductions). The Federal Energy Regulatory Commission has recently directed regional operators in the US to value a negawatt at the market
price of a megawatt of additional production [74]. Under California’s Proxy Demand Resources program, a consumer who can turn off 100MW or more of power on a moment’s notice is treated as if they could generate 100MW of electricity [73].

Distributed systems with energy proportional clusters can be far more flexible than traditional consumers: operators can quickly and precipitously reduce power usage at a location (by suspending servers, and routing requests elsewhere). The current generation of data centers will not cross the 100MW threshold for California’s program, but data centers may grow to this level in time, or multiple data centers could coordinate and bid as an aggregate entity, or the 100MW threshold could be lowered in the future.

The best strategy for constructing auction bids is not obvious. Recall that a geographically distributed system will be participating in multiple market auctions simultaneously. A discussion of bidding strategies is beyond the scope of this dissertation.

Alternatively, a distributed system could enroll its clusters in triggered demand response programs, agreeing to reduce its power usage in a region in response to a request by that region’s RTO. Load reduction requests are sent out when electricity demand is high enough to put grid reliability at risk, or rising demand requires the imminent activation of expensive/unreliable generation assets. The advance notice given by the RTO can range from days to minutes. Participating customers are compensated based on their flexibility and load.

Demand-response variants exist in every market we cover in this dissertation and are seen as increasingly important tools to improve grid efficiency [108]. For example, Texas has been increasing its use of wind power, and one cold still day in 2008 the state’s power grid went into emergency mode (the wind wasn’t blowing and homeowners cranked up their heat). By cutting power—about 1.1GW within 10 minutes—to demand-response participants the Texas RTO was able to continue without any problems [27].

Small consumers can also be aggregated into large blocs that reduce load in concert. This is the approach taken by EnerNOC, a company that collects many consumers, packages them, and sells their aggregate ability to make on-demand reduc-
tions to the RTO. A package of hotels could, for example, reduce laundry volume in sync to ease power demand on the grid. Even consumers using as little as 10kW (a few racks) can participate in such programs.

EnerNOC’s network has sprung into action multiple times this year, responding to plant failures and abnormally high demands due to a heat wave [69]. In June 2010, two power plants failed in New England and energy prices momentarily spiked to $1,000/MWh. EnerNOC’s network was able to coordinate some 1,000 assets and reduce demand by 380MW. Later, in response to similar failures in the mid-west, EnerNOC was able to reduce load by 2.5GW.

There is anecdotal evidence that data centers have participated in demand response programs [25]. However, the applicability of demand response to single data centers is not widely accepted. Participating data centers may face additional downtime or periods of reduced capacity. Conversely, when we look at large distributed systems, participation in such programs is attractive. Especially when the barriers to entry are so low—only a few racks per location are needed to construct a multi-market demand response system in coordination with aggregators like EnerNOC.

However, the fact that the distributed system operator is giving up some control to the RTO may cause problems. We have ignored what happens when an operator is told to reduce power consumption at a location, when there is a concentration of active clients nearby. In systems like Akamai, demand is generally predictable, but there will be heavy traffic days that are impossible to predict. As with auctions, a discussion of demand response strategies is beyond the scope of this dissertation.

We speculate that there exists a spectrum of achievable savings, depending on the degree to which server operators interact with RTO markets. As we have demonstrated earlier, operators can passively exploit spot market price-differentials and reduce costs. Operators should be able to increase their savings by selling their ability to reduce load in the day-ahead market auctions and real-time demand-response programs. The good thing about selling flexibility as a product, is that this is valued even where wholesale markets do not exist. It even works if price-differentials don’t exist (e.g. fixed price contracts or in highly regulated markets).
7.4 Partial Replication

The PDR optimization framework we presented in chapter 2 assumed that the system was fully replicated at all its clusters. This assumption is accurate for large web services, such as search, and greatly simplifies our analysis. In practice, however, systems tend to be only partially replicated, e.g.: user data is replicated at multiple clusters, but not at all clusters; so a request may be serviced by more than one cluster, but not by any cluster [37]. In this section we show how to adapt our framework to take partial replication into account.

Our model of partial replication is based on the common practice of *sharding*. The data the service depends on—a set of objects or database records—is partitioned. Each partition is referred to as a *shard*, and is replicated at multiple locations. Ideally, objects are distributed so that a request has access to all the data it needs at a single location. Thus, requests with read-only operations involve only one cluster. When an operation mutates an object, the changes need to be propagated to the other replicas. We ignore write propagation here, assuming the request stream is dominated by read-only requests. 6:1 read-write ratios have been reported for services like Facebook [40].

Not all shards are replicated at every cluster. For instance, *gmail* replicates user data at two locations [99]; and Yahoo’s PNUTS data platform is designed to maintain multiple replicas [51]. The policy used to partition objects into shards and to determine how shards are distributed varies by service. Shards may be generated and spread out randomly; a goal could be to balance load across clusters; locality to users that own objects in those shards could be considered. The process of finding a good shard distribution can be formulated as a dynamic optimization problem [37].

When we constructed the PDR model earlier, we based it on a bipartite flow graph. The optimization goal was to find the minimum cost flow in that graph. Sticking with this strategy, we model partial replication by constructing a more complicated graph. The new optimization is to find the minimum cost flow in the new graph. Figure 7-1 shows an example of this new graph, and we describe its features below.

Earlier we had one set of nodes representing ingress points, and one set of nodes
representing clusters. Suppose the system has \( n' \) non-overlapping shards. We start by splitting the request streams based on the shard for which they are destined. Instead of one node per ingress, we now have \( n' \) nodes per ingress, one for each shard (the shard-ingress nodes).

Between these nodes and the cluster nodes, we then add a layer of shard nodes. A node for shard \( k \) is added before cluster \( j \) iff shard \( k \) is replicated at cluster \( j \) in the system. The shard nodes express the partial replication characteristics of the system; we can continue to model link latency and cluster energy as before. We may need to add capacity constraints for the shard nodes, if the hardware at a cluster is statically partitioned among shards.

Note that although partial replication complicates the problem, it can still be solved using the optimization methods we used earlier.

We can extend this further, to model the case where not all requests are identical. If there are \( m' \) classes of requests, each shard-ingress node in figure 7-1 will explode into \( m' \) nodes, one for each request class. Different request classes may have different resource requirements or different latency SLA’s. SLA’s can continue to be modeled by labeling edges with latency constraints. However, cluster capacity and energy consumption can no longer be modeled by simply using constraints and properties at the cluster notes. More complicated cost functions will need to be constructed.
7.5 Multihomed Clusters

Our basic PDR model assumes that each cluster is connected to a single Internet Service Provider (ISP). In practice, multihomed clusters are common [115, 61]. Connecting to multiple networks: makes clusters more robust, capable of surviving network failures; can reduce cost, through ISP peering agreements; and can improve performance, by allowing for more direct routes to clients.

However, when connected to multiple networks, a cluster is billed for network usage by multiple entities. Each connection will have an independent cost function, proportional to the traffic volume on that connection. The system operator may also own some network infrastructure, resulting in some zero-cost connections. Additionally, systems that drive a significant amount of Internet traffic may be able to negotiate peering arrangements with ISP’s, possibly resulting in other zero-cost links. Some regional providers may also provide transit for free to large companies (e.g., Akamai). Finally, even if all connections are charged using the same pricing function, if they use P95 billing (see §7.6) the composite network cost function cannot be expressed using the earlier bipartite graph model.

In the basic PDR model, the routing problem is to decide where to send requests. With multihomed clusters, not only must one decide between clusters, one must also determine the best path to a cluster. Different path choices could lead to substantially different network costs [115].

Furthermore, earlier we had assumed that network links are overprovisioned (or, equivalently, that the cluster’s capacity is reached before the network link becomes overloaded). This allowed us to avoid including link capacity constraints in our model. However, when connected to multiple ISP’s, links may have asymmetric capacities. This could be because of different kinds of network connections (e.g., DS3 45 MBps vs. OC3 155 MBps), or because of peering agreements that limit rates. Therefore, we should include link capacity constraints in the multihomed cluster model.

To adapt our formulation of PDR to handle multihoming, we convert the earlier bipartite graph problem to a slightly more complicated graph. As shown in figure 7-2,
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Figure 7-2: Modeling multihomed clusters with a modified flow graph.

we add a node for each network connection at a cluster; clusters do not share these intermediary nodes. The cluster’s network cost is now the sum of the individual ISP costs. Each link may also be labeled with a capacity constraint. It is easy to see how the partial replication graph (§7.4) can also be modified in this way.

Note that an ISP may not provide transit to all routes, choosing instead to only advertise some subset of Internet routes to a cluster. Therefore not all ingress points will necessarily have connections to all ISP’s.

7.6 Complex Network Cost Models

Previously, we modeled a cluster’s network cost as a linear function of the cluster’s traffic volume. This model significantly simplifies the optimization problem, but can be inaccurate. In this section we examine more realistic network cost models based on how ISP’s typically bill their clients for network usage. However, as we note later in this section, optimizing using the earlier simplified cost model has been shown to be reasonably effective in reducing network costs, for a related traffic engineering problem.

We only discuss network costs in broad strokes here. Bandwidth prices paid by large distributed systems to their ISP’s are considered proprietary information. We are not aware of any public disclosures that provide specific information about the geographic and temporal variation in bandwidth prices. In our discussions with the operators of large systems, we have gathered that ISP prices in the public domain differ substantially from actual prices privately negotiated between large system op-
erators and their ISP’s. We rely on the literature and on second-hand information from researchers at Akamai and Microsoft.

Network costs are an important contributor to data center costs, and there may be large differences between costs levied by different network providers, and sometimes on the same network provider over time. Bandwidth costs are significant for Akamai, and thus their system is aggressively optimized to reduce network costs. Changing Akamai’s current assignments of clients to clusters could increase its network costs. Presently, the portion of Akamai’s data center rents attributable to energy is less than but still a significant fraction of the cost of bandwidth. The relative cost of energy versus bandwidth has been rising, primarily due to decreases in bandwidth prices.

Akamai does not view network bandwidth prices as being geographically differentiated. In some instances, a company as large as Akamai can negotiate contracts with carriers on a nationwide basis. Smaller regional providers may provide transit for free. However, the network cost at a location for Akamai is often a non-linear function of the network traffic volume at that location—a function of the 95-th percentile traffic volume—as described later.

More generally, system operators rent links from one or more ISP’s for each cluster (or rent network ports in multi-tenant spaces)\(^1\). Rental charges for a link are levied at the end of a billing period (e.g., a month) and are a function of the traffic volume signal during that entire period. One consequence of this is that we may not be able to optimize for each hour independently (an online approach); the optimization may need to be conducted over the entire billing period (an offline approach, based on traffic expectations).

The cost is typically defined in terms of a non-decreasing function \((F)\) of the charging volume \((\nu)\):

\[
c = F(\nu)
\]

\(F\) may be a piece-wise linear function of \(\nu\) or it may be a step function (different

\(^1\) In this discussion, we ignore the case where operators own their own network infrastructure. Owned links can be modeled as being zero-cost, or a more complete model can account for downstream ISP transit costs. If necessary, we can account for downstream costs by expanding the flow graph, adding intermediate nodes as we did to account for multihomed clusters.
prices for different volume ranges) [61]. Charging volume \( \nu \) is a function of the traffic signal over the billing period. Different approaches for calculating \( \nu \) can result in very different network cost functions. Two common approaches are:

**Total-volume based charging** : the charging volume is defined as the total traffic volume over the billing period. In this case, we can optimize each hour independently, iff the minimum value of \( F(\sum \nu_t) \) is the same as the minimum value of \( \sum F(\nu_t) \) over the traffic optimization’s set of feasible choices for the \( w_{i,j} \). This property of \( F \) is true if it is a linear function of \( \nu_t \), i.e. if the marginal cost-per-bit is constant.

**Percentile-volume based charging** : the charging volume is defined in terms of a statistical property of the traffic signal. A typical scheme uses the 95-th percentile traffic volume as \( \nu \) (95/5 or P95 billing). The ISP tracks traffic volume for every non-overlapping 5-minute interval, and uses the 95-th percentile volume\(^2\). One motivation for this model is to tolerate bursty traffic. Since the top 5% intervals are ignored, the system operator may occasionally raise the traffic on a link, without affecting network cost.

In the case of percentile-based \( \nu \) or complicated forms of \( F \), the optimization must be solved offline—instead of deriving optimal weights for an hour, we must derive the optimal weight vector \([W_t]\) for the entire billing period. Others have developed efficient algorithms to optimize the network costs of multihomed clusters with P95 billing [61], a related problem. That work can be leveraged to build an offline PDR mechanism that works with P95 network billing. The offline algorithm will need expected traffic volumes for every hour, and the weight vector \([W_t]\) will minimize expected cost.

Accurately predicting traffic volume for every hour is a hard problem; it is easier to derive good 95-th percentile goals for every cluster for every hour. We can then optimize hourly, using our basic approach, but adding these 95-th percentile goals as

\(^2\) Precisely: the ISP sorts the volume samples, and uses the sample ranked \( \lceil 0.95x \rceil \) (\( x \) is the total number of samples in a billing period). With 5-minute samples, and a 30 minute interval, the sample ranked 8208-th is used.
cluster capacity constraints. This is the approach we took earlier, when we simulated Akamai’s P95 capacity constraints (§6.7).

Note that with P95 billing, we can add traffic to a cluster without increasing network cost, as long as we do not increase the monthly 95-th percentile. P95 billing allows for 36 hours in a month during which we can exceed constraints based on 95-th percentiles without affecting cost. We can use heuristics to determine when it is okay to burst past these constraints. In this way, we can construct an online solution that approximately minimizes cost in the presence of P95 network billing. This is similar to a proposed online approach for minimizing network costs for multihomed clusters [61]. A more drastic approach is to reformulate the PDR optimization problem as an online stochastic control problem, to apply optimal control theory techniques.

There is some evidence that this complexity may not be necessary, and that the network cost function presented in our basic formulation—while not accurate—will work reasonably well in practice. In a recent paper, researchers from Microsoft tackled a problem similar to PDR [115]. Given a large system with multihomed clusters, they explored ways to jointly optimize network cost and performance. Although some details differ—in particular, they did not account for energy costs—their problem setup is similar enough to our own that some of their conclusions apply. Importantly, they had access to network billing data for a large system, so they were able to do the sort of in-depth network cost analysis that we cannot.

Their strategy, like ours, was to consider traffic during a short period (minutes or hours) and to jointly optimize for latency and the network pseudo cost. The pseudo cost at a cluster was defined as $F(vol)$, where $vol$ was the traffic volume. They did not compare this approach to the optimal solution, but they did compare it to pure-bandwidth and pure-performance optimizations, and concluded that optimizing for pseudo cost performed well as strategy for driving down actual costs.

In summary, it is worth keeping in mind that network costs in real systems may prove so problematic that either sequential optimization will be necessary (we know operators such as Akamai have effective but proprietary network cost optimization mechanisms), or we will have to accept sub-optimal solutions.
7.7 Valuing Resources in Clouds

With the rise of web-based computing and the computing-as-a-utility model, many companies are renting out their infrastructure to third-party applications. Examples include Amazon’s EC2, Google’s AppEngine and Microsoft’s Azure platform. Tenant applications are billed by the resources they consume: computation cycles, network I/O and storage.

How much does it cost a cloud provider to perform one unit of work on behalf of a hosted application? How much does it cost Amazon to handle a single client request on behalf of a hosted web application?

Cost depends on the location where the request is serviced. We have already established that marginal service costs can differ radically with location and in time. Large cloud providers (Amazon and Google) will already need to absorb their fixed costs. They need to build multiple data centers, and keep machines up and running, to support their own primary services. The cost to them of performing some incremental work on behalf of a hosted application will be dominated by the marginal cost, mainly the cost of the additional joules they consume.

By charging fixed resource prices, as they currently do, while being able to decide where to buy electricity, cloud providers are missing an opportunity. With a price structure that embraces energy cost diversity, and by using a cost-conscious replication strategy, cloud providers could increase their margins or lower their prices.

Hosted applications care about how much they are charged and what performance their users receive. Infrastructure providers could build energy cost differences into some pricing plans, allowing buyers to make trade-offs. For example, free applications should always be hosted in the lowest cost locations, capacity permitting. Additionally, some buyers may be willing to pay premiums for regionally optimized performance. The Boston Globe’s website, having regionally concentrated demand, values proximity, and could be billed to compensate for elevated electricity prices.

These ideas can also be mapped to content distribution networks. For instance, a CDN provider could charge a premium for hosting content in expensive markets.
Chapter 8.

Greener Systems

Not all joules are created equal. In power pools, like the grid, that aggregate electricity from diverse providers, the environmental impact per joule varies in time and space. Sometimes more wind power is available, for example. Other times, more of the energy is being generated using coal.

Power-demand routing works best when different locations have unequal costs and those costs vary in time in an uncorrelated manner. When we express cluster costs in terms of their environmental footprints, we see the sort of cost variation that PDR can productively exploit.

Therefore, rather than attempting to minimize the dollar cost of the energy consumed, a service operator may instead choose to use power-demand routing with an environmental cost function (e.g., carbon cost). In this chapter we show how to construct such cost functions and project how well this approach would perform in practice. This chapter is more speculative than our earlier work with electricity markets because we lack ground-truth data.

The first half of this chapter discusses why pollution may vary in space and time. The second half describes some carbon cost functions that can be used with PDR to reduce a system’s carbon footprint.
8.1 Generation and Pollution

Electricity is generated in a number of ways and the different generation processes release pollutants in dissimilar ways. To determine the environmental impact of a system—its carbon emissions, for example—it is not enough to count the total energy consumed. We need to track how the energy used at each cluster was produced. The carbon intensity at a location is the average CO$_2$ pollution generated per unit of energy consumed there (grams of CO$_2$ per kWh). When we know the cluster consumptions and carbon intensities, we can calculate the overall emissions for which the system is responsible. In this dissertation we focus exclusively on CO$_2$ emissions, but other air pollutants are also associated with electricity generation (e.g., sulfur and nitrogen oxides, linked to acid rain; and methane, a potent greenhouse gas).

Power Generation Methods. Most power plants produce electricity by using thermal energy to turn turbines. Nuclear and coal-fired plants produce steam and use it to drive the blades of giant turbines. Combined cycle gas turbines use the expanding gases produced by a natural gas combustion reaction to drive their turbines, then use the waste heat for secondary steam-powered turbines. Hydroelectric power plants use gravity, pushing their turbines with water falling from elevated reservoirs. Wind farms use giant turbines whose blades are kept pointed into the wind using computer-controlled motors.

The EPA provides average emission intensities for the different kinds of power plants [24]: e.g., on average natural gas-fired generation releases 515 gCO$_2$/kWh; and coal-fired generation releases almost double that, 1020 gCO$_2$/kWh. We assume that nuclear, hydro, wind and solar power account for no pollutant emissions$^1$.

For individual power plants, one can acquire emissions intensity data that is more accurate than these averages. In the US, fossil fuel power plants above a threshold

$^1$ This is not true if we do a lifecycle analysis. Wind turbine construction involves a considerable amount of energy and raw material extraction. The uranium mining and enrichment process also results in substantial CO$_2$ emissions, in addition to the issue of disposing of spent nuclear fuel. When a dam is built, large amounts of vegetation may be trapped under the water, eventually decay, and release methane.
### Table 8-1: Annual average 2005 carbon emissions and generation fuel mixes for some different states.

<table>
<thead>
<tr>
<th>State</th>
<th>Emissions (gCO₂/kWh)</th>
<th>Generation source (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>overall</td>
<td>non-baseload</td>
</tr>
<tr>
<td>CA</td>
<td>328</td>
<td>491</td>
</tr>
<tr>
<td>CO</td>
<td>854</td>
<td>733</td>
</tr>
<tr>
<td>FL</td>
<td>598</td>
<td>614</td>
</tr>
<tr>
<td>IL</td>
<td>697</td>
<td>903</td>
</tr>
<tr>
<td>NY</td>
<td>369</td>
<td>691</td>
</tr>
<tr>
<td>TX</td>
<td>600</td>
<td>507</td>
</tr>
<tr>
<td>WA</td>
<td>409</td>
<td>604</td>
</tr>
</tbody>
</table>

The generation profile of the US is dominated by coal. Coal plants produced almost 50% of US electricity in 2008. Nuclear plants produced about 20%. Natural gas turbines provide 21%. Oil based power plants, the dirtiest of the fossil fuel plants, are also used but provided less than 0.5% of the total. Hydroelectric plants accounted for a little under 7%. Electricity from other renewable sources (wind, solar, biomass, geothermal, etc.) accounted for a little over 4% of the total. Renewables are growing, and of these wind power has the most momentum.

**Carbon Intensity Variability.** In power pools, like the grid, that aggregate electricity from diverse providers, the carbon intensity varies in time and space, depending upon what generating assets are active and how much power they are each contributing to the pool. The combination of fuels being used to supply the grid is often referred to as the *fuel mix*.

Regional differences in generation profiles give rise to geographic variation, differentiating a system’s clusters from one another. Figure 8-1 tabulates information for some states (the *baseload* power covers the minimum daily demand, as we describe later). Different states can have very different profiles: Colorado generates 72% of its...
electricity from coal, while Washington generates 71% of its electricity using hydro-electric plants. Wind power has been ramping up since 2005, and some estimates put it above 4% for Texas in 2009.

Because demand for electricity fluctuates, not all power plants are continuously active. Daily demand typically follows a bell-curve-like shape with its peak in the late afternoon, and the exact shape varies by season (e.g., winter demand has two peaks) [52]. The minimum daily demand (about 35-40% of maximum demand) is covered using baseload power plants that run all the time. Typically coal, nuclear and hydroelectric plants are used for this purpose. When load is at high levels, peaking power plants are activated. The power plants used for this purpose must be able to ramp up production quickly and vary their output by the minute. These plants are typically active 10-15% of the time in regions like New York, or they may only operate a few hours per year. Natural gas, oil and hydroelectric plants are commonly used for this purpose. Between base and peak load, other generators are activated as needed. These intermediate-load power plants run 30-60% of the time. Wind and solar power is intermittent, but whenever such power is available it can be used to deactivate some intermediate or peaking plants.

As we noted during our discussion of wholesale electricity markets (chapter 5), the market auction may also play a part in determining which intermediate and peaking power plants are activated. Plants that are willing to provide power at lower prices than others will tend to be activated first.

When consuming power at a single site, these activation dynamics will cause temporal variation in that site’s carbon intensity. The variation occurs at multiple time scales, e.g., seasonal (is there water to power hydro systems), weekly (what are the relative prices of various fossil fuels), and hourly (is the wind blowing).

Since carbon intensity differentials exist, both in time and space, we can adapt PDR to shrink carbon footprints. Rather than attempting to minimize the dollar cost of the energy consumed, we now use a carbon cost function. In the sections that follow, we show how to construct such cost functions and speculate on how well PDR would perform in practice.
8.2 Carbon Cost Functions

We use cost functions that measure CO$_2$ emissions. We assume a linear relationship between total pollution and emission intensity and assume that intensity is independent of cluster energy consumption. Thus cost at a location is:

$$\text{CO}_2 \text{ emissions} \approx \text{energy consumption} \times \text{carbon intensity}$$

The advantage of this approach is that the above formula is analogous to the monetary cost function we used in chapter 6. Instead of electric bills we are now calculating emissions; and instead of electricity market prices, we are now using carbon intensities. Linearity assumptions are widely used to estimate emissions\(^2\).

However, as in the case of our earlier price-taking assumption (§7.2), there are situations in which this linearity assumption will deviate from the ground truth. For instance, if the power-demand being shifted represents the marginal load on the grid, the shift will cause the activation or deactivation of a power plant. This could lead to a step change in the carbon intensity.

A more accurate alternative approach is to ignore carbon intensity and instead use the *marginal* carbon cost, the change in carbon emissions as we add or remove load in the region. In order to do this, one would have to coordinate with the RTO. Existing demand response programs offer precedents for such coordination (§7.3). In this dissertation, we restrict ourselves to the simpler linear approach.

8.2.1 Annual Average Intensities

Different locations have different annual average intensities. Figure 8-1 lists averages provided by the EPA for some US states. We can construct cost functions for each location with these values as constant multipliers. This will direct PDR to try to exploit geographic variations in pollution rates, but will ignore any temporal variation.

To investigate how well this would perform, we ran some simulations similar to\(^2\) e.g., the use of emissions factors in reporting of national greenhouse gas inventories.

\(^2\) e.g., the use of emissions factors in reporting of national greenhouse gas inventories.
Figure 8-2: Normalized costs and carbon emissions from simulations with static carbon cost functions, the Akamai geo-distribution, the 24-day traffic trace, and the G6 energy model. In both graphs, the left-most pair of bars represent routing policies unaware of carbon costs and market prices; and the right-most bar shows the nlp router set up to optimize for market prices instead of carbon.

We see that the market-price-based PDR policies already have smaller carbon footprints than the price-unaware policies. When the nlp router is unconstrained and optimizes using prices, we see a 7% reduction in CO\(_2\) emissions. This is partly because PDR’s load skewing improves the system’s energy efficiency. Another factor is California, which has both the second-cheapest energy and the cleanest energy in this set of locations.

Carbon-based optimization shrinks footprints even further. When the nlp router is unconstrained and optimizes for CO\(_2\) emissions, we see an almost 12% reduction in emissions. When the nlp router is constrained to provide comparable performance to Akamai’s policy, it still manages to cut the CO\(_2\) emissions by a little over 8%. In an 800K server system, every 1% cut in CO\(_2\) emissions is roughly equivalent to taking 725 cars off the road\(^3\).

\(^3\) From our simulation results: the Akamai routing policy results in annual emissions of 4.7 \(\times\) 10\(^6\) kgCO\(_2\), or about 905 cars worth of emissions, for every 10K servers. However the G6 model represents a system with advanced energy efficiency, with a PUE of 1.3 and peak server power of only 150W.
Reducing the system’s CO$_2$ emissions, however, results in a monetary cost to the system operator. We can see this by comparing the two unconstrained $nlp$ routers in the figure. When $nlp$ optimizes for prices, it can cut bills by 15%, but when it optimizes for carbon, bills fall by only 10%. At the same time, the carbon optimization cuts emissions by about 12%, while the price optimization cuts emissions by about 7%. In this case the trade-off between emissions and bills is about 125€/kgCO$_2$. This is orders of magnitude more expensive than the price of carbon offsets in emissions trading markets [7]. Consequently, it seems that a system operator’s best strategy is to buy emissions credits and optimize for energy bills.

8.2.2 Wind Power

Wind turbines do not output a constant amount of electricity over time. Wind power is thus characterized by variability on many time scales: seasonal, daily, hourly, even minute-to-minute variations. Studies of wind power [70] have found that there can be a distinct seasonal variation (e.g., summer production being consistently lower than winter production). Weather fronts and sunlight variations can lead to diurnal patterns. During a day there can be long lulls when power drops to zero, or power can ramp up quickly, doubling in a matter of hours, and fall just as fast [70, 42].

At the same time, wind power is growing in importance. In November 2009, wind farms produced more than half the electricity in Spain [104]. About 20% of generation in Western Denmark is from wind [70]. And while wind in the US currently provides less than 5% of the power, the Department of Energy is targeting a growth curve that will increase it to 10% by 2020 and to 20% by 2030 [57]. In California, utilities are required to generate 33% of their electricity from renewable sources by 2030 [63].

Whenever wind power is being produced, we should take advantage of it, since it releases no pollution. To do this, we can use the following cost function with PDR:

\[
\text{emissions} \approx (1 - \text{wind fraction}) \times \text{energy consumption} \times \text{carbon intensity}
\]

(we measured 250W peaks at Akamai). So 1% could represent much higher CO$_2$ emissions.
Where the wind fraction varies in time and is the share of total power being provided by wind turbines. The carbon intensity is the location’s annual average.

To calculate the wind fraction, a data center using grid power may be able to use wind power forecasts provided by the grid operators. Many RTO’s in the US (e.g., CAISO, MISO, and ERCOT) have provided wind power forecasts since 2008 [46]. These range from forecasts for several days ahead to real-time forecasts.

Alternatively, a data center operator may have a private contract with a wind farm (e.g., as Google does [72]). In this case, the operator will have access to a real-time signal of how much wind power is being produced.

It is easy to see how this approach can be generalized to other forms of intermittent renewable power, such as solar.

8.2.3 Real-Time Pollution Data

In theory we should be able to calculate the instantaneous carbon intensity for the grid. The RTO’s know which power plants are active and what fraction of grid electricity each plant is providing. By combining this information with data from power plant sensors, or power plant emission models, one could derive a time-varying carbon intensity function.

This kind of instantaneous carbon intensity data is available in some locations. For example, one can get access to real-time emissions data for the UK national grid [17, 3]. AMEE is a web services company that helps track and measure carbon consumption [3]. For the UK, AMEE determines the instantaneous fuel mix on the grid, calculates a weighted average CO$_2$ emissions rate for each 5 minute period, and streams the data to its customers.

If one had access to these kinds of emissions signals for multiple locations, one could easily use them with our optimization framework. Unfortunately, these signals are only available in a few places and, where they are available, the spatial resolution is quite low (e.g., AMEE’s data computes an intensity for the entire UK). Furthermore, it is not clear how accurate these numbers are. Studies have shown that there are inaccuracies in the power plant CO$_2$ estimation methodology used by the US
government: data sets from different government agencies do not agree [36].

Looking at the current trends in the energy sector, we expect that real-time carbon intensity data will eventually be available, be accurate and have a high enough spatial resolution to be usable by PDR implementations.

### 8.2.4 Extrapolating from Grid Load

In the meantime, we describe a way to construct *pseudo* carbon intensity functions—approximations of the true intensity functions—that vary in time and in space. Our construction relies on a real-time signal that is routinely provided by grid operators: the current demand load in a region. We transform that load signal into an emissions estimate by using a regional model.

The idea is to coarsely model the dynamic that different sets of power plants will be active at different load levels. In regions with nuclear or hydro baseload power and natural gas turbines that activate at higher loads, the carbon intensity rises at higher loads. On the other hand, in a region with coal baseload power instead of nuclear, the carbon intensity falls at higher loads, because natural gas is cleaner than coal. In figure 8-1, we see that some US states use baseload power that is cleaner than non-baseload power (e.g., WA and CA), while others use baseload power that is dirtier (e.g., coal-heavy states CO and TX).

Our model divides power plants into two groups: baseload and non-baseload. For each region, three model parameters are required: an average baseload level ($L_B$ in kWh), the average carbon intensity for baseload power ($CI_{base}$), and the average carbon intensity for non-baseload power ($CI_{nonbase}$). The pseudo carbon intensity is specified as a function of current load $L_t$:

$$pCI(L_t) = \frac{\max(L_t - L_B, 0) \times CI_{nonbase} + \min(L_B, L_t) \times CI_{base}}{L_t} \quad gCO_2/kWh$$

Any fraction of load above the average baseload is assumed to be powered using none-baseload resources; and when load is below $L_B$, we assume that only baseload power is being used (this is the reason for the $\max$ and $\min$ terms).
Figure 8-3: Normalized load and $pCI$ values for two regions with different generation profiles. Power in Illinois gets dirtier at higher loads, the opposite of what happens in Texas. The load signals are aggregate loads for the local RTO and are each localized to their RTO’s maximum.

We use the EPA’s annual averages (figure 8-1) for the $CI$ parameters. The EPA data gives the non-baseload $CI$ and an overall $CI$. By processing the historical load data for a RTO and calculating the average fraction of non-baseload power, we can derive $CI_{base}$. However, the model parameters need not remain constant in time. For instance, the average summer baseload for a region is likely to be more than the average winter baseload.

Figure 8-3 shows load and $pCI$ for two US states during some recent summer days. Note that although the load signals are highly correlated, the $pCI$ signals are negatively correlated. Both regions selected for this figure have similar overall emissions rates. Generation in Illinois is split between nuclear and coal (both around 48%). Thus as load rises, coal is used more, making the power dirtier on average. In contrast, baseload in Texas is coal, and higher loads are mostly handled using natural gas. Thus as load in Texas rises, more gas is used, and energy gets cleaner on average.

It is also worth noting that expected demand signals are also available, so we can easily calculate and optimize using near-future $pCI$ expectations. Additionally, the $pCI$ functions can be combined with the earlier wind-based cost functions.
Summary

In this chapter we argued that power-demand routing could be used to reduce a system’s environmental footprint. We provided evidence that environmental costs vary across clusters and in time, in a manner that PDR can productively exploit. We focused on optimizing for CO$_2$ emissions and noted that we expect RTO’s to provide real-time carbon intensity data streams in the future. Until that happens, we showed that approximate carbon intensity functions can be constructed and used to rank a system’s clusters based on the *greenness* of their energy.
Chapter 9.

Related Work

We leverage a large body of related work in this dissertation. Most of that work has already been cited inline. In this chapter we describe some related work that we did not get a chance to cover earlier.

Power-demand routing precursors.  An early proposal advocated ‘following the moon’, a primitive form of PDR. A cloud provider with data centers at several geographical locations, it was posited, could transfer applications from the side of the world in daylight to the dark side of the planet, where power would be cheaper [94, 113]. Network latency was not viewed as an important concern.

A technique recently implemented by Google is also closely related to PDR. Google has begun operating a data center in Belgium that has no chillers and relies on external air for cooling. On days that are too warm for this sort of air cooling, Google plans to shut down equipment in this data center and shift load to other data centers [9].

Related Traffic Engineering Projects.  Although not much work has been done on optimizing system energy costs, there exists a body of work related to ours that has investigated how to jointly optimize for bandwidth costs and performance. Goldenberg et al [61] proposed a method to optimize network cost and performance for multihomed users. They developed algorithms to optimize for 95/5 network costs, among other cost models, using an optimization framework similar to ours. Zhang et al [115] described a method to jointly optimize for performance and bandwidth
costs in the sort of geo-distributed systems we study. Their optimization framework is similar to ours, but they focus on multihomed systems, and do not include energy costs. Finally, Agarwal et al [37] described a method to optimize the placement of objects and replicas (or shards) in a large geo-distributed cloud service.

**Energy Costs and Carbon Footprints.** Closely related to PDR is the recent work of Le et al [79, 80]. They offer a general optimization framework for minimizing energy costs and maximizing the usage of green energy in a multi-data-center system. This work is fairly new, comprising a workshop paper and a technical report, and our initial papers predate theirs. They model system aspects we do not (e.g., SLA’s) and their cost functions are composite cost functions that combine monetary and environmental costs. Parts of our optimization framework borrow from theirs. Unlike our real-time market model, however, they use a more simplistic bimodal on-peak/off-peak price model and a very simple linear energy model.
Chapter 10.

Conclusion

A great deal of contemporary research is concerned with increasing the energy efficiency of servers and large disturbed systems by reducing their energy consumption. In this dissertation we charted out a new—but complementary—direction, exploring another aspect of efficiency. Our approach promises to increase economic efficiency by preferentially using the least expensive energy, and environmental efficiency by preferentially using the greenest energy.

We proposed power-demand routing (PDR); offered a traffic engineering framework that clarifies the trade-offs between energy costs, network costs, and performance goals; and described algorithms that could be used to implement PDR. We showed how routing policy could be coupled to signals from spot electricity markets and—through extensive market analysis, empirical modeling and simulation—we argued that existing systems could save millions annually by implementing PDR. The bounds derived in this dissertation should not be taken too literally. Our cost and traffic models are based on actual data, but they incorporate a number of simplifying assumptions. Despite the many caveats, it seems clear that the nature of geographical and temporal differences in the price of electricity offers operators of large distributed systems an opportunity to reduce the cost of servicing requests.

More generally, we focused on identifying factors that dictate the effectiveness of PDR. Systems may evolve in an unexpected direction, and their behaviour may deviate from the models we studied in this dissertation. Still, our work offers a
template for how to evaluate an actual system to determine whether PDR can be used to improve that system’s operational efficiency.

**Future Work**

Our work is foundational and thus a number of open questions remain. There is much potential for future work in this area. Some possible avenues are:

**Implementation.** In this dissertation we analyzed PDR using models and simulation. Clearly, the next step is to evaluate an implementation. We feel that the results of our analysis provide more than enough motivation to attempt an implementation.

**Prediction.** We assumed that the routing layer responds instantaneously to market price fluctuations, but our simulations show that response delays could diminish savings. Being able to accurately predict near-future prices may therefore be important in practice.

**Data Migration.** The partial replication model we discussed in chapter 7 assumes that shards remain fixed in space. However, if a system can predict that a location will experience an extended period of high energy costs (e.g., due to a heat wave) popular shards should be moved out of that region. The data migration problem has previously been studied in the context of performance alone [37]. Dealing with energy cost dynamics poses challenges but also promises benefits.

**Background Processing.** A significant fraction of the work in geo-distributed systems is not triggered by user requests. For instance web search infrastructures use background processes that rebuild search indices. Energy costs could play a role in deciding where to start these processes. Furthermore, for a long-running process, the system may benefit by periodically suspending and migrating the process to a different location, to exploit a cluster cost differential.
Interfacing with Power Producers. The operators of distributed systems can interact with power producers in many ways. This dissertation has focused on a relatively passive approach: operators are connected to a grid, monitor spot prices and react to favourable conditions. As we discussed in chapter 7, there are other mechanisms in place that service operators may be able to exploit. It is unclear which mechanism is the best option. Demand response is one possibility, but the associated transfer of control from the distributed system operator to the grid operator may cause complications. Another possibility is to bid negawatts in the electricity markets, but here the optimal bidding strategy is not obvious.

How to design a good interface between power producers and the operators of geo-distributed systems remains an open question. A good interface would allow producers to exploit the potential of space-shifting power consumption, to improve the efficiency of the grid, and at the same time allow server operators to extract considerable economic value from this relationship.

Weather Differentials. Data centers expend a lot of energy running air cooling systems, sometimes more than 30% of their total energy. In newer facilities, when ambient air temperatures are low enough, external air can be used to radically reduce the power draw of the chillers. At the same time, weather temperature differentials are common for some cluster geo-distributions. This suggests that significant energy savings can be achieved by dynamically routing requests to sites where the heat generated by serving the request is most inexpensively removed. Unlike price or carbon intensity differentials, which reduce cost or carbon but not energy, routing requests to cooler regions may also be able to reduce energy.

Multi-Tenant Clouds. Our work is also relevant to multi-tenant clouds, like Amazon’s EC2, where many independent applications co-exist, leasing server and storage resources on a shared geo-distributed infrastructure. We briefly touched upon the relevance of energy cost differentials to resource pricing in these clouds (§7.7), but our work in this area barely scratches the surface.
Final Thoughts

Our work started from the observation that we could dynamically displace a geo-replicated system’s power consumption in space by redistributing traffic. We showed how this process could be productively driven by volatile market prices and unstable carbon intensity signals, and described an approach for estimating the usefulness of this technique in a given scenario. We also noted that their ability to shift demand for power in this way set geo-replicated systems apart from other systems connected to the electric grid, and hinted at a promising symbiotic relationship between the grid and these replicated systems.

We believe that power-demand routing has the potential to extract substantial economic benefits for the operators of today’s massive geo-distributed systems, and—given current trends in system growth, data center technology and the energy sector—its utility will increase significantly in the future.
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