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Without data, nothing. Corpora are the critical data resources for computational linguistics, particularly in current times where data-driven methods have moved centre-stage. Since 2003, the key resource for Arabic has been Arabic Gigaword, created and distributed by the Linguistic Data Consortium (Graff 2003). It has regularly been updated and is now in its fifth edition. It contains exclusively newswire text.

In this paper, we present arTenTen, a web-crawled corpus of Arabic, gathered in 2012, and a member of the TenTen Corpus Family (Jakubíček et al. 2013). arTenTen comprises 5.8 billion words. It was crawled using Spiderling (Suchomel and Pomikalek 2012). It has been further carefully cleaned, including duplicate removal, using the JusText and Onion tools (Pomikalek 2011). We are currently (May 2013) in the process of tokenisation, lemmatisation and part-of-speech tagging arTenTen with the leading MADA tool version 3.2 (Habash and Rambow 2005; Habash et al. 2009). We will load arTenTen and its annotations into the Sketch Engine -- [http://www.sketchengine.co.uk](http://www.sketchengine.co.uk) -- a leading corpus query tool, where it will be available for all to investigate.

MADA’s in-context annotations are automatically converted into 30 features that are searchable in Sketch Engine. The features include the word in Arabic script and Buckwalter’s transliteration (Habash et al., 2007), its full diacritization, lemma (diacritized and undiacritized in Arabic script and in transliteration), stem, part-of-speech (POS), the full Buckwalter Analyzer tag (Buckwalter 2004), values and POS tags for four possible proclitic slots, the values of eight inflection features -- person, aspect, voice, mood, gender, number, state and case, enclitic value and POS tag, English gloss and whether the word had a spelling variation. The following is an example word ‘وَبِفِكْر’ and with the idea ‘and with an idea’ together with it 30 features:

Once arTenTen is fully encoded, we will compare it with Arabic Gigaword and an earlier web-crawled corpus available from Leeds University -- [http://corpus.leeds.ac.uk/internet.html](http://corpus.leeds.ac.uk/internet.html) -- (Sharoff 2006). We also plan to explore arTenTen’s composition in relation to Modern Standard Arabic and the dialects, using, amongst other things, Buckwalter and Parkinson’s Frequency Dictionary (2011) and the keywords method presented in (Kilgarriff 2012).

**References**

Buckwalter, T. Buckwalter Arabic Morphological Analyzer v2.0. LDC catalog number LDC2004L02.


