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Source sound in the room

Sound recovered from a bag of chips

Sound recovered from a plant

Ma-ry had a   li- ttle  lamb ...   (tones)

High-speed camera
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Figure 1: Recovering sound from video. Left: when sound hits an object (in this case, an empty bag of chips) it causes extremely small
surface vibrations in that object. We are able to extract these small vibrations from high speed video and reconstruct the sound that produced
them - using the object as a visual microphone from a distance. Right: an instrumental recording of ”Mary Had a Little Lamb” (top row) is
played through a loudspeaker, then recovered from video of different objects: a bag of chips (middle row), and the leaves of a potted plant
(bottom row). For the source and each recovered sound we show the waveform and spectrogram (the magnitude of the signal across different
frequencies over time, shown in linear scale with darker colors representing higher energy). The input and recovered sounds for all of the
experiments in the paper can be found on the project web page.

Abstract

When sound hits an object, it causes small vibrations of the ob-
ject’s surface. We show how, using only high-speed video of the
object, we can extract those minute vibrations and partially re-
cover the sound that produced them, allowing us to turn everyday
objects—a glass of water, a potted plant, a box of tissues, or a bag
of chips—into visual microphones. We recover sounds from high-
speed footage of a variety of objects with different properties, and
use both real and simulated data to examine some of the factors that
affect our ability to visually recover sound. We evaluate the quality
of recovered sounds using intelligibility and SNR metrics and pro-
vide input and recovered audio samples for direct comparison. We
also explore how to leverage the rolling shutter in regular consumer
cameras to recover audio from standard frame-rate videos, and use
the spatial resolution of our method to visualize how sound-related
vibrations vary over an object’s surface, which we can use to re-
cover the vibration modes of an object.

CR Categories: I.4.7 [Image Processing and Computer Vision]:
Scene Analysis—Time-varying Imagery;

Keywords: remote sound acquisition, sound from video, visual
acoustics

Links: DL PDF WEB

1 Introduction

Sound waves are fluctuations in pressure that travel through a
medium. When sound hits an object, it causes the surface of that
object to move. Depending on various conditions, the surface may
move with the surrounding medium or deform according to its vi-
bration modes. In both cases, the pattern of motion contains useful
information that can be used to recover sound or learn about the
object’s structure.

Vibrations in objects due to sound have been used in recent years
for remote sound acquisition, which has important applications in
surveillance and security, such as eavesdropping on a conversation
from afar. Existing approaches to acquire sound from surface vi-
brations at a distance are active in nature, requiring a laser beam or
pattern to be projected onto the vibrating surface.

A key observation in our work is that the vibrations that sound
causes in an object often create enough visual signal to partially
recover the sounds that produced them, using only a high-speed
video of the object. Remarkably, it is possible to recover compre-
hensible speech and music in a room from just a video of a bag of
chips (Figure 1, Figure 2).

Following this observation, we propose a passive method to recover
audio signals using video. Our method visually detects small vi-
brations in an object responding to sound, and converts those vibra-
tions back into an audio signal, turning visible everyday objects into
potential microphones. To recover sound from an object, we film
the object using a high-speed video camera. We then extract local
motion signals across the dimensions of a complex steerable pyra-
mid built on the recorded video. These local signals are aligned and
averaged into a single, 1D motion signal that captures global move-
ment of the object over time, which we further filter and denoise to
produce the recovered sound.

Our method typically does not recover sound as well as active tech-
niques for sound and vibration measurement, but it does provide a
few advantages. In particular, it does not require active lighting for
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textured objects and well-illuminated scenes (Figure 2), and does
not rely on additional sensors or detection modules other than a
high-speed video camera. It also does not require that the vibrating
surface be retroreflective or specular (as is often required by laser
microphones), and does not impose significant constraints on the
surface orientation with respect to the camera. Moreover, since our
method produces a spatial measurement of the sound (an estimated
audio signal at every pixel in the video), we can use it to analyze
sound-induced deformations of an object.

While sound can travel through most matter, not all objects and ma-
terials are equally good for visual sound recovery. The propagation
of sound waves in a material depends on various factors, such as the
density and compressibility of the material, as well as the object’s
shape. We performed controlled experiments where we measured
the responses of different objects and materials to known and un-
known sounds, and evaluated our ability to recover these sounds
from high-speed video using our technique.

We first describe our technique in detail and show results on a vari-
ety of different objects and sounds. We then characterize the behav-
ior and limits of our technique by looking at data from calibrated
experiments and simulations. Finally, we exploit the rolling shut-
ter of CMOS sensors to show how sound may be recovered using
regular consumer cameras with standard frame-rates.

2 Related Work

Traditional microphones work by converting the motion of an in-
ternal diaphragm into an electrical signal. The diaphragm is de-
signed to move readily with sound pressure so that its motion can
be recorded and interpreted as audio. Laser microphones work on
a similar principle but instead measure the motion of a distant ob-
ject, essentially using the object as an external diaphragm. This is
done by recording the reflection of a laser pointed at the object’s
surface. The most basic type of laser microphone records the phase
of the reflected laser, which gives the object’s distance modulo the
laser’s wavelength. A laser Doppler vibrometer (LDV) resolves the
ambiguity of phase wrapping by measuring the Doppler shift of the
reflected laser to determine the velocity of the reflecting surface
[Rothberg et al. 1989]. Both types of laser microphone can recover
high quality audio from a great distance, but depend on precise po-
sitioning of a laser and receiver relative to a surface with appropriate
reflectance.

Zalevsky et al. [2009] address some of these limitations by using
an out-of-focus high-speed camera to record changes in the speckle
pattern of reflected laser light. Their work allows for greater flexi-
bility in the positioning of a receiver, but still depends on recording
reflected laser light. In contrast, our technique does not depend on
active illumination.

As our approach relies on the ability to extract extremely subtle
motions from video, it is also related to recent work on magnifying
and visualizing such motions [Wu et al. 2012; Wadhwa et al. 2013;
Wadhwa et al. 2014; Rubinstein 2014]. These works focus on vi-
sualizing small motions, while in this paper we focus on measuring
such motions and using them to recover sound. The local motion
signals used in our work are derived from phase variations in the
complex steerable pyramid proposed by Simoncelli et al. [1992],
since these variations were shown to be well-suited for recover-
ing small motions in video [Wadhwa et al. 2013]. However, it is
also possible to compute the local motion signals using other tech-
niques. For example, classical optical flow and point correlation
methods were successfully used in previous work on visual vibra-
tion sensing [Morlier et al. 2007; D’Emilia et al. 2013]. In our case,
as our output is a 1D motion signal for a single vibrating object, we
are able to average over all pixels in an input video and handle ex-
tremely subtle motions, on the order of one thousandth of a pixel.
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Figure 2: Speech recovered from a 4 kHz video of a bag of chips
filmed through soundproof glass. The chip bag (on the floor on the
bottom right in (a)) is lit by natural sunlight only. The camera (on
the left in (a)) is positioned outside the room behind thick sound-
proof glass. A single frame from the recorded video (400 × 480
pixels) is shown in the inset. The speech “Mary had a little lamb
... Welcome to SIGGRAPH!” was spoken by a person near the bag
of chips. (b) and (c) show the spectrogram of the source sound
recorded by a standard microphone next to the chip bag, and the
spectrogram of our recovered sound, respectively. The recovered
sound is noisy but comprehensible (the audio clips are available on
the project web page).

3 Recovering Sound from Video

Figure 3 gives a high-level overview of how the visual microphone
works. An input sound (the signal we want to recover) consists of
fluctuations in air pressure at the surface of some object. These
fluctuations cause the object to move, resulting in a pattern of dis-
placement over time that we film with a camera. We then process
the recorded video with our algorithm to recover an output sound.

The input to our method is a video, V (x, y, t), of an object. In this
section we consider high speed video (1kHz-20kHz). Lower frame
rates are discussed in Section 6. We assume that the relative motion
of our object and camera is dominated by vibrations due to a sound
signal, s(t). Our goal is to recover s(t) from V .

We proceed in three steps. First, we decompose the input video
V into spatial subbands corresponding to different orientations θ
and scales r. We then compute local motion signals at every pixel,
orientation, and scale. We combine these motion signals through a
sequence of averaging and alignment operations to produce a single
global motion signal for the object. Finally, we apply audio denois-
ing and filtering techniques to the object’s motion signal to obtain
our recovered sound.

3.1 Computing Local Motion Signals

We use phase variations in a complex steerable pyramid representa-
tion of the video V to compute local motion.The complex steerable
pyramid [Simoncelli et al. 1992; Portilla and Simoncelli 2000] is
a filter bank that breaks each frame of the video V (x, y, t) into
complex-valued sub-bands corresponding to different scales and
orientations. The basis functions of this transformation are scaled
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Figure 3: We model the visual microphone as a system that operates on sound. Component A (Section 5.1) models an object’s response
to sound, and is purely physical—taking as input changes in air pressure, measured in Pascals, and producing physical displacement of the
object over time, measured in millimeters. The response of the object to the sound depends on various factors such as the sound level at the
object, and the object’s material and shape. A camera then records the object, transforming the physical displacements into pixel motions
in a video. Component B (Section 3, Section 5.2) is our spatiotemporal processing pipeline, which transforms the motions in the video back
into sound. The resulting 1D signal is unit-less, but is correlated with the input Pascals and can therefore be played and analyzed as sound.

and oriented Gabor-like wavelets with both cosine- and sine-phase
components. Each pair of cosine- and sine-like filters can be used to
separate the amplitude of local wavelets from their phase. Specifi-
cally, each scale r and orientation θ is a complex image that can be
expressed in terms of amplitude A and phase ϕ as

A(r, θ, x, y, t)eiϕ(r,θ,x,y,t). (1)

We take the local phases ϕ computed in this equation and subtract
them from the local phase of a reference frame t0 (typically the first
frame of the video) to compute the phase variations

ϕv(r, θ, x, y, t) = ϕ(r, θ, x, y, t)− ϕ(r, θ, x, y, t0). (2)

For small motions, these phase variations are approximately pro-
portional to displacements of image structures along the corre-
sponding orientation and scale [Gautama and Van Hulle 2002].

3.2 Computing the Global Motion Signal

For each orientation θ and scale r in the complex steerable pyramid
decomposition of the video, we compute a spatially weighted av-
erage of the local motion signals to produce a single motion signal
Φ(r, θ, t). We perform a weighted average because local phase is
ambiguous in regions that do not have much texture, and as a result
motion signals in these regions are noisy. The complex steerable
pyramid amplitude A gives a measure of texture strength, and so
we weigh each local signal by its (squared) amplitude:

Φi(r, θ, t) =
∑

x,y

A(r, θ, x, y)2ϕv(r, θ, x, y, t). (3)

Before averaging the Φ(r, θ, t) over different scales and orienta-
tions, we align them temporally in order to prevent destructive in-
terference. To understand why we do this, consider the case where
we want to combine just two orientations (x and y) from a single
spatial scale. Now, consider a small Gaussian vibrating in the direc-
tion y = −x. Here, changes in the phases of our x and y orientation
will be negatively correlated, always summing to a constant signal.
However, if we align the two phase signals (by shifting one of them
in time) we can cause the phases to add constructively. The aligned
signals are given by Φ(ri, θi, t− ti), such that

ti = argmax
ti

Φ0(r0, θ0, t)
TΦi(ri, θi, t− ti), (4)

where i indexes all scale-orientation pairs (r, θ), and Φ0(r0, θ0, t)
is an arbitrary choice of reference scale and orientation. A similar

correlation metric was used by [Liu et al. 2005] to cluster related
motions for motion magnification.

Our global motion signal is then:

ŝ(t) =
∑

i

Φi(ri, θi, t− ti), (5)

which we scale and center to the range [−1, 1].

3.3 Denoising

We further process the recovered global motion signal to improve
its SNR. In many videos, we noticed high energy noise in the lower
frequencies that typically did not correspond to audio. We address
this by applying a high pass Butterworth filter with a cutoff of 20-

100Hz (for most examples, 1/20 of the Nyquist frequency)1.

Our choice of algorithm for additional denoising depends on our
target application – specifically, whether we are concerned with ac-
curacy or intelligibility. For applications targeting accuracy we use
our own implementation of a technique known as spectral subtrac-
tion [Boll 1979]. For intelligibility we use a perceptually motivated
speech enhancement algorithm [Loizou 2005] that works by com-
puting a Bayesian optimal estimate of the denoised signal with a
cost function that takes into account human perception of speech.
All of the results we present in this paper were denoised automati-
cally with one of these two algorithms. Our results may be further
improved by using more sophisticated audio denoising algorithms
available in professional audio processing software (some of which
require manual interaction).

Different frequencies of our recovered signal might be modulated
differently by the recorded object. In section 4.3, we show how to
use a known test signal to characterize how an object attenuates dif-
ferent frequencies, then use this information to equalize unknown
signals recovered from the same object (or a similar one) in new
videos.

4 Experiments
We performed a variety of experiments to test our technique. All
the videos in this section were recorded indoors with a Phantom
V10 high speed camera. The setup for these experiments consisted
of an object, a loudspeaker, and the camera, arranged as shown in
Figure 4. The loudspeaker was always placed on its own stand sep-
arate from the surface holding the object in order to avoid contact

1For very noisy cases we instead apply this highpass filter to the
Φ(r, θ, t) signals before alignment to prevent the noise from affecting the
alignment.
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Figure 4: An example of our controlled experimental setup. Sound
from an audio source, such as a loudspeaker (a) excites an ordi-
nary object (b). A high-speed camera (c) records the object. We
then recover sound from the recorded video. In order to minimize
undesired vibrations, the objects were placed on a heavy optical
plate, and for experiments involving a loudspeaker we placed the
loudspeaker on a separate surface from the one containing the ob-
jects, on top of an acoustic isolator.

vibrations. The objects were lit with photography lamps and filmed
at distances ranging from 0.5 meter to 2 meters. In other experi-
ments we recover sound from greater distances without the aid of
photography lamps (e.g. Figure 2). Video frame rates are in the
range of 2kHz-20kHz, with resolutions ranging from 192x192 pix-
els to 700x700 pixels. Sounds were played at loud volumes ranging
from 80 dB (an actor’s stage voice) to 110 dB (comparable to a
jet engine at 100 meter). Lower volumes are explored in Section 5,
Figure 2, and additional experiments on our web page. Videos were
processed using complex steerable pyramids with 4 scales and 2
orientations, which we computed using the publicly available code
of Portilla and Simoncelli [2000]. Processing each video typically
took 2 to 3 hours using MATLAB on a machine with two 3.46GHz
processors and 32GB of RAM.

Our first set of experiments tested the range of frequencies that
could be recovered from different objects. We did this by playing
a linear ramp of frequencies through the loudspeaker, then seeing
which frequencies could be recovered by our technique. The sec-
ond set of experiments focused on recovering human speech from
video. For these experiments we used several standard speech ex-
amples from the TIMIT dataset [Fisher et al. 1986] played through
a loudspeaker, as well as live speech from a human subject (here
the loudspeaker in Figure 4 was replaced with a talking human).
Audio for these experiments and others can be found on the project
website. Our results are best experienced by listening to the accom-
panying audio files through headphones.

4.1 Sound Recovery from Different Objects/Materials

In this first set of experiments we play a ramp signal, consisting of a
sine wave that increases linearly in frequency over time, at a variety
of objects. Figure 5(a) shows the spectrogram of our input sound,
which increases from 100Hz to 1000Hz over 5 seconds. Figure 5(b)
shows the spectrograms of signals recovered from 2.2kHz videos of
a variety of objects with different material properties. The brick at
the top of Figure 5(b) is used as a control experiment where we
expect to recover little signal because the object is rigid and heavy.
The low-frequency signal recovered from the brick (see the spectro-
gram visualized for Brick in Figure 5(b)) may come from motion of
the brick or the camera, but the fact that this signal is very weak
suggests that camera motion and other unintended factors in the
experimental setup have at most a minor impact on our results. In

Fr
eq

ue
nc

y

1 2 3 4
0

200

400

600

800

1000

Fr
eq

ue
nc

y

1 2 3 4
0

200

400

600

800

1000

Kitkat bag

Foil container

Fr
eq

ue
nc

y

1 2 3 4
0

200

400

600

800

1000

Fr
eq

ue
nc

y

1 2 3 4
0

200

400

600

800

1000

Cardboard

Water

Fr
eq

ue
nc

y

1 2 3 4
0

200

400

600

800

1000

Brick

(b) Reconstructed sound
Time (sec)

(a) Input sound (played in the room)

Fr
eq

ue
nc

y

1 2 3 4
0

200

400

600

800

1000

Figure 5: Sound reconstructed from different objects and materi-
als. A linear ramp ranging from 100−1000Hz was played through
a loudspeaker (a), and reconstructed from different objects and ma-
terials (b). In Water, the camera was pointed at one side of a clear
mug containing water, where the water surface was just above a
logo printed on the side of the mug. Motion of the water’s sur-
face resulted in changing refraction and moving specular reflec-
tions. More details can be found on our project web page.

particular, while almost no signal is recovered from the brick, much
better signal is recovered from the other objects shown.

In almost all of our results the recovered signal is weaker in
higher frequencies. This is expected, as higher frequencies produce
smaller displacements and are attenuated more heavily by most ma-
terials. We show this more explicitly with data from a laser Doppler
vibrometer in Section 5. However, the decrease in power with



Sequence Method SSNR LLR Mean Intelligibility

Female speaker - fadg0, sa1
VM 24.5 1.47 0.72

LDV 28.5 1.81 0.74

Female speaker - fadg0, sa2
VM 28.7 1.37 0.65

LDV 26.5 1.82 0.70

Male speaker - mccs0, sa1
VM 20.4 1.31 0.59

LDV 26.1 1.83 0.73

Male speaker - mccs0, sa2
VM 23.2 1.55 0.67

LDV 25.8 1.96 0.68

Male speaker - mabw0, sa1
VM 23.3 1.68 0.77
LDV 28.2 1.74 0.76

Male Speaker - mabw0, sa2
VM 25.5 1.81 0.72

LDV 26.0 1.88 0.74

Table 1: A comparison of our method (VM) with a laser Doppler
vibrometer (LDV). Speech from the TIMIT dataset is recovered from
a bag of chips by both methods simultaneously. Both recovered sig-
nals are denoised using [Loizou 2005]. The recovered signals are
evaluated using Segmental SNR (SSNR, in dB) [Hansen and Pel-
lom 1998], Log Likelihood Ratio mean (LLR) [Quackenbush et al.
1988] and the intelligibility metric described in [Taal et al. 2011]
(given in the range 0-1). For each comparison, the better score is
shown in bold.

higher frequencies is not monotonic, possibly due to the excitement
of vibration modes. Not surprisingly, lighter objects that are easier
to move tend to support the recovery of higher frequencies better
than more inert objects.

4.2 Speech Recovery

Speech recovery is an exciting application of the visual micro-
phone. To test our ability to recover speech we use standard speech
examples from the TIMIT dataset [Fisher et al. 1986], as well as live
speech from a human speaker reciting the poem “Mary had a little
lamb,” in reference to the first words spoken by Thomas A. Edison
into the Phonograph in 1877. Additional speech experiments can
be found on the project website.

In most of our speech recovery experiments, we filmed a bag of
chips at 2200 FPS with a spatial resolution of 700×700 pixels. Re-
covered signals were denoised with a perceptually motivated speech
enhancement algorithm [Loizou 2005], described in section 3.3.

The best way to evaluate our reconstructed speech is to listen to
the accompanying audio files, available on our project website. In
addition to providing these audio files, we also evaluate our re-
sults using quantitative metrics from the audio processing commu-
nity. To measure accuracy we use Segmental Signal-to-Noise Ratio
(SSNR) [Hansen and Pellom 1998], which averages local SNR over
time. To measure intelligibility we use the perceptually-based met-
ric of Taal et al. [2011]. For our results in Table 1 we also include
Log Likelihood Ratio (LLR) [Quackenbush et al. 1988], which is
a metric that captures how closely the spectral shape of a recov-
ered signal matches that of the original clean signal. Finally, our
results can be evaluated visually by looking at the spectrograms of
our input speech and recovered signals, shown in Figure 6.

Up to the Nyquist frequency of our videos, the recovered signals
closely match the input for both pre-recorded and live speech. In
one experiment, we captured a bag of chips at 20,000 FPS and were
able to recover some of the higher frequencies of the speech (Fig-
ure 6, bottom right). The higher frame rate resulted in reduced ex-
posure time and therefore more image noise, which is why the re-
sulting figure is noisier than the results at 2200Hz. However, even
with this added noise, we were able to qualitatively understand the
speech in the reconstructed audio.

We also compare our results to audio recovered by a laser Doppler
vibrometer (Table 1). Our method recovered audio that was com-
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Speaker fadg0 mccs0 mabw0

Clip sa1 sa2 sa1 sa2 sa1 sa2

SSNR w/o Eq. 33.2 29.7 29.8 30.4 19.6 30.7
SSNR with Eq. 35.9 33.2 30.1 31.8 20.9 27.8

Table 2: We use a known ramp signal to estimate the transfer co-
efficients for a bag of chips. We then use these transfer coefficients
to equalize new unknown signals recovered from the same bag. a)
One frame from a video of the bag of chips. b) The recovered ramp
signal we use to compute transfer coefficients. c) The log transfer
coefficients (set to 1 outside the range of frequencies in our ramp).
The table shows SSNR for six speech examples with and without
the equalization. Spectral subtraction is applied again after equal-
ization, as boosting attenuated frequencies tends to boost noise in
those frequencies as well. Note that the denoising method SSNR
values reported here are different from Table 1, as our equalization
focuses on accuracy over intelligibility (see text for details).

parable to the laser vibrometer when sampled at the same rate as
the video, as measured by the intelligibility metric. However, the
LDV required active lighting, and we had to affix a piece of retro-
reflective tape on the object for the laser to bounce off the object
and go back to the vibrometer. Without the retro-reflective tape, the
quality of the vibrometer signal was significantly worse.

4.3 Transfer Functions and Equalization

We can use the ramp signal from Section 4.1 to characterize the (vi-
sual) frequency response of an object in order to improve the quality
of signals recovered from new observations of that object. In the-
ory, if we think of the object as a linear system, Wiener deconvo-
lution can be used to estimate the complex-valued transfer function
associated with that system, and that transfer function could then
be used to deconvolve new observed signals in an optimal way (in
the mean squared error sense). In practice however, this approach
can be highly susceptible to noise and nonlinear artifacts. Instead,
we describe a simpler method that first uses the short time Fourier
transform of a training example (the linear ramp) to calculate fre-
quency transfer coefficients at a coarse scale, then equalizes new
observed signals using these transfer coefficients.

Our transfer coefficients are derived from the short time power
spectra of an input/output pair of signals (like the ones shown in
Figure 5). Each coefficient corresponds to a frequency in the short
time power spectra of the observed training signal, and is computed
as a weighted average of that frequency’s magnitude over time. The
weight at every time is given by the short time power spectrum of
the aligned input training signal. Given that our input signal con-
tains only one frequency at a time, this weighting scheme ignores
nonlinear artifacts such the frequency doubling seen in Figure 2(b).

Once we have our transfer coefficients we can use them to equalize
new signals. There are many possible ways to do this. We apply
gains to frequencies in the short time power spectra of the new sig-
nal, then resynthesize the signal in the time domain. The gain we
apply to each frequency is proportional to the inverse of its corre-
sponding transfer coefficient raised to some exponent k.
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Figure 6: Speech recovered from a bag of chips. Recorded Speech (top three rows): We play recordings of three speakers saying two different
sentences from the TIMIT dataset [Fisher et al. 1986] through a loudspeaker near a bag of chips. We then recover audio from a 2, 200Hz,
700×700 video of the bag of chips (see table 2(a)) for a representative frame) and display the spectrograms of both the input audio and the
recovered signal. Live Speech (bottom row): In a separate experiment, a male speaker recites the nursery rhyme “Mary had a little lamb...”,
near the same bag of chips. We display the spectrograms of audio recorded by a conventional microphone next to the spectrograms of the
audio recovered from video of the bag of chips using our technique. Results were recovered from videos taken at 2, 200Hz, 700× 700 pixels
(bottom left), and 20 kHz, 192× 192 pixels (bottom right). Input and recovered audio clips can be found on the project web page.

Figure 2 shows the results of applying an equalizer derived from a
chip bag to speech sequences recovered from the same object. In
the absence of noise, k would be set to 1, but broad spectrum noise
compresses the range of the estimated transfer coefficients. Using a
larger k can compensate for this. We manually tuned k on one of the
female speech examples, then applied the resulting equalizer to all
six speech examples. Since this equalization is designed to improve
the faithfulness of a recovered signal rather than the intelligibility
of speech, we use spectral subtraction for denoising and SSNR to
evaluate our results.

Note that calibration and equalization are optional. In particular,
all of the results in this paper outside of Table 2 assume no prior
knowledge of the recorded object’s frequency response.

5 Analysis

In this section, we provide an analysis that helps predict when and
how well our technique works, and estimate the scale of motions
that we are able to recover. At a high level, our method tries to
infer some input sound s(t) by observing the motion it causes in
a nearby object. Figure 3 outlines a series of transformations de-
scribing this process. A sound, s(t), defined by fluctuations in air

pressure over time, acts on the surface of an object. The object then
moves in response to this sound, transforming air pressure into sur-
face displacement. We call this transformation the object response,
A. The resulting pattern of surface displacement is then recorded
with a camera, and our algorithm, B, transforms the recorded video
into a recovered sound. Intuitively, our ability to recover s(t) will
depend on the transformations A and B. In this section we char-
acterize these transformations to help predict how well the visual
microphone will work in new situations.

5.1 Object Response (A)

For each object we recorded motion in response to two signals in
a calibrated lab setting. The first was a 300Hz pure tone that in-
creased linearly in volume from [0.1-1] Pascals (RMS) (˜57 to 95
decibels). This signal was used to characterize the relationship
between volume and object motion. To get an accurate measure
of volume we calibrated our experimental setup (the loudspeaker,
room, and position of the object being tested) using a decibel meter.
Figure 7 (b) shows the RMS motion of different objects as a func-
tion of RMS air pressure in Pascals (at 300Hz). From this graph we
see that for most of the objects we tested, the motion appears to be
approximately linear in sound pressure. For each object we tested



crabchips greenteabox tissue foiltogo kitkat afoil rose foamcup chobani teapot

1 2 3 4 5 6 7 8 9 10

x 10
5

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Volume (RMS μPa)

D
is

pl
ac

em
en

t (
R

M
S 

μ
m

)

Frequency (Hz)

D
is

pl
ac

em
en

t (
R

M
S 

m
 d

B
)

200 400 600 800 1000 1200 1400 1600 1800 2000

0

crabchips
greenteabox
tissue
foiltogo
kitkat
afoil
rose
foamcup
chobani
teapot

(80dB) (93dB)

(b) Motion vs. sound volume (c) Frequency responses

62.4
41.1
32.9
20.6
21.6
24.6
10.6
8.6
1.2
1.1

Measured displacement
increase rate ( m/Pa)

(a) Displacement coefficients at 300Hz

Figure 7: Object motion as function of sound volume and frequency, as measured with a laser Doppler vibrometer. Top: the objects
we measured, ordered according to their peak displacement at 95 dB, from left (larger motion) to right (smaller motion). (b) The RMS
displacement (micrometers) vs RMS sound pressure (Pascals) for the objects being hit by a calibrated 300Hz sine wave linearly increasing
in volume from 57 decibels to 95 decibels. Displacements are approximately linear in Pascals, and are all in the order of a micrometer (one
thousandths of a millimeter). (c) The frequency responses of these objects (Power dB vs frequency), based on their response to a ramp of
frequencies ranging from 20Hz to 2200Hz. Higher frequencies tend to have weaker responses than lower frequencies. Frequency responses
are plotted on a dB scale, so the relative attenuation of higher frequencies is quite significant.

one or more additional frequencies and saw that this relationship
remained linear, suggesting that we may model the object response
A as a linear time invariant (LTI) system.

Our second test signal was a ramp signal similar to the one used
in Section 4.1, with frequencies in the range of 20Hz to 2200Hz.
Modeling A as an LTI system, we used this ramp signal to recover
the impulse response of that system. This was done by deconvolv-
ing our observed ramp signal (this time recorded by a LDV) by our
known input using Wiener deconvolution. Figure 7 (c) shows fre-

quency responses derived from our recovered impulse responses2.
From this graph we see that most objects have a stronger response
at lower frequencies than higher frequencies (as expected), but that
this trend is not monotonic. This agrees with what we observed in
Section 4.1.

We can now express the transformation A in the frequency domain
as multiplication of our sound spectrum, S(ω), by the transfer func-
tion A(ω), giving us the spectrum of our motion, Dmm(ω):

Dmm(ω) ≈ A(ω)S(ω) (6)

The magnitude of the coefficient A(ω) for an object corresponds to
the slope of its respective volume vs. displacement curve (like the
ones shown in Figure 7(b)) at frequency ω.

5.2 Processing (B)

The relationship between object motion Dmm and pixel displace-
ment, Dp, is a straightforward one given by the projection and sam-
pling of a camera. Camera parameters like distance, zoom, viewing
angle, etc., affect our algorithm’s input (the video) by changing the
number of pixels that see an object, np, the magnification of pixel
motion (in mm/pixel), m, and the noise of captured images, σN .

2The frequency responses shown here have been smoothed to remove
noise and intelligibly display all ten on one graph. Responses may also be
affected by the responses of the room and speaker.

The relationship between object motion and pixel motion can be
expressed as:

Dp(ω) = Dmm(ω)×m× cos(θ) (7)

where θ is the viewing angle of our camera relative to the object’s
surface motion and m is the magnification of our surface in mm

pixel
.

Through simulations we also studied the effect of the number of
pixels imaging an object (np), the amplitude (in pixels) of motion
(Dp(ω)), and image noise (given by standard deviation σn), on the
SNR of our recovered sounds. The results of these simulations
(available on our webpage) confirmed the following relationship:

σS(ω)

σN (ω)
∝∼ |Dp(ω)|

√
np

σn
, (8)

which shows how the signal to noise ratio increases with motion
amplitude and the number of pixels, and decreases with image
noise.

To confirm this relationship between SNR and motion amplitude
with real data and to test the limits of our technique on different
objects, we conducted another calibrated experiment like the one
discussed in Section 5.1, this time using the visual microphone in-
stead of a laser vibrometer. In this experiment, the camera was
placed about 2 meters away from the object being recorded and ob-
jects were imaged at 400×480 pixels with a magnification of 17.8
pixels per millimeter. With this setup, we evaluated SNR (dB) as a
function of volume (standard decibels). For sufficiently large am-
plitudes of pixel displacement, our recovered signal becomes ap-
proximately linear in volume (Fig. 8(a)), confirming the relation-
ship given in Equation 8.

To give a sense of the size of motions in our videos, we also es-
timated the motion, in pixels, for each of the of the correspond-
ing videos using phase-based optical flow [Gautama and Van Hulle
2002]. We found these motions to be on the order of one hundredth
to one thousandth of a pixel (Fig. 8(b)).
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Figure 8: The signal-to-noise ratio of sound recovered from video
as a function of volume (a), and the absolute motion in pixels (b),
for several objects when a sine wave of varying frequency and vol-
ume is played at them.

6 Recovering Sound with Normal Video Cam-
eras using Rolling Shutter

One limitation of the technique presented so far is the need for
high speed video. We explore the possibility of recovering audio
from video filmed at regular frame rates by taking advantage of the
rolling shutter common in the CMOS sensors of most cell phones
and DSLR cameras [Nakamura 2005]. With rolling shutter, sensor
pixels are exposed and read out row-by-row sequentially at differ-
ent times from top to bottom. Compared to uniform global shutters,
this design is cheaper to implement and has lower power consump-
tion, but often produces undesirable skewing artifacts in recorded
images, especially for photographs of moving objects. Previously,
researchers have tried to mitigate the effect of rolling shutter on
computer vision problems such as structure-from-motion [Meingast
et al. 2005] and video stabilization [Grundmann et al. 2012]. Ait-
Aider et al. [2007] used rolling shutter to estimate the pose and
velocity of rigid objects from a single image. We take advantage of
rolling shutter to effectively increase the sampling rate of a camera
and recover sound frequencies above the camera’s frame rate.

Because each row in a sensor with rolling sensor is captured at dif-
ferent times, we can recover an audio signal for each row, rather
than each frame, increasing the sampling rate from the frame rate
of the camera to the rate at which rows are recorded (Fig. 9). We
can fully determine the mapping of the sensor rows to the audio
signal by knowing the exposure time of the camera, E, the line de-
lay, d, which is the time between row captures, the frame period T ,
the time between frame captures, and the frame delay, D (Fig. 9).
The rolling shutter parameters can be taken from the camera and
sensor specs, or computed (for any camera) through a simple cali-
bration process [Meingast et al. 2005], which we also describe on
our project web page. We further assume a forward model in which
an object, whose image is given by B(x, y), moves with coher-
ent fronto-parallel horizontal motion described by s(t), and that the
motion reflects the audio we want to recover, as before. If we as-
sume that the exposure time E ≈ 0, then the nth frame In taken by
the camera can be characterized by the equation

In(x, y) = B(x− αs(nT + yd), y). (9)

We use this equation to produce a simulation of rolling shutter.

If we assume that the yth row of B has sufficient horizontal texture,
we can recover s(nT + yd) using phase-based motion analysis. If
the frame delay, the time between the capture of the last row of one
frame and the first row of the next frame, is not zero, then there are

Exposure Time (E)

Frame Delay (D)

Frame Period (T)
Sensor rows

Time

Line Delay (d)

Time

Audio (motions)

(a) Rolling shutter in a video

(b) Converted to audio signal

Figure 9: Motions from a rolling shutter camera are converted to
an audio signal. Each row of the video is captured at a different
time. The line delay d is the time between the capture of consecutive
rows. The exposure time E is the amount of time the shutter is open
for each row, the frame period is the time between the start of each
frame’s capture and the frame delay is the time between when the
last row of a frame and the first row of the next frame are captured.
The motion of each row corresponds to a sample in the recovered
audio signal (b). Samples that occur during the frame delay period
are missing and are denoted in light gray.

be times when the camera is not recording anything. This results in
missing samples or “gaps” in the audio signal. In Fig. 9(b), we show
how a triangular wave is recovered from a rolling shutter camera.
Each frame contributes eleven samples, one for each row. There
are five missing samples, denoted in light gray, between each frame
corresponding to the nonnegligible frame delay. To deal with the
missing samples in our audio signal, we use an audio interpolation
technique by Janssen et al. [1986].

In practice, the exposure time is not zero and each row is the time
average of its position during the exposure. For sinusoidal audio
signals of frequency ω > 1

E
, the recorded row will approximately

be to the left of its rest position for half of the exposure and to the
right for the other half. Therefore, it will not be well-characterized
by a single translation, suggesting that E is a limit on the maximum
frequency we can hope to capture with a rolling shutter. Most cam-
eras have minimum exposure times on the order of 0.1 milliseconds
(10 kHz).

We show an example result of sound recovered using a normal
frame-rate DSLR video in Figure 10. We took a video of a bag
of candy (Fig. 10(a)) near a loudspeaker playing speech, and took a
video from a viewpoint orthogonal to the loudspeaker-object axis,
so that the motions of the bag due to the loudspeaker would be hor-
izontal and fronto-parallel in the camera’s image plane. We used
a Pentax K-01 with a 31mm lens. The camera recorded at 60 FPS
at a resolution of 1280 × 720 with an exposure time of 1

2000
sec-

onds. By measuring the slope of a line, we determined it to have a
line delay of 16 μs and a frame delay of 5 milliseconds, so that the
effective sampling rate is 61920Hz with 30% of the samples miss-
ing. The exposure time caps the maximum recoverable frequency at
around 2000Hz. In addition to audio interpolation to recover miss-
ing samples, we also denoise the signal with a speech enhancement
algorithm and a lowpass filter to remove out-of-range frequencies
we cannot recover due to the exposure time. We also performed
a simulated experiment with identical camera parameters, except
for an instant (zero) exposure time. The recovered audio clips are
available online.
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(a) Frame from DSLR video (b) Input sound (The Raven)
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Figure 10: Sound recovered from a normal frame-rate video, shot
with a standard DSLR camera with rolling shutter. A frame from
the DSLR video is shown in (a). James Earl Jones’s recitation
of “The Raven” by Edgar Allan Poe (spectrogram shown in (b))
is played through a loudspeaker, while an ordinary DSLR camera
films a nearby Kit Kat bag. The spectrogram of the signal we man-
age to recover from the DSLR is shown in (d). In (c) we show the
result from our rolling shutter simulation that used parameters sim-
ilar to the DSLR, except for exposure time (E) that was set to zero.

7 Discussion and Limitations

Information from Unintelligible Sound Many of our examples
focus on the intelligibility of recovered sounds. However, there
are situations where unintelligible sound can still be informative.
For instance, identifying the number and gender of speakers in
a room can be useful in some surveillance scenarios even if in-
telligible speech cannot be recovered. Figure 11 shows the re-
sults of an experiment where we were able to detect the gender of
speakers from unintelligible speech using a standard pitch estima-
tor [De Cheveigné and Kawahara 2002]. On our project web page
we show another example where we recover music well enough for
some listeners to recognize the song, though the lyrics themselves
are unintelligible in the recovered sound.

Visualizing Vibration Modes Because we are recovering sound
from a video, we get a spatial measurement of the audio signal at
many points on the filmed object rather than a single point like
a laser microphone. We can use this spatial measurement to re-
cover the vibration modes of an object. This can be a powerful
tool for structural analysis, where general deformations of an ob-
ject are often expressed as superpositions of the object’s vibration
modes. As with sound recovery from surface vibrations, most ex-
isting techniques for recovering mode shapes are active. Stanbridge
and Ewins [1999], for instance, scan a laser vibrometer in a raster
pattern across a surface. Alternatively, holographic interferometry
works by first recording a hologram of an object at rest, then pro-
jecting this hologram back onto the object so that surface deforma-
tions result in predictable interference patterns [Powell and Stetson
1965; Jansson et al. 1970]. Like us, Chen et al. [2014] propose re-
covering mode shapes from a high-speed video, but they only look
at the specific case of a beam vibrating in response to being struck
by a hammer.

Vibration modes are characterized by motion where all parts of an
object vibrate with the same temporal frequency, the modal fre-
quency, with a fixed phase relation between different parts of the
object. We can find the modal frequencies by looking for peaks in
the spectra of our local motion signals. At one of these peaks, we
will have a Fourier coefficient for every spatial location in the im-
age. These Fourier coefficients give the vibration mode shape with
amplitude corresponding to the amount of motion and phase cor-
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Figure 11: Our method can be useful even when recovered speech
is unintelligible. In this example, we used five TIMIT speech sam-
ples, recovered from a tissue box and a foil container. The recovered
speech is difficult to understand, but using a standard pitch estima-
tor [De Cheveigné and Kawahara 2002] we are able to recover the
pitch of the speaker’s voice (b). In (a) we show the estimated pitch
trajectory for two recovered speech samples (female above, male
below). Blue segments indicate high confidence in the estimation
(see [De Cheveigné and Kawahara 2002] for details).

responding to fixed phase relation between points. In Figure 12,
we map amplitude to intensity and phase to hue for two vibra-
tion modes of a drum head. These recovered vibration modes
(Fig. 12(b)) closely correspond to the theoretically-derived modal
shapes (Fig. 12(c)).

Limitations Other than sampling rate, our technique is mostly
limited by the magnification of the lens. The SNR of audio recov-
ered by our technique is proportional to the motion amplitude in
pixels and the number of pixels that cover the object (Eq. 8), both
of which increase as the magnification increases and decrease with
object distance. As a result, to recover intelligible sound from far
away objects, we may need a powerful zoom lens. The experiment
in Figure 2 used a 400mm lens to recover sound from a distance
of 3-4 meters. Recovery from much larger distances may require
expensive optics with large focal lengths.

8 Conclusion
We have shown that the vibrations of many everyday objects in re-
sponse to sound can be extracted from high speed videos and used
to recover audio, turning those objects into “visual microphones”.
We integrate local, minute motion signals across the surface of
an object to compute a single motion signal that captures vibra-
tions of the object in response to sound over time. We then de-
noise this motion signal using speech enhancement and other tech-
niques to produce a recovered audio signal. Through our experi-
ments, we found that light and rigid objects make especially good
visual microphones. We believe that using video cameras to recover
and analyze sound-related vibrations in different objects will open
up interesting new research and applications. Our videos, results
and supplementary material are available on the project web page:
http://people.csail.mit.edu/mrub/VisualMic/.
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(a) Input (b) Our recovered mode shapes

(c) Theoretically-derived mode shapes

Figure 12: Recovered mode shapes (b) from a video of a circu-
lar latex membrane excited by a chirp playing from a nearby au-
dio source (a). Our recovered mode shapes (b) are similar to the
theoretically-derived mode shapes (c). For the modes shown in (b),
the phase of surface motion across the membrane is mapped to hue,
while the amplitude of vibrations across the surface is mapped to
saturation and brightness.
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