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Abstract. A number of image analysis tasks can benefit from registration of
‘the image with a model of the surface being imaged. Automatic nav1gat1on usxng
visible light or radar images requires exact alignment of such images with
digital terrain models. In addition, automatic classification of terrain,
using satellite imagery, requires such alignment to deal correctly with the
effects of varying sun angle and surface slope. Even inspection techniques

for certain industrial parts may be improved by this means.

We achieve the required alignment by matching the real image with the synthetic
image obtained from a surface model and known positions of the light sources.
The synthetic image intensity is calculated using the reflectance map, a con--
venient way of describing the surface reflection as a function of surface
gradient. We illustrate the technique using LANDSAT images and digital terrain
models. o
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1. Motivation.

Interesting and useful new image analysis methods may be deve]oped'if
registered image intehsity and surface slope information is available.
Automatic change detection, for example, seems unettainable without an
abi]iiy to deal with variations of appeérance with changes'in the sun‘s
position. 1In turh, these variations can be understood only in terms of.

surface topography and reflectance models. Simi]ar1y, human cartographers

consult both aerial photographs and topograph1c maps of a regxon to estab-

l1sh the‘locat1on of stream11nes Automat1c analysis of e1ther of these
information sources a1one’is unlikely to lead to robust methods for per-
form1ng this task. | | |

Accurate a11gnment of images with surface models is therefore an im-
portant prerequ1s1te for‘many image understanding tasks. We describe here
‘an automatic method of potentially high accuracy that does not depend on
feature extraction or pther sophisticated image ahalysis methods. Instead,
all that is required is careful matchfng of the real with a synthetic image.
Because thisrisvan area—bésed process, it has the potentfa] for sub—pfxe]
- accuracy -- accuracy not attainable with technfques dependent on a1ignment
of linear features such as'edges'or curves{ The»method is illustrated by

registering LANDSATrimages'with‘digital terrain models.



2. POSSIBLE APPROACHES.

One way to align a real -image with a surface model might be through'-
the usé of a reference image obtained under controlled conditioné. Hew
jmages could then be matched against the reference image to achieve align-
ment. Unfortuﬁate]y, tHe appearance of a surface depends quite drématically
on the position of the Tight source (as seen in figure 1,'for example), so
that}this method works only for a Timited daily interval for a Timited num-
_ber of days each year [1]. This problem disappears when one uses synthetitz
~ images, since the position of the source can be takenAihto account.

A more sophisficated process woth not match images directly, but first
perform a feature extraction process on the real image and then match these
features with those fdund'in thé réference image. One finds, however, that

.d{fférent features will be séen whéh 1ighting changes: for example, ridges
kand va]leys parallel to the i]]uminaiion directiog-fend to disappear (see
figure T~agéin).v In addition, the apparent poéftibn df a feature as well as
its shape may depend somewhat on-i11umination. More seripus may be the pres-
ent featire extiaction schemes' computational cost and_?ack of robustness.
YF{na11y, we shodid note that the accuracy obtained by matching linear features
is ]ike]y_to bé Tower than that obtainab]e.with a method'baéed on an aerial
match. _‘» -

'Ohe might next’¢onsider calculating the shape of the surface from in-
tensities in the image [2]. This, however,risrcomputationally expensive and
not 1ike1y to bé very acbufate in view df the variétibn in the nature of>sur-
face cover. A mére_accurate method, estimating the.10caTAgradient using |

~similar methods [3] and then matching these with gradfenfs stored in the

terrain model, still involves a great deal of computation.
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The method chosen‘here depends instead on matching the real image with
a syntheticlimage produced from the»terrain model. The similarity of the
two images depénds in part upon how closely the assumed ref]eétance matches
- the real one. For mountainous terrain and for iméges taken with 1ow‘sun
elevations, rather simplé assumptions about the reflectance properties of
the surface gave very good results. .Since all LANDSAT images are taken at
about 9:30 local solar time, the sun.elevations in this case are fairly small
and image registration for all but flat terrain is straightforward.
7 7hfhi§'imp1ies théi LANbSATAimégés are'actdailyrndf 6ptgﬁéirf5r éﬁfémati§ 
terrain claséification, since'the intensity fluctuations due to varying sur-
~face gradients often swamp the intensity f]uctuatiohs due to Variatidns in
surface cover. An important app]ication of our technique in fact is the
removai_ofthejntensity fluctuations due to variatioﬁs in surface gradient’
from satellite images in order to faci?ftate the éutomatiq c]éssification

of terrain. To do this, we must model the way the surface reflects light.



3. THE REFLECTANCE MAP.

Work on image understanding'has ted to a need to model the image—formé—
tion process. One aspec{ of this concerns the geometry of projection, that
is, the reTationship between the posjtion of a point and the coordinates of
its image. Less well understood is thé problem of determining image inten-
sities, which reguires mode11ing of the way surfaces ref]éct light. Fdr a
particular kind of surface and a particular placement of 1{ght sources,
surface reflectance can be plotted as a functioh of sufface gradient (mag-

nitude and direction of slope). The result is called a reflectance map -

and is qua]]y presented as a contour maprof constant reflectance in.gradient
spaée'[3].

‘One use of thé reflectance mab is in the determination of surfaée shape
.froﬁ'intensities [2] in a single image; here, howevéf; it will be employed

’onTy in order to generate synthetic images ?rom digital terrain models.



4. DIGITAL TERRAIN MODELS.

Work on computer-based methods for cartography, prediction of side-look-
ing fadar imagery for f]ight—simulators; automatic hill-shading and machines '
that analyze stereo aerial photography has led to the development df dﬁgita]
terrain models. These models are usually in the form of an array of terrain
eievations, Zij’ on a square grid. |

. Data used for this»paper's illustrations was entered into a computer
3_afte;ﬁmanue}rjnterpoletion from a contour map and has been used previously
in work on automatfc hill-shading [4, 5]. It consists of an array of
175 x 240 elevations on a 100-meter gria corresponding to.a_17.5 km by
24 km region of Swftzerlend lying between 7°1' East to 7°15‘ East and 46°8.S‘
North to 46521 5' North. The Qertica? quantization is 10 meters, and ele-
vations range from 410 meters (in the Rhone va11ey) te 3210 meters (on the
Sommet des Diablerets. The topographic maps used in the generation of the
data are "Les Diablerets" (No. 1285) and "Dent de Morcles" (No.vl305), both
on a 1:25 000 scale [6]. Extensive data editing‘was neeessary to remove
eﬁﬁry errors;'some minor distortions of elevations may have resulted.

Manua11y-entered mode]s of two‘regions in Canada have also been used
[5, 7]. Anotheridata7set, covering a regioh of California, was eeodueed by
a digital simulator of a proposed automatic stereo scanner. (Oufputrof th
experimental automat1c stereo scanners, one built at :TL [8] and one built
at RADC [9],. coqu not be obtained.) ,
| ' The United States Geo?og1ca1 Survey [10] supplies d191ta1 terra1n models
on magnetic tape, each covering one square degree of the United States, with
a grid spacing of about 208 feet (63.5 m).. These mode1s»apparent1y were pro-

duced by interpolation from hand-traced contours on existing topographic maps



of the 1:250 000 series. Interpolation to a resolution of .01 inch (0.254
‘mm) on the original maps fills in elevations betweeh the contours spéced

200 feet (60.96 m) vertically. The final result is smoothed and ”éenera]ized“
| tb a considerable extent; nevertheless, this is the most pro]ific squrcé of

- surface models available to-the public.



5. THE GRADIENT.

A gradient ha$ fwo components, namely the surface slope along two mu-
tually perpendicular dfrections; If the surface height, z, is expressed as
a function of two coordinates x and y, we define the two componenfs, p and
g, of the gradient as the partial derivatives of i with respect to x and
Yy reépectiVe]y, In particular, a Cartesian coordinate system is erected
with the x-éxis pointing east, the y-axis north and the z-axis up. Then; p
~is the slope of the surface in the_west-to—east direction, while q is the

slope in the south-to-north direction:

. Y4 ~ - 82
PR _ _ : a y

~ One can estimate the gradient from the digital terrain model using
first differences,

A i L e R R

where 4 is the grid-spacing. More sophisticated schemes are bossible [5]

for estimating the surface gradient, but are unnecessary.



6. POSITION OF THE LIGHT SOURCES.

In order to be able to calculate the reflectance map, it is necessary
to know the location of'the_light source. In our case the primary source is
the sun; and its location can be determined easily by using tables intended
for ce1esfia1 navigation [11, 12, 13] or by straightforward computations’
[14, 15, 16, 17]. In either case, given the date and time, the azimuth (s)
and the elevation (¢) of the sun canbbe found. Here, azimuth is measured
_clockwise from North, while elevation is simply the angle between the sun

and the horizon (see figure 2). MNow one can erect a unit vector at the origin

of the coordinate system pointing at the 1ight source,

i = [sin(s) cos(;), cos(e) cos(e), sin(e)].

Since a sufface'element_with gradient‘(p,q) has é[nofma1 vector n = (-p, -q,'1),v
we can identify é.particularvsurface e]ement’that happens to bevperpendicuiak'
to the direct{oh towards the light source. .Such a surface element will have
a surface normal ggré (-ps, - 1), where P = sin(e) cot(¢) and Q. =
cos(e) cot(e). Ne can use the gradient tps, qs) as an alternate means of
specifying the position of the source. | | '

' In.wdrk én automatic hil1-shading, for example, one USes ps =;e0,707
ahd qg = 0.707 to agree with standard cartographic conventions which require
that the light source be in the North-west at 45° elevation (e = (7/8)n," |
¢ = w/4) [5]. | |
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7. REFLECTANCE AS A FUNCTION OF THE GRADIENT.

Reflectance of a surface can be expressed as a function of the incident
angle (i), the emittance angle (e) and the‘phase angle (g) (see figure 3).

- We use a simple, idealized reflectance model for the surface material,
¢, (i, e, g) = p cos(i).

This reflectance function mode]é a surface which, as a perfect diffuser,
‘appearsrequa11y bright from all viewing directions. 'Here, § is an "albedo" .
factor and the cosine of the in;ident angle éimp]y accouﬁts for the fore-
shortening of the surface element as seen from the source. More sophisti-
cated modé?s of surface reflectance are possible [3], buf are unnecessary
:for this application. N | 7 .
‘The}incident'angle is the angle between the local ndrha] (-p,A-q,‘T) and
bthé“direction to the 1ight'soﬁrce (-ps, -qs,rl); ‘}he cosiné of this ang?e

¢an_then be found by taking the dot-product of the corresponding unit vectors,

(1+p.p+aq.q)
cos(i) = S S

AT YA,

Finally,

v , o (1 +pp+qq)
31(psa) = S—

//;ﬁ+ p§ + qi vfl + p2 + qz

Another reflectance function, similar to that of materials in the maria

of the moon and rocky planets [2, 18], is»ablittle easier to_ca]cu]éte:
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p (1 +pgp+q.q)

/14 pl 4 g

¢,(p»q) = p cos(i)/cos(e) =

~This reflectance function models a surface which reflects equal amounts of

light in all directions. For small slopes and Tow sun elevations, it is very

2

much Tike the first one, since then (1 + p° + q2) will be near unity. Both

functions were tried and both produce good alignment -- in fact, it is diffi-
cult to distinguish synthetic images produced using these two reflectance

functions.
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8. SYNTHETIC IMAGES.

Given the projection equations that relate points oh the objects to images
of said points, and given a terrain model allowing calculation of sur?ace‘
grédient, it is possible to predict how an imége-wou]d:Took under given il-
luminating conditions, provided thé reflectance map is avai]able. We assume

‘simp1e orthographic'projection here as appropriate for a distant spacecraft
100k1ng vertically down with a narrow angle of view. Perspective projection
—~wouid.require a few minor changes in the algorithm.

| The process of producing the synfhetic image is simple. An estimate

of the gradient is hade~for each pbﬁnt in the digital terrain model by
:cohsﬁdering neighbbring e]évations. The gradient‘s componehtﬁ, p and q, ére
then.used to look up or caicu]ate the expected.ref1ectance. An'appropriate
intensity is placed in the image at the point detgrmined by the projection'
equation. All COmputations are simple and local, and fhe work grows 1inear1y:
with'thé number of picture cells in the synthetic image.. |

Sampfe synthetic images are shown in figure 1; The two images are of
the same régiqﬁ with differences in assumed location of the 1ight soufce;

Ih figure 2a the sun is at an elevation of 34° and azimuth of 153°, corres-
ponding to its true position at 9:52 G.M.T., 1972[O¢t/9, while for figure
2b»it wa§ atvan elevation of 28° and an azimuth of 223°, corresponding fo its
positionvat 13:48 G.MfT. 1a£er on the samelday. The cofresponding reflectance
maps'are shqwn‘in-figure 4, | _‘

Ref]ectance~maps for the's1ﬁp]er_ref1ectance function éz(p,q) under the
same éircumstances are shown in figure 5. Note that near the origih there
is-very little difference bgtween @i(p,q) and @2(p,q).' Sincé most surface

elements fn this terrain model have sTcpes iess than ]//?, as shown‘fh the
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scattergram (see figure 6), synthetic j&ages produced using these two re-
f1ectanée maps are similar.

Since the elevation data is typically rather coarsely quantized as'a
result of the fixed contour intervals on the base map, p and g uéua11y take
on only a few discrete values. In this case, it is convenient to establish
a lookup table for the reflectance map by simply precalculating the reflec-
tance for these values. Models with arbitrarily complex reflectance func-
~tions can then be easily accomodated as can reflectance functions dgtermjned )

rréxﬁeéfméﬁféfiy én& kno&hibﬁiy fdr”é discrete Set 6frsu¥fa§e orientations;

Since the real image was somewhat smoothed in thé process of being re-
produced and digitized, we found it>advantageous to perfofm a similar smooth—v
ing gperation of the synthetic images so that the resolution of the two

' apprbximate]y matched. Alignment of real and synthetic images was, however,

| ~not dependent on this refinement.
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9. THE REAL TIMAGE,

The image uséd for this paper's illustrations isra portion of a LANDSAT'
[1, 19] image acquiréd about 9:52 G.M.T. 1972/0ct/9 (ERTS-1 1078-09555). We
used_cnannel 6 (near infra-red, -7u to .8p), although all four channels
7(4, 5, 6, & 7) appeared suitable -- wifh channel 4 (green, .5y to .6u)
being most sensitive to water in the air column between the sate11ite and
the ground, and channel 7 best at penetrating even thin layers of clouds and
~snow. Figure 7 compares an enlargement of the original transparency w1th
the synthet1c image generated from the terra1n model.

A slow-scan vidicon camera (Spatxa] Data Systems 108) was uséd to digi- |
tize the positive transparency of i:] 000 000 scale. IndividuaTVpicture
cells were abont .1 mm an a side in order to match roughly the’reso]ution
of fhe'synthetic inage data,‘ In recent work, we‘néed a more accurate version
digitized on a drum-scanner (Optronics Photoscan»HDOO), again with‘a J mm
Aresolution on the film.- Note that thé ”fdotpnint” of a LANDSAT pictare ,
cell is about 79 x 79 meters [1], compatible with the reso1utian of typical
digital terrain models. The dﬁgitized image used for the i1?u3trations 15
this paper isrof.1ower reso]utibn, nowever, due to Timitations of the optics
and electron-optics of the digitizing system. In future studwes ve 1ntend
- to use the computer- compatxble tapes supplied by EROS [19].

A11gnment of rea] 1mages w1th terrain models is poss1b1e even with Tow
| quality image data, but terrain c1ass1f1cat10n usxng the aligned 1mage and
dwg1ta1 surface model requires h?gh qua11ty data. | .

We generated image output, as for figures la, 1b, 7a, and 11, on a drum'
fi1m-wn1ter’(0ptronics Photowriter 1500) and interpolated to a]leviafe'nnf
desirable raster effecfs due to the relatiVe1y small nnmben of picture éel]s.

in each image.
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10.  TRANSFORMATION PARAMETERS.

Before we can match the synthetic»and the real image, we must determine
the nature of the transformation between them. If the real image tfu]y is
an orthographic projection obtaihed by looking straight down, {t is possible
to describe this transformation‘as a combination of a trans]ation; a rotation
and a scale éhange. If we use x and y to designate points in the synthetic
image and x' and y' for points in the real imagg, we may write:

- ' - r » " - [— -

e bt . _
x' - x} cose sine X = X AX
=5 +
y' -y -sine cos© y -y Ay
QJ , L . - ' 04 L. ]

where Axrand Ay'are the shifts in x' and y'}respectively, 8 is the angle of
fotafioﬁ and s is the scale factor. Rotation and scaling take place relative
to the centers (xa,yo) and (xé,yé) of the two 1ﬁa§es in orderrtb better de-
éoup]é the effects of rotatfon and scaTing from translations; Tﬁat is, the
average shift in x' and y"induced by a change in fdtation angle or scale
-is'zero. » | |

: in'our_éase, the'ava11ab1e'terrain model restritts in size the synthetic
image. The area over which métching of the two wi]T be pgrfdrﬁed is thus
always fixed by the border of the synthetic image. The geometry of tﬁe |

coordinate transformation is iWiuétrated in figure 8.
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11. CHOICE OF SIMILARITY MEASURE.

In order to determine the best set of transformation parameters (Ax;
Ay, s, 6), one must be able to measure how closely the images match for a
particular choice of parameter values. Let Sij be the intensity of the syn-

th picture cell across in the jth rov from the bottom

thetic image at the 1
of the image, and define Rij similarly for th¢ real image. Because of the
nature of the coordinate transformation, we cannot expect that the point
WVjnhthgwreaWVimaggrcbrrg§pondingrtq‘the point (1,3) in the synthetic image
will fall precisely on one of the picture cells. ConseqUent]y, Sij will
have fo be compared with R(x',y'), which iskinterpo1ated from_the array of
real image intensities. Here (x',y') is obfained from (f,j) by the trans-
formation described in thé pre?ioué section. B

" One measure of difference between the two images may be obtained'by

. Sﬁmming the abso]ute values of differences over the whole array. ‘A1tefnate1y,

one might sum the squares of the differences:’

Cnfr w112
1 {S'i,j R(X Sy )I

NS
o~ 3

i=1 ]

This measure will be minimal for exact alignment of thé images. Expanding

the square, one decomposes this result into'thréé terms, the first being.the
sum of S?j, the last the sum of Rz(x‘,y’). The first is constant, since‘we
always use the full synthetié image; the last variés s]owly as different_ |
regignsrof the'rea1 image are covered. The sum of Sin(X',y‘) is:inieresting

- since thjs term varies mostvfapidly with changes in the transformation. In 
fact, a very useful measure ofvthe similarity of thé two images is the correla-

tion:
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W3

Sin(x ')

[ L s e £

This measure.wf11 be maximal when the images are properly aligned. It hes

the advantage of being relatively insensitive to constant multiplying factors.
These may arise in the real image due to changes in the adjustment of the

‘ 0pt1Cd1 or electronic systems '

Note that image intensity is the product of a constant factor which de-
pends on the deta1]s of the 1mag1ng system (such as the lens opening and the
rfocaT 1ength) the 1ntens1ty of the 111um1nat1on striking the surface, ehdj”
the ref1ectance of the surface. We assume all but the last factor is constant
_and thus speak interchangeably of changes in surface reflectance and changes

in image intensities.
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 12. INTERPOLATION SCHEME.

The real image intensity at the point (x',y") hasvfo be estimated from
the array of known image intensities. If we Tet k = |x'], and 2 = |y'] -
' be.the integer parts of x' and y', then R(x',y') can be estimated from

Ry R(k +1)2° Rk(z £ 1) and R(k P12+ 1) by Tinear 1ﬁterp01ation (see

figure 9).

Rg(x') = (k +1 - x')R

ket KRG Ly

R(£+ 717)('*") =T = xRy KRG e )

ROCW') = (241 = yIRGC) + v = Ry, gy(x')

The énsﬁer is independent of the order of interpolation and, fn fact, corres-
ponds to the resu?t obtained by‘fitting a po]ynomia]lof the form

(a + bx' + xy' + dx{y‘) to the‘values at thevfoﬁfhindiCated points. Align-
ment»is not ‘impaired, however, when néarest neighbor interpolatien is used
%nétead. This may be a result of the smoothing of the real image as previ-

ously dascribed.
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13. CHOICE OF NORMALIZATION METHOD.

High odtput may Fesu1t as the fransformatipn is changed simply because
the region of the real image used happens to have a high average gray—1eve];
Spurioué background slopes and false maxima may then result if the raw correla- -
tionvis used. For this and other reasons, it is convenient to normalize.
One approach essehtia?]y amounts to dividing each of the two images by its

standard deviation; alternately, one can divide the raw correlation by

An additional advantage iSjthat a perfect match of the two images now corres-

2!!
RE(x',y")

e s

NN

ne~
—

w

.

C

>
e os|
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e 3

ponds to a normalized correlation of one. An alternate method uses a normaliza-
tion factor'that is slightly easier to compufe and which has certain advantages
if the standard deviations of the two images are similar. Instead of using

the geometric mean, Hans Moravec proposes the arithmetic mean [20].

2
{

R™(x',y") /2
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e 3
w
<N
+
o3
{13 e I

-
.

The first term need not be recomputed, since the full synthetic image is al-
ways used. Since we found the alignment procedure insensitive to the choice

of normalization method, we used the second in ocur illustrations.
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14. LOCATING THE BEST MATCH.

Now that we'have shown how to calculate a good similarity measure,
we must find a method to find efficiently the best possible transformation
parameters. Exhaustive search is clearly out of the question. Fortunately,
the similarity measure allows the use of standard hill-climbing techniques.
This 1is because it ténds to vary smoothly with changes jn parameters and often
is monotonic (at least for small ranges of the parameters).

When images are not seriously misaligned, profiles of the similarity

measure usually are unimodal with a well-defined peak when plotted against

one of the four parameters df the‘transformation (see figure 10). It is
possible to optimize each parameter in turn; using simp1e search techniques
in one dimension. The process can then be iterated. _A'few passes of this
process typically produce'cbnvergenge; (More sophisticated schemes could
~ reduce the amount of computation, buf were not explored).

| whén'the images-afevinitialiyvggg reasonably aligned, more:care has to
be téken to avoid being trappéd by local maxima. Solving this problem using
moré extensive search Ieads to prohibitively lengthy computations. We need

a way'of reducing the cost of comparing images.
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15. USING REDUCE TMAGES.

Oné way to reduce the compdtation is to use on]y sub-images of "windows"
.extracted from the orfgina] images. This is useful for ffne matching, but is
‘not satisfactory here because of the lack of global context. 7

A]fernate1y,vone might use sampled images obtajned Ey pickfng-one image
intensity to represent a small block of.image intensities. This is satis- |
factory as long as the original images are smoéthed and do not have any high
Wﬂrg;g]q;iopffeatures._ If,this is not the case, aliasing due to,undehjsampliﬁg,
will produce images of‘poor qua]ity unsuitable for comparisons. |

| One solution to thi; dilemma is to low-pass filter the'images'before
sampling. A simple appfokimation to this process uses averages of small -
blocks of imageiintensities. The éasiest method involves makingrohe image.
intehéity in the reduced iméée equaf'to the average of a 2 x 2 block of in-
tensities in the origina1:imagé. This.tethniﬁue éan be applied repeatedly.
to produce ever émal]erimages aﬁd has béen used in a number of other applica-
tions [20, 21]. | | | |

The‘resuTts of the applicaticn of this rédqction process to real and
'syntheticuimages can be seen in figure }1. First, the most highly reduced
image is used to get coarse alignment. In this case extensive search in thev
paréﬁeter‘space is permissible, since the numbér of piéture cells in the images
to be matghed is vefy small. This coarse alignment is then refined using the
next larger reduced images (with»foﬁr times as many picture cells). Fiﬁa]?y,
Vthe ful]Aréso1ution»images are used direct1y‘t6 fine tune the aliénment. |
Faise 1océ] maxima are, fortunate1y, much rarer witﬁ the highly reduced pic-
tures, thus further speeding the search process; ~it is as if the high resolu-

tibn features are the ones Teading to false local maxima.
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We found it best, by thé way, to determine good values for the transla-
tions first, then rotation and, finally, scale change. Naturally when
searching for a'peak value as a function of one parameter, the best values

found so far for the other parameters aré:used.
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16. RESULTS OF REGISTRATION EXPERIMENTS.

‘ We métchéd the real and synthetic images using the similarity measuré
and search technique Just described. We tried several combinations of
implementation details, and in all cases achieved alignment which corresponded
tb a high value of the norma1§zed cbrreTation, very close to that determined
manually. For the images shown here, the norma1izedvcorré1ation coefficient
reaches .92 for optimum alignment, and the match is such that novfeatures
are more than two picture cells from the expected place, with almost all
closer than one. (The major erko}s in position appear to be due fo perspec-
tive distortiqn, as descrfbed later, with which the process is not designed
to cope). The accuracy with whichrtransTation, rotation and scaling were
determined can be estimated from the above statement: v

" Overall, the pfocesg ahpears quite'sﬁcceSSful, even with degraded data
and'over a wide range of choices of‘imp]ementatioﬁAdetai]s._ Details of in-
ferpo]ation, normalization, search‘teChnique, and even the reflectancé'map
do not matter a great deal. |

Having stated that 3liggm§g§'can be accurately achieved, we may‘nbw ésk
- how Simi1ar the real and syhthetic images are. There are a numbef of unin-
formétive numerical ways of answering this question. 'Graéhic illustrations,
such as iméges of thé”differences between the real and synthetic~image, are
more éasi]y,UndérStood; For example, we plot real image intensity versus
synthetic image'intensity'ih figure 12. Although one might expect a straight
line of slope one,rthe scaftergram shows ciusters of pointé, some near the
expected ]ine, some not. -’ | |

~ The cluster of points indfcatéd by the arrow 1abej1ed A (figuré 12)

corresponds chiefly to image points showing cloud or snow cover, with intensity
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sufficient to saturate the image digitizer. Here the real image intensity ex-
ceeds the synthetic image intensity. Arrow B indicates the cluster of points
which corresponds to shadowed points. Those near the vertical axis and to

its left come from self-shadowed surface eiements, while thdse to the fight

are regiﬁns lying inside shadows cast by other portions of the surface.

These cast shadows are not simulated in the synthetic 1magé at}the moment.

Here the synthetic image is brighter than the real image. Finally, the

cluster of points indicated by arrow C arises from the valley floor, which

- covers a fairly large area and has essentially zero gradient. As a result,

the synthetic_image has constant intensity here, while the reél image shows
both darker features (;uch as the river) and brighter ones (such'as.thOSé
due to thé cities‘énd_Qegetation cover). Most of the grbund cover in the
va]}éy appears td have higher "albedo" than the bare rock which is exposed
in the}higher regions, as suggested by the positign of this cluster gggX§  7
 the line of.siope one.

If one were to remove these three c]dsters'of points, the reméihder
would form one e?ongated'ciuster with major axis at about 45°. This shows
that,fﬁhi1e thefe,may not be an'accurate point-by-point equality}of intensities,
there 1s a high correlation between intensities in thé rea]band synthetic |
-images. | | |

Noie, by the way, that no quantizétion-of intehsity 55 apparent in'}
these scattergrams; This is a result of the smoothing applied to the synthetic.»
~image and the 5nterpo]ation used on the reé] image. Without smoothing, the
synthetic image has fa{rly coérse quantizafion'1evels because of the coarse
quahtization of elevations as ind{cated earlier. withqutrinterpolation, the
real image, too, hés fairly coarse quantizatidh due to the image digitization

procedure.
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Finally, note that we achieve our goal of obtaining accurate alignment.

Detailed matching of synthetic and real image intensity is a new problem

“which can be approached now that the problem of image regisfration has

been solved.



VA
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17. REASONS FOR REMAINING INTENSITY MISMATCHES.

We may need more accurate prediction of image intensities for some
applications of ‘aligned image intensity and surface gradient information.
- Thus, it is useful to analyze the reasons for the differences noted between

the synthetic and the real image:

. Satellite Imaging. Geometric distortion in satellite imagery

may be small but noticeable and traceable to several sources
[1]. Shifts of sevefa] hundred meters can arise. Perspective -
distortion for the image used here amounted to about 200 meters
-on the highést peaks, for example.
“Intensity distortions afe causéd by fhe fact that scan lines are
‘.not 511 sensed by the same senéor [1]. Electronic noise and at-v
" mospheric attenuation, dispersioh and scatteginé are also important

for some of the spectral bands.

Digit{zation. When film transparencies are digitized, the resolu-

tion Timitations of -the optics and the nonlinear response of the

film aré important.4 More large errors are iﬁtroduced if an electron-
optic device is used. ‘These typically introduce geometric distor-
“tions, nonlinearity and nonuniformity of response. Picture celis

may not be square and axes not perpendicular.

Terrain Model. Inaccuracies due to manual entry aﬁd ed{ting are.
~common inapresent day digital terraiﬁ mode]s. In addition, the

contour maps uéed commonly as source informatioﬁ_are already

1Tbera1}y‘”genera1ized” and smoofhed by the éartographer. Fina]ly,

the estimatibn of surface gradient is Jlikely to be crude, since the
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data in such maps is intended to be accurate in elevation, not
in the partial derivatives of elevation. Coarse duantization
of the gradiént is one effect of this that has already been
mentioned. we hope that terrain models produced by automatic
stereo comparators in the future will not suffer from all of

these shortcomings.

Reflectance. The assumption of uniform reflectance and the

~modelling of reflectance by means of the simple, rather ad hoc
funttions used here contribute errors to the synthetic image.
_ ,More serious]y; cast shadows are not modelled. I]]uhination
. from the sky and mutua] illumination between mountain slopes |
,aré 1es$ important. Including even crude surface cover 1nformatibn

'ﬁmproves-the match betWeeﬁ the synthetic and the real image.

HEEE&;, In its various forms, water'can produce large mismatcheé
sfnce, at 1eést for the shorter wavelengths, moisturé iﬁ the
atmospﬁere contribufes to attenuation and scattering of Tight{
In Tiquid form, water produces bright, obscuring areas in the
form of clouds and dark regions such aé ri?ers and lakes. Snow
“and {ce provide highly reflective areas which producellarge,

mismatches.

In view of all these factors, it is surprising that a match as ‘good as that

~in figure 12 is possible.
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18. FURTHER IMPROVEMENT OF THE SYNTHETIC IMAGE.

Using the original digital'fapes [19] would eliminate the errors we
believe are due to the digftizatioh process. Most of the geometric distor-
tioﬁ can be dealt with as well [1]. Further match improvement must come
from better synthetic fmagés.

The mbst significant stép here would be the inclusion of sufface cover

information. Even a coarse categorization into materials of grossly differing

- "albedo" might be useful. Conversely, of course, one can exploit the d?ffEf*,,mww,

ence in intensities bétweenvthe rea]Iand‘fhe éynthetic image to estimate
surface reflectance. Sihce a]ignmenf is possible without accurate reflec-
tance models, the rafiofof real to synthetic intéhsity (a measure akin to
a]bedo) can be used in terrain classification, pérticular]y if it is calculated
- for . each of the Spectra] bands. |

Cast shadows ére fairly easy to deal with,‘i%.We imp]emenf a hidden-
surface éTgoritﬁm'to determine which surfécevelementé can be seen from the
soUrceq This compUtatioh can'be done fairly quicklyrusing a well known al-
qorithﬁ [22]. Sky illumination in shadowed -areas presents no gréat stumbTing
b]dck in this regard. ' | N

The quaTitonf terrain models is 1ikely to increase most rapidly when
fully automatic séanning stereo comparators become available. Until then,
hand-editing of'hand-traced information will have to be used to limit the
errors in the'estimatioh of gradient. - | |

| One hotion that shows great promise is that of maéks derived from bqth 

the terrain model and the real image. The masks are used to Timit the correla-
tibn operation to those areas whﬁch'are'not as likely to']ead to'mismatches.

Areas of very high intensity in the image, for example, may suggest cloud or
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snow cover, and ought not to be used in the matching operation. Similarly,
it may be thét areas of certain elevations and surface gradients are better
than others for matching. The correiation can be improved considerably if
we use on1y those regions above the elevations at which dense vegetation
exists and below the élevatfon at which snow may have accumulated. A
s1ightly more sophisticated method would note that snow tends to remain

longer on north-facing sTopes.
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19. THE INFLUENCE OF SUN ELEVATION.

Aerial or satellite photographs obtained when the_sun is Tow in the
sky show the surface topography most clearly. In this case, the surface
gradient‘is the major factor in determining surface reflectance. Rfdges
and va?iéys stand out in stark relief, and one gets an immediate impression
of the shape of portions of the surface. Conversely, variations in surface
oover tend to be most important when the sun is high in the sky. Photographs
7obta1ned under such cond1t1ons are d1ff1cu1t to a11gn w1th a topograph1c
map -- at least for a beginner. | '
What is thersun elevation for which these two effects are about equally
'important? ‘Finding'this value will a1lowrus to separate the imaging situations
into- tWOVC]BSSES' those which are more suited for determ1n1ng topography
and those which are more conducive to terra1n classification success. We
will use a s1mp1e mode] of surface ref1ectance Suppose that the surface
» has materials vary1ng in "albedo" between p] and p2 Next, suppose that
the surface slopes areAa11 Tess than or equal to tan(e). The incident
angles will vary between e - (90° - ¢) and e + (90° - 4). where ¢ is the
elevation of the sun. If we use the same sfmple réf]ectance function em-
pToyed before, we find that for'the.two influences on ref]ectance‘to be just

equal:
P cos{e + 90° - ¢) ='p2 cos(e - 90° + o)
Expaoding the cosine and rearranging this equation leads to:

P + o

W Lan(e)

tan(¢) =




s
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When, for example, the surface materials have reflectances covering

a range of two to one and the sun elevation is 35°, then regions with sur-

face slopes above approximately 0.23 (e = 13°) wi11 have image intensities

~affected more by surface gradient than by surface cover. Conversely, flatter

surfaces will result in images more affected by variations in surface cover

 than by the area's topography.

One possible conclusion is that a]ignment of images with terrain models

is feasible without detailed knowledge of the surface materials if the sun

" elevation is small and the surface slopes are high. Since LANDSAT images
'areAtaken at about 9:30 local solar time [1], the first condition is satis-
fied and alignment of these images is‘pdssib1e even in only lightly undulating

_ -terrain.

. Conversely, if one is attempting terrain classification in anything

.‘bUt flat regions, high.sun elevations are needed.- Curiods]y,'LANDSAT does

not provide such 5magery despite the fact that one of its main applications

"is in land use classification.
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20. SUMMARY AND CONCLUSIONS.

We have seen that real ihages can be aligned with surface models using
synthetic images as an intermediary. This process works well deﬁpite many
factors which contribute to differences between the real and synthetic
images. The computations, while lengthy, are straightforward, and reduced
images have been used to speed up the search for the best set of transformation
parameters. | |

| Several applications of a]ighed images and surface information have beeﬁ

mb;eééﬁfe&: More caﬁmbé'foﬁnd; fbr problemé fﬁuérdiffeféntwdbmain;rsee réferéhéé'
[23] for example. Aside from‘change detection, passive navigétion, photo- |
Vinferpretation, and inspection of ihduStria1 parts, perhabs the most importanf
application 1ies in the area of terrain classification.

+ So far, no account has been taken of the effect of varying surfacé‘gradieht,
sun posftion, and ref]ectivg propertiés of ground cover. Recently, some
interest has arisen in an understanding of how surface Tayers ref]eci light
[24, 25, 26] and how this understanding’ﬁight aid the interpretation of satel-
Tite imagery [27, 28,'29];

It is fmperétiVe that interpretation of image information be'gu{ded by
an understanding of the imaging process. This, in fufn, can be achieved if
one understands How Tight is reflected from various sﬁrfaces-and how this
might be affécted by such factors as light source'positibn,moisture content

and point in the growth cycle of vegetation.
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FIGURE CAPTIONS.
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“Early morning (9:52 G.M.T.) synthetic image.

Early afternoon (13:48 G.M.T.) synthetic image.

Definition of azimuth and elevation of the sun.

The géometry of.11ght reflection from a surface element is
governed by the incident angle, i, the emittance ang]e e,
and the phase angle, g.

Ref]ectance map used in the synthesis‘of figure la. The curves |
shown are contours of constant ¢](p,q) for p = 1.

"”ﬁé%Técténée map uséd iﬁrfﬁéﬁ;yﬁthésis>6f %1gu}e 1b.

Alternate reflectance map, which could have been used in place
of the one shown in figure 4a. The curves shown are contours
of constant ¢ (p q) for p = 1. ' '

Scattergram of surface grad1ents found in the d1g1ta] terrawn

~ model.

Synthetic image used in the alignment experiménts.a

En]afgemenf of the transparency containing the real image used

in theAa]ignment experiments.

Coordinate‘transformation from synthetic image to real imége;

Simple intérpplation scheme applied to the reé1 image array.

Variation of similarity measure with translation in x direction.
Variation of similarity measure with translation in y direction.
Variation of similarity measure with rotation.

Variation of simi]arityrmeasure with scale changes

Successive reduction by factors of two app]wed to both the syn-.
thetic (left) and the real (rwght) image.

Scattergram of real image 1ntens1t1es versus synthet1c image
1ntens1t1es based on Q](p q).

Scattergram of real image intensities versus syhthetic image
intensities based on @2(p,q)._
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IHAGEZ 2 at photouwriter resolutlon 3.
Data lineariy |nterpolated JuLy 14, 1977
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IMAGE2.4, second exposure. Resolution 3,
data interpolated. Date 15 JULY 1877.
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IMAGEZ.2 at photouritér' resolution 3.
Data linearly interpolated. JULyY 14, 1877.
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