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(57) ABSTRACT 

The invention provides a fast, computationally inexpensive, 
and highly accurate method and apparatus for edge detection 
in a digital image, even for edges that are not substantially 
parallel to the axes of the pixel grid, by exploiting compu
tationally inexpensive estimates of gradient magnitude and 
direction. In particular, the method includes the steps of: 
estimating gradient magnitude and direction at a plurality of 
regularly-spaced pixel points in the image so as to provide 
a plurality of estimates of gradient magnitude and direction, 
each such estimate being associated with a respective gra
dient point of a regularly-spaced gradient grid; using gradi
ent direction associated with each gradient point to select a 
respective set of neighboring gradient points; comparing 
gradient magnitude associated with each gradient point with 
each gradient magnitude of the respective set of neighboring 
gradient magnitudes so as to determine which of the gradient 
magnitudes is a local maximum in approximately the gra
dient direction; and using the local maximum of gradient 
magnitude and a set of neighboring gradient magnitudes to 
determine an interpolated edge position along a one
dimensional gradient magnitude profile. Another aspect of 
the invention for providing two-dimensional edge position 
interpolation further includes the step of determining a plane 
position line normal to the gradient direction of a gradient 
point associated with the local maximum of gradient 
magnitude, the plane position line also passing through the 
interpolated edge position, along which plane position line 
at least one two-dimensional interpolated position of the 
edge can be determined. 

34 Claims, 7 Drawing Sheets 
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APPARATUS AND METHOD FOR 
DETECTING AND SUB-PIXEL LOCATION 

OF EDGES IN A DIGITAL IMAGE 

2 
The above definition of an edge based on gradient mag

nitude and direction, while precise, is based on the imprac
tical assumption that an image can be treated as a function 
of two continuous variables. In practice, however, an image 

FIELD OF THE INVENTION 

This invention relates generally to digital image 
processing, and particularly to edge detection in digital 
images. 

BACKGROUND OF THE INVENTION 

5 acquired by an image formation device as discussed above 
is discontinuous and quantized, consisting of an array of 
pixels, each pixel being disposed at an integer-valued image 
coordinate, and each pixel having an integer brightness 
values. Consequently, in practice one can only estimate 

Digital images can be formed by many devices and can be 
used for many practical purposes. Digital image formation 
devices include TV cameras operating on visible or infrared 
light, line-scan sensors, fiying spot scanners, electron 
microscopes, X-ray devices, such as CT scanners, and 
magnetic resonance imagers, for example. Practical appli
cations of digital image formation devices include industrial 
automation, medical diagnosis, satellite imaging, photo
graphic processing, surveillance, traffic monitoring, docu
ment processing, and many others. 

10 gradient magnitude and gradient direction, and one can only 
estimate the position of a gradient maximum or a zero
crossing. Furthermore, in practice, the computational cost 
and speed of such an estimation must be considered, so that 
it is desirable to use methods of gradient estimation that are 

15 accurate, and yet at the same time computationally inexpen
sive and fast. However, higher accuracy gradient 
determination, and edge location based thereon, is typically 
associated with high cost and/or low speed. Also, low cost 
and/or high speed gradient determination, and edge location 

20 based thereon, is typically associated with low accuracy. 
Many estimators of gradient magnitude and direction are 
known in the art, which attempt to strike a reasonable 
balance between accuracy, computational cost, and speed. 

To provide low cost and/or high speed, most known 

To serve these applications, images formed by a digital 
image formation device are processed by a digital informa
tion processing device, such as a general purpose computer 
executing image processing software, to extract useful infor
mation. One very common form of digital image processing, 
well known in the art, is edge detection. Edge detection can 

25 gradient estimators provide very crude estimates of gradient 
magnitude and direction. In this case, the gradient magni
tude accuracy tends to be less for gradient directions not 
substantially parallel to the axes of the pixel grid, as com
pared with gradient magnitude accuracy for gradient direc-

be defined informally as a process for determining the 
location of boundaries between image regions that are of 
different and roughly uniform brightness. To be more 
precise, edge detection can be defined as a process for 
locating edges in an image, where an edge can be usefully 
defined as a point in an image where the image gradient 
magnitude reaches a local maximum in the image gradient 
direction, or equivalently, where the second derivative of 
brightness crosses zero in the image gradient direction. It 
can also be useful to define an edge as a point where the 
image best fits a one- or two-dimensional ideal step 
boundary, within a small neighborhood of the point. (Some 
authors define an edge to be a set of such points, and define 
the points themselves as edge elements. For present 40 

purposes, the distinction is unnecessary; the points will 
simply be called edges.) 

30 tions substantially parallel to the axes of the pixel grid. 
Gradient direction is usually computed to only three bits of 
precision (i.e., approximated to one of eight discrete 
directions, e.g., N, NE, E, ... ) because three-bit accuracy 
is relatively inexpensive; cost increases significantly beyond 

35 three bits. 

It is recognized in the art that many local maxima of 
gradient magnitude (or zero-crossings in the second 
derivative) may exist in an image that are not the result of 45 

boundaries between regions, but rather are the result of 
image noise or other image artifacts. Thus, it is conventional 
to discard edge points whose gradient magnitude is less than 
some noise threshold, which threshold can be 
predetermined, or can be adaptively computed based on 50 

image characteristics, and which can vary from point to 
point in the image, or can be constant over the entire image. 
Other more sophisticated edge point filtering techniques are 
known in the art, such as the hysteresis thresholding method 

Although carrying out edge detection to the nearest whole 
pixel using image gradients is generally straightforward and 
efficient, it is challenging to achieve fast, inexpensive, and 
accurate subpixel edge detection using image gradients. 
Alternatively, edge detection based on locally fitting ideal 
step boundaries can directly provide accurate subpixel edge 
positions, without requiring intermediate calculations based 
on an assumption of two continuous variables. Therefore, 
such local fitting methods dominate the art in applications 
requiring accurate, subpixel edge detection. However, local 
fitting methods are relatively expensive and/or slow, and 
therefore are not practical in high-accuracy applications that 
also require low cost and/or high speed. Consequently, there 
is a need for an inexpensive and/or fast method of high
accuracy subpixel edge detection. 

SUMMARY OF THE INVENTION 

The invention provides an apparatus and method for 
accurate subpixel edge detection, based on fast and inex-

of Canny. 55 pensive estimates of image gradient magnitude and direc
tion. Any method of forming an image may be used, based 
on either image acquisition using an image formation 
device, or image synthesis. In either case, the image may 

It is also recognized in the art that the existence and 
characteristics of a boundary between regions of different 
and roughly uniform brightness depends on the scale 
(resolution) at which the image is processed. Boundaries 
between small, high spatial frequency regions may not be 60 

evident in a coarse, low resolution examination of the image, 
while boundaries between much larger, low spatial fre
quency regions may not be evident in a fine, high resolution 
view (i.e., not seeing the forest for the trees). Thus it is 
known in the art to perform edge detection at a plurality of 65 

spatial frequencies or length scales as appropriate to the 
application. 

optionally be transformed by one or more processing steps 
of any nature, including but not limited to optical and/or 
electronic image processing. 

The invention provides a method and apparatus for edge 
detection using an array of gradient magnitude and gradient 
direction estimates to determine accurate subpixel positions 
of the edges detected. 

Image gradient magnitude and direction are estimated at 
regularly spaced positions in the image using any gradient 
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lie along a line in the gradient direction passing through Go, 
so that the edge position is as close to Go as possible. 

In embodiments where the chosen gradient magnitude 
estimates along the profile are not collinear, each estimate is 

estimation method that provides more than three bits of 
gradient direction accuracy, including but not limited to the 
gradient estimation method described herein. In a preferred 
embodiment, an inexpensive gradient estimator providing 
around seven bits or more of magnitude and direction is 
used. The estimates are made at a scale (spatial resolution) 
appropriate to the application. The edge detection process 
can be performed at a plurality of scales on the same image, 
if appropriate. The points at which gradient is estimated at 
a given scale mayor may not correspond to the locations of 
the image pixels. 

5 first moved normal to the gradient direction so that the 
estimates lie along some chosen line. In a preferred 
embodiment, the chosen line passes through Go in the 
gradient direction. Once this adjustment is made, a curve
fitting method of interpolation is used to estimate the sub-

In an optional step, a gradient estimate is discarded when 

10 pixel position of the gradient magnitude peak along the 
adjusted profile. In a preferred embodiment, the interpolated 
edge position is taken to be the estimated subpixel position 
of the gradient magnitude peak along the adjusted profile. it is determined not to correspond to a real image feature, 

using methods known in the art, such as discarding the 
gradient estimate when the magnitude of the gradient esti - 15 

mate falls below a noise threshold. This optional step may be 
performed separately, or may be combined with subsequent 
processing steps. 

In a preferred embodiment using two neighbors whose 
gradient magnitude estimates fare G+ and G_ as described 
above, a parabola is fit to the points Go, G+, and G_ to 
provide an interpolated subpixel position of a gradient peak. 
The maximum of the parabola, i.e., the gradient peak, is 
taken to be the position of the gradient magnitude peak along For each gradient estimate G, having magnitude Go and 

direction Ge, one or more neighboring estimates are chosen 20 the profile. 
on each side of G, approximately along the direction Ge. In 
a preferred embodiment, where the estimates lie on a square 
grid, one neighbor on either side of G is chosen, the 
neighbors lying along one of the compass directions N-S, 
E-W, NE-SW, or NW-SE, depending on which compass 25 

direction is closest in angle to Ge. The magnitude of the 
neighbor in the direction of positive gradient is called G +' 
while the magnitude of the neighbor in the direction of 
negative gradient is called G_. 

30 
The estimated gradient magnitude Go is compared with 

the estimated gradient magnitudes G+ and G_. of the chosen 
neighbors to determine whether Go is a local maximum of 
gradient magnitude, also called a peak. In a preferred 
embodiment, Go is a peak if Go>G+ and Go~>G_. All 35 

gradient estimates that are peaks, and that pass the optional 
noise thresholding step, are deemed to be edges. 

It should be noted that it can also be useful, although not 
preferable, to consider Go to be a peak if Go>G+ and Go>G_. 
Also, for example, the gradient estimates can lie on a 40 

non-square grid, such as a hexagonal grid, there can be 
non-grid-unit spacing of neighbors, and neighbors can be 
chosen based on directions other than the eight given 
compass directions. 

In another preferred embodiment, at least one two
dimensional interpolated position of the edge can be deter
mined along a plane position line. A plane position line is a 
line that is normal to the gradient direction of a gradient 
point associated with a local maximum of gradient 
magnitude, also passing through the interpolated edge posi-
tion along the profile. 

In a further preferred embodiment, a two-dimensional 
interpolated position of the edge is determined as being at 
the intersection point of two lines. The first line is a gradient 
direction line that extends along the gradient direction of the 
gradient point from a gradient point associated with a local 
maximum of gradient magnitude. The second line is the 
plane position line that is normal to the gradient direction, 
also passing through the interpolated edge position. 

The accuracy of any curve fitting method depends on the 
extent to which the behavior of gradient magnitude in the 
gradient direction matches the shape of the curve in a small 
region that includes the chosen neighbors. Given the discrete 
nature of the grid, the pattern of chosen neighbors neces-
sarily depends on gradient direction. It is recognized by the 
invention that curves that work well for some patterns of 
neighbors do not work well for others. The invention solves 
this problem by choosing the curve separately for each edge 
in accordance with gradient direction. 

In a preferred embodiment, the invention uses a single 
interpolation curve for all gradient directions, and then 
adjusts the interpolation result by means of a bias function 
having a parameter that is a function of gradient direction. 
This has the effect of simulating a large variety of interpo-
lation curve shapes by adjusting a single parameter. In a 
further preferred embodiment, the bias function is a power 
law function and the parameter is the power. In another 

For each edge detected by the above steps, the set of 45 

gradient magnitude estimates consisting of Go and the 
magnitude estimates of the above-chosen neighbors, e.g., G+ 
and G_, form a sampled one-dimensional profile of the edge. 
This one-dimensional profile is approximately along the 
gradient direction, although the discrete nature of the grid of 50 

gradient estimates makes it impossible in general to choose 
neighbors exactly along the gradient direction. Furthermore, 
again due to the discrete nature of the grid, in some 
embodiments, the chosen neighbors might not lie along a 
straight line. 

The invention provides a method and apparatus for deter
mining subpixel edge position using a one-dimensional edge 
profile. In embodiments where the chosen gradient magni
tude estimates along the profile are collinear, a curve-fitting 
method of interpolation is used to estimate the subpixel 60 

position of the gradient magnitude peak along the profile. 
Since there is no edge position information normal to the 
gradient direction, the interpolated edge position can be 
selected to be anywhere along a direction substantially 
normal to the gradient direction without significant loss of 65 

edge position information. In a preferred embodiment, for 
example, the interpolated edge position is selected so as to 

55 preferred embodiment, the power law bias function is 
applied to a parabolic interpolation curve. In still another 
preferred embodiment, the apparatus includes a lookup table 
to determine the adjustment of the interpolation result. 

The invention provides a fast, computationally inexpen
sive method and apparatus for edge detection that is of 
higher accuracy than available in the prior art, as well as 
providing an accurate method and apparatus for edge detec
tion that is faster and less computationally expensive than 
available in the prior art. 

Moreover, the invention exploits computationally inex
pensive estimates of gradient magnitude and direction to 
achieve accurate, computationally inexpensive, and fast 
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estimates of edge position, providing accurate edge detec
tion in a fast and computationally inexpensive manner, even 
for edges that are not substantially parallel to the axes of the 
pixel grid. 

6 
Gradient is estimated by first convolving an image with a 

set of kernels designed to estimate components of the 
gradient in selected directions. A kernel is a small array of 
numerical values arranged in the same grid pattern as the 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention will be more fully understood from the 
following detailed description, in conjunction with the 
accompanying figures, wherein: 

5 image pixels. To convolve an image with a kernel, the kernel 
is aligned with a set of image pixels at each position where 
gradient is to be estimated, the positions forming a regularly 
spaced grid on the image. The grid of positions where 
gradient is estimated may be identical to the grid of image 

10 pixels, in which case gradient is estimated at every position 
in the image, or it may be a shifted and/or regularly spaced 
subset of all possible image positions. 

FIGS. 1a-1d show several sets of gradient estimation 
kernels that may be used to practice the invention. In 
particular, FIG. 1a shows the so-called Roberts Cross 
kernels, FIG. 1b shows the so-called Sobel kernels, FIG. Ie 
shows an overdetermined set of kernels for use with a 15 

hexagonal pixel grid, and FIG. 1d shows a smaller set of 
kernels, equivalent to those of FIG. Ie in a least-squares 
sense; 

To perform a convolution of an image with a kernel, at 
each position in the image where gradient is to be estimated, 
each kernel value and the corresponding image pixel of the 
set of image pixels associated with the image position are 
multiplied. Then, the resulting products are summed to 
produce a single estimate of one component of gradient at 
the image position, which image position generally corre-FIGS. 2a-2e show several methods for computing gradi

ent magnitude and direction. In particular, FIG. 2a shows 
part of a computer program that does the computation using 
a floating point unit, FIG. 2b shows a lookup-table-based 
method; and FIG. 2e shows a method based on the CORDIC 
algorithm; 

20 sponds to the position of center of the kernel with respect to 
the image. Methods and apparatus for performing convolu
tion of a digital image with a kernel have been in use for 
decades and are well-known in the art. 

FIGS. 3a-3e show several methods for choosing neigh- 25 

boring gradient estimates. In particular, FIG. 3a shows a 
simple method to be used on a 3x3 square grid, FIG. 3b a 
method that can be used on a hexagonal grid, and FIG. 3e a 
method for a 5x5 square grid; 

FIGS. 4a-4e show methods for interpolating edge posi- 30 

tion. In particular, FIG. 4a shows a parabolic interpolation 
method for interpolating along a gradient magnitude profile, 
FIG. 4b shows a linear interpolation method for interpolat
ing along a gradient magnitude profile, and FIG. 4e shows 
a method for determining edge position in the plane based on 35 

interpolation along a gradient magnitude profile; 

FIG. 5 is a graph of three power law curves that can be 
used for adjusting the shape of the curve that is fit to the 
points along the gradient magnitude profile, selected based 
on gradient direction; and 40 

FIG. 6 shows a complete apparatus for subpixel edge 
detection according to the invention. 

Since the component of image gradient in a given direc-
tion is the first derivative of image brightness, the kernels 
shown in FIG. 1 are all adapted to estimate the first deriva
tive in a certain direction. Each set consists of at least two 
kernels, because at least two non-parallel components are 
needed to specify gradient. 

In particular, FIG. 1a shows a set of Roberts cross kernels 
111, 112. This set estimates gradient in directions oriented at 
45° to the axes of the pixel grid. The set of Roberts cross 
kernels is perhaps the least expensive gradient estimator, but 
also is the most sensitive to image noise. 

FIG. 1b shows a set of Sobel kernels 121, 122. These are 
also relatively inexpensive, but less sensitive to noise than 
the Roberts cross kernels due to summing normal to the 
component direction. The Sobel kernels estimate gradient in 
directions parallel to the axes of the pixel grid. 

FIG. Ie shows a set of three kernels 131,132,133 that can 
be used on an image based on a hexagonal tessellation. Here, 
gradient is estimated in the three natural directions of the 
grid, the three directions being spaced 60° apart. Since 

DETAILED DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows several sets of known convolution kernels 
that can be used to estimate components of gradient in a 
digital image. A digital image consists of a regular array of 
pixels. Each pixel is associated with a numerical value called 
a pixel value. Thus, an image can be defined as a regular 
array of numerical values. Each pixel value of a digital 
image typically represents a physical attribute as measured 

45 gradient has only two degrees of freedom, this set is 
overdetermined-if the estimates were exact, anyone of the 
components could be determined from the other two. Since 
the three components are only estimates, however, an over
determined set can be used to improve the accuracy of the 

50 overall estimate of gradient. 

by some device, for example, a pixel value can represent 
scene brightness at a point as measured by a video camera. 
Alternatively, each pixel value of a digital image can be 55 

generated by computer program, without reference to any 
measured physical attribute, such as in a virtual reality 
system or computer graphics system. Further, in some 
applications, computer generated images and/or images pro
vided by a video camera can be transformed mathematically 60 

to provide digitally processed images. In the following 
discussion, pixel values will be called brightness values, 
regardless of their origin. 

One way to use an overdetermined set is to discard the 
weakest component(s) (least absolute value) at each point 
and use the two strongest for estimating gradient. A different 
method for estimating gradient is illustrated in FIG. 1d. 
Here, the three symmetric kernels 131, 132, 133 of FIG. Ie 
are used to form a pair of orthogonal kernels 141, 142 for use 
on a grid that has no natural orthogonal directions. The 
orthogonal pair 141, 142 is adapted to minimize the sum of 
the squared difference between the gradient components 
estimated by the kernels 131, 132, 133 of FIG. Ie and 
components in the same three directions, but derived from 
the orthogonal pair 141, 142 (the set shown in FIG. 1d 
includes an arbitrary scale factor to simplify the drawing). 

A digital image typically consists of a square array of 
square pixels, but any regular planar tessellation may be 
used, such as a rectangular array of rectangular pixels, or 
hexagonal array of hexagonal pixels. 

The four kernel sets shown in FIG. 1 can be applied at 
65 every image position, and are appropriate for fine-scale, high 

resolution edge detection. To detect edges at coarser scales, 
the gradient estimation step can be modified in two ways-
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the image is first "smoothed" using an appropriate low pass 
filter, and then gradient is estimated only at a regularly 
spaced subset or sublattice of image positions, i.e., "sub
sampling" of gradient estimates is performed. 

8 
priate for gradient estimation. In this approach, a binary 
number representing each gradient component is passed to 
corresponding encoders 221 that serves to reduce the num-

A variety of methods and apparatus are known that can 5 

perform the necessary smoothing and subsampling. Smooth
ing may be accomplished by convolving the image, prior to 
gradient estimation, with a kernel designed for that purpose, 
such as a Gaussian kernel. Alternatively, a smoothing func
tion may be built into the gradient estimation kernels. 10 

Subsampling may be done by discarding image values after 
smoothing, or by discarding gradient estimates. 
Alternatively, subsampling may be built into the smoothing 

ber of bits needed to represent each component, thereby 
reducing the size of the lookup table 223. The encoded 
components provided by the encoders 221 are combined by 
a table index generator 222 to form a table index, which is 
provided to a lookup table 223 and used therein as an 
address to fetch previously stored approximations of gradi
ent magnitude and direction corresponding to the input 
gradient components. An apparatus according to this method 
can be built as dedicated hardware, or as part of a computer 
program that uses a portion of a conventional CPU's 
memory as the lookup table 223. or gradient estimation steps by applying the appropriate 

kernels only in the desired positions. 
It will be obvious to those skilled in the art that a wide 

variety of methods and apparatus can be used to estimate 
components of gradient for the purposes of practicing this 
invention. Images can be based on square, rectangular, 
hexagonal, or other regular planar tessellations. Kernels can 

15 The encoders 221 can take a variety of forms as appro-
priate to the application. If sufficient memory is available, 
the encoders 221 may do nothing, passing the components 
unmodified to the table index generator 222. In another 
form, the encoders 221 may select some number of the 

20 high-order bits of each gradient component. In a preferred 
embodiment, the encoders 221 perform a logarithmic com
pression of the gradient component values. This logarithmic 
compression, or any other form of encoding, can be imple-

be used that compute a simple difference of neighboring 
pixels, or can have some smoothing functionality incorpo
rated with gradient estimation to provide noise suppression. 
Overdetermined sets of kernels can be used with any image 
tessellation scheme, with the weakest components at each 25 

point discarded. Orthogonal kernel pairs can be designed for 
tessellations that have no natural orthogonal directions. 
Smoothing and subsampling steps can be added for coarse
scale edges. 

mented using a small lookup table. 
The table index generator 222 may simply combine the 

bits of the two encoded components. In another form, 
conventional two-dimensional array addressing is used. 

In a preferred embodiment based on the table lookup 
method, the gradient components are signed eleven-bit 

30 numbers, the encoders are 2048-byte lookup tables that 
perform logarithmic compression to eight bits, the table 
index is a 16-bit address consisting of the two 8-bit codes, 
and the main lookup table is a 65,536-by-16-bit table that 
stores eight bits of gradient magnitude information and eight 

In a preferred embodiment, Sobel kernels 121 and 122, as 
shown in FIG. 1b, are used on a square tessellation. Image 
brightness values associated with each square pixel are 
eight-bit numbers, with gradient components estimated to a 
precision of eleven bits. If required, coarse-scale edge 
detection can start with a separate smoothing and subsam
pIing step, based on a low-pass filter kernel, that approxi
mates a two-dimensional Gaussian function. 

FIG. 2 shows several approaches for converting a pair of 
gradient components into gradient magnitude and direction. 
Each of the approaches is designed to approximate the 
standard equations for rectangular-to-polar conversion: 

GO=VGX2+Gy2 

Equations lA, lB 

where Go is gradient magnitude, Ge is gradient direction, 
(Gx, Gy) are orthogonal gradient components, and atn2 is 
the four-quadrant arctangent function. 

FIG. 2a shows a computer program written in a conven
tionallanguage (e.g., the C computer language) for perform
ing a gradient approximation. This program, when 
compiled, loaded into the memory of a conventional CPU 
along with supporting standard math library routines, and 
executed by the CPU, will cause gradient magnitude and 
gradient angle to be approximated from input gradient 
components using the CPU's floating point hardware. A 
similar operation can be performed using dedicated floating 
point hardware. 

While the floating point method is satisfactory for use 
with this invention, less expensive and faster methods are 
preferable. Furthermore, the floating point method generally 
provides much greater precision than is meaningful given 
the nature of gradient estimation, and this unneeded preci
sion may be considered wasteful. 

FIG. 2b shows a method and apparatus based on a lookup 
table that is fast, inexpensive, and provides precision appro-

35 bits of gradient direction information for each combination 
of gradient component codes. Gradient direction is repre
sented as a binary angle-the most significant bit corre
sponding to 180°, the next-most significant bit correspond
ing to 90°, the next-most significant bit corresponding to 

40 45°, etc., down to the least significant bit, which corresponds 
to about 1.4°. 

In many cases, the use of floating point hardware or large 
lookup tables is impractical or is too expensive. For 
example, it may be desirable to build the device on a portion 

45 of an application-specific integrated circuit (ASIC), in which 
case the number of transistors required for a floating point 
unit or a large lookup table would be prohibitive. As another 
example, it may be desirable to build the device using a 
CPU, such as an integer digital signal processor (DSP), 

50 whose floating point unit is not fast enough for a given 
application, such as edge detection, or where random access 
to main memory is too slow for a given application. In these 
cases the preferred embodiment is shown in FIG. 2c, which 
shows a method and apparatus for converting gradient 

55 components to magnitude and angle using the CORDIC 
algorithm. 

The CORDIC method/apparatus shown in FIG. 2c is fast, 
inexpensive, and provides precision appropriate to the prob
lem of gradient estimation-just under seven bits of mag-

60 nitude and angle information, which is sufficient but not 
wasteful. It can be implemented using a CPU executing 
appropriate software, or can be implemented as dedicated 
hardware. In the case of dedicated hardware, the method is 
well-suited to pipelined processing, resulting in very high 

65 speed operation. 
In FIG. 2c, the gradient components (Gx , Gy) are passed 

to an octant unit 270. This unit 270 outputs a 3-bit code 260 



US 6,408,109 Bl 
9 

that indicates within which octant the gradient direction 
falls, and the values Ro and So, where Ro and So are defined 
by: 

Ro~max(IGxI, IG)) 

So~min(IGxl, IG)) Equations 2A, 2B 

The octant unit 270 includes two absolute value elements 
231, which output both the absolute value of their input and 
a sign bit 244 indicating the sign of the input: 0 for input>O 
and 1 for input<O, for example. Thus, the sign bit indicates 
whether or not the abs element 231 has inverted the sign of 
its input. The sign bit 244 of Gy is the 180° bit, and the sign 

10 
231, which is identical to the like-numbered abs elements of 
the octant unit 270 previously described. These sign bits 
(also referred to herein as "direction bits") 244 are used to 
refine the approximation to gradient direction initially pro-

S duced by the octant unit 270. Each successive CORDIC 
block 233 gives about one additional bit of gradient direc
tion precision. 

The relationship between the direction bits 244 produced 
by the CORDIC blocks and gradient direction is shown in 

10 Table 2 as follows: 

TABLE 2 

CORDIC direction gradient direction 8-bit binary 
bits 1-4 range, degrees angle C 

bit 244 of Gx is the 90° bit, of the octant code 260. 15 
0111 0.00-1.82 00000001 

The octant unit 270 includes a sort element 232, which 
sorts its inputs so that the higher one comes out as Ro and 
the lower one as So. The sort element 232 also outputs a bit 
235 indicating which input was highest: 0 for IGxl ~IG), and 
1 otherwise. This bit 235 is the 45° bit of the octant code 20 

260, as shown in Table 1, below. 
Table 1 shows the relationship between the octant codes 

260 and the high three bits of binary angle. Also shown is the 
8-bit binary angle Q corresponding to the nearest quadrant, 
which will be used below in the description of the encoder 25 

element 234. The 45° bit 235 of the binary angle is marked 
as B for the description below of the encoder element. 

TABLE 1 

0110 
0100 
0101 
0001 
0000 
0010 
0011 
1011 
1010 
1000 
1001 
1101 
1100 
1110 
1111 

1.82-5.40 00000011 
5.40-8.98 00000101 
8.98-12.53 00001000 

12.53-16.08 00001010 
16.08-19.66 00001101 
19.66-23.25 00001111 
23.25-26.57 00010010 
26.57-29.90 00010100 
29.90-33.48 00010111 
33.48-37.06 00011001 
37.06-40.61 00011100 
40.61-44.16 00011110 
44.16-45.00 00011111 

>45 00011111 
>45 00011111 

30 The CORDIC unit 280 computes gradient direction Ge 
octant code binary angle nearest 

180° 90° 45° 180° 90° 45° B quadrant Q 

0 0 0 0 0 0 00000000 
0 0 0 0 01000000 
0 0 0 10000000 
0 0 0 01000000 

0 0 0 0 10000000 
0 0 11000000 

0 00000000 
0 11000000 

Referring to FIG. 2c, the octant code 260 and the values 

from the octant code 260 and the CORDIC direction bits 244 
by means of encoder element 234. The encoder 234 can be 
implemented as a computer program, or as dedicated 
hardware, using lookup tables, logic elements, and arith-

35 me tic elements as appropriate to the application. The 
encoder 234 determines, via table lookup or boolean logic, 
for example, and using the octant code 260, the 8-bit binary 
angle Q of the nearest quadrant, and the value B of the 45° 
binary angle bit, both as shown in Table 1. The 180 and 90 

40 degree binary angle bits are included for completeness. The 
encoder 234 also determines via table lookup, for example, 
the 8-bit binary angle C from the CORDIC direction bits as 
shown in Table 2. The resulting angle computed by the Ro and So are passed to a CORDIC unit 280. The CORDIC 

unit 280 can include one or more CORDIC blocks 233; in 
the embodiment of FIG. 2c, four CORDIC blocks are used. 45 

Each CORDIC block effectively rotates its input vector 
(RN_1, SN_l) towards the x-axis by an amount tan(2-N

) to 
provide a rotated input vector, and then transforms the 
rotated input vector so as to ensure that it falls within the first 
octant by taking the absolute value of the y-component of 
the rotated input vector. With each successive CORDIC 
block 233, the R values are driven further towards the 
gradient magnitude (the length of the vector) and the S 
values are driven further towards O. 

encoder is Q+C if B is 0, Q-C if B is 1. 
It will be evident to those skilled in the art that many 

variations on the CORDIC method/apparatus shown in FIG. 
2c can be used to approximate gradient magnitude and 
direction from the gradient component estimates for the 
purpose of practicing this invention. It should also be 

50 evident that methods/apparatus for approximating gradient 
magnitude and direction from the gradient component esti
mates are not limited to the three approaches described in 
FIG. 2, but that any method/apparatus that performs the 
approximation to sufficient precision is satisfactory. 

The rotation of each input vector is accomplished by 55 

means of right-shifting elements 241, an adder 242, and a 
subtractor 243. The absolute value function mentioned 
above is accomplished by the absolute value element 231. 

Regarding terminology used herein, the term "approxi-
mation" refers to a purely computational process that can be 
carried out to any desired precision. The term "estimation" 
refers to a partly physical process, the accuracy of which is 
limited by ones ability to make measurements. These physi-The R output of the final CORDIC block 233 is a good 

approximation to gradient magnitude Go, although multi
plied by an arbitrary scale factor that depends on the number 
of CORDIC blocks used. The scale factor is about 1.16 for 
N~3. 

Each CORDIC block 233 also outputs a sign bit 244 
indicating whether the y-component of the rotated vector 
was negative prior to the absolute value function of element 
231. The sign bit 244 comes from the absolute value element 

60 cal limitations arise from many factors, including electro
optical resolution, signal noise, pixel grid effects, etc. Thus, 
the computation of gradient magnitude and direction from 
the non-parallel gradient components is an approximation 
(of the appropriate mathematical formula), but the resulting 

65 gradient magnitude and direction values themselves are 
estimates, since they are based on components that are 
estimates. 
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grid elements that are neighbors of a center gradient estimate 
grid element. For each method, the goal is to obtain a 
sampled profile of gradient magnitude in approximately the 
gradient direction. Given the discrete nature of the gradient 

The methods/apparatus of FIG. 2 as described above 
assume that an orthonormal pair of kernels was used to 
estimate the gradient components. These methods/apparatus 
can easily be modified for non-orthonormal pairs as might 
arise, for example, when using an overdetermined set of 
gradient components, and discarding all but the strongest 
two gradient components. The simplest solution is to mul
tiply each gradient component by a 2x2 matrix to transform 
the components to an orthonormal basis before applying the 
methods of FIG. 2. With the lookup table method of FIG. 2b, 

5 estimate grid, and the fact that the chosen neighboring 
gradient estimates are generally only one or two gradient 
estimate grid elements away from the center gradient esti
mate grid element labeled by Go, the sampled profile will not 
exactly match the gradient direction. Furthermore, the gra-

10 dient estimate grid elements along the profile may not be 
collinear. the effect of the matrix multiplication can be built into the 

lookup table in the typical case where the chosen compo
nents are in a fixed relative orientation, eliminating the need 
for the matrix multiply operation. The CORDIC method/ 
apparatus of FIG. 2c can also be modified to handle the 15 

non-orthonormal case without the need for the matrix 
multiply, generally by modifying the encoder element 234 so 
as to incorporate the effect of a matrix multiply operation. 

If a sufficiently large overdetermined set of kernels is 
used, approximate gradient magnitude and direction can be 20 

obtained from the gradient components provided thereby 
without the need for an apparatus to approximate the 
rectangular-to-polar conversion equations, such as those 
shown in FIG. 2. In such an embodiment, the absolute value 
of the strongest gradient component, i.e., the gradient com- 25 

ponent having the largest absolute value, is a good approxi
mation to the gradient magnitude Go, and the direction of the 
strongest gradient component (a known property of the 
kernel used to obtain the strongest gradient component) is a 
good approximation to the gradient direction Ge. In a further 30 

refined embodiment, the strongest component and its two 
closest neighbors in direction are used to interpolate gradient 
magnitude and direction by fitting a curve, such as a 
parabola, to the component values. 

The invention uses a regular array of gradient estimates to 35 

determine accurate subpixel positions of edges to be 
detected. Each gradient estimate consists of a gradient 
magnitude estimate and a gradient direction estimate. 
According to the invention, it is useful to perform a gradient 
estimate at a plurality of regularly-spaced locations of a 40 

regular grid, herein referred to as a gradient grid. The 
gradient grid can be displaced by a fraction of a pixel with 
respect to the underlying pixel grid, and such displacement 
can be in any direction. Also, the gradient grid can be a 
subset of the pixel grid, e.g., one gradient point for each 45 

group of four pixel points. It is convenient to refer to each 
gradient estimate, taken together with the grid location of the 
gradient estimate, as a gradient estimate grid element. It is 
also convenient to refer to a plurality of regularly spaced 
gradient estimate grid elements as a gradient estimate grid. 50 

In FIG. 3, for illustrative purposes, gradient estimate grid 
elements are depicted as tiles, where some of the tiles are 
labeled by the gradient magnitude estimate of the underlying 
gradient estimate grid element. 

To obtain a sampled profile of gradient magnitude in 55 

approximately the gradient direction at each of a plurality of 
locations of the gradient grid, a set of neighboring gradient 
estimate grid elements is selected for each of the plurality of 
gradient grid locations. Each gradient estimate grid element 
of each set of neighboring gradient estimate grid elements 60 

can be labeled by a symbol representing a gradient magni
tude at a particular position along the sampled profile. For 
example, the center gradient estimate grid element of a set 
of neighboring gradient estimate grid elements can be 
labeled by Go, as shown in FIG. 3. 

FIG. 3 shows several methods for selecting, as a function 
of gradient direction, a set of neighboring gradient estimate 

65 

A preferred embodiment is shown in FIG. 3a. Here, two 
neighbors are chosen, labeled by G+ and G_, from among the 
eight neighbors of Go shown in the figure. FIG. 3a shows the 
range of gradient directions for which each neighbor will be 
chosen as G+. In each case the 180° opposite neighbor will 
be chosen as G_. For example, for gradient directions in the 
range 112.5°-157.5°, G+ will be GNwand G_ will be GSE ' 

The gradient direction ranges are chosen to fall on 22.5° 
boundaries, so at least 4 bits of precision in gradient 
direction, represented as a binary angle, are needed. 

In a preferred embodiment of an apparatus based on the 
method of FIG. 3a, the gradient magnitude estimates are 
stored in a random access memory as a regular 
2-dimensional array. The address offset of a neighbor of any 
gradient magnitude estimate in a given compass direction is 
a constant, and the address offset of the 180° opposite 
neighbor is the negative of this constant. These address 
offset constants are stored in a small lookup table indexed by 
the high order four bits of gradient direction. For each (Go, 
Ge) pair, Ge is used to lookup the address offset from Go of 
the neighbors. This offset is added to and subtracted from the 
address of Go to form addresses used to fetch the G+ and G_ 
neighbors, respectively. 

The above apparatus may be implemented by means of 
appropriate software, using the computer's memory both to 
store the gradient estimates and for the address offset lookup 
table. Alternatively, it may be implemented in dedicated 
hardware. In either case, it is not necessary that the entire 
array of gradient magnitude estimates be stored in memory 
simultaneously. In a preferred embodiment where the com
putation of gradient magnitude and direction is done in 
raster order, only the last three rows of gradient magnitude 
estimates need be in memory at anyone time for an 
apparatus based on lookup of address offset to work. 

FIG. 3b shows a method for choosing neighbors for when 
the invention is practiced on a hexagonal grid. An apparatus 
based on this method is similar to the one described for FIG. 
3a above. 

FIG. 3c shows a method wherein four neighbor gradient 
estimate grid elements are chosen on a 5x5 grid. Note that 
only seven of the twelve possible patterns are shown; the 
others are just symmetries of the given ones. An apparatus 
based on this method is similar to the one described for FIG. 
3a above, although in this case at least five bits of gradient 
direction are needed. 

The invention includes a method and apparatus for deter
mining whether a gradient estimate G corresponds to an 
edge (a local maximum of gradient magnitude in the gradi
ent direction), within the limits of detection imposed by the 
discrete grid of gradient estimates. The methods/apparatus 
are based on a comparison of the gradient estimate Go with 
the gradient estimates of its neighbors that were chosen 
based on the direction Ge. 

In a preferred embodiment where two neighbor grid 
elements labeled by G+ and G_ are chosen, G is a peak if 
Go>G+ and Go~G_. The choice of which gradient magni-
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tude (G+ or GJ is compared with Go using ">" and which 
14 

Go, G+, and G_ are plotted on a graph where the horizontal 
axis is distance along the sampled gradient magnitude 
profile and the vertical axis is gradient magnitude. The 
horizontal distance scale is chosen arbitrarily so that G+ and 

is compared using "~" is arbitrary, but the asymmetric 
comparison serves to ensure that exactly one grid element 
will be selected as being associated with a peak if two or 
more neighboring gradient estimates along the profile have 
equal magnitude. If ">" were used for both comparisons, and 
two or more neighbor grid elements were associated with 
gradient estimates of equal magnitude, no peak would be 
selected. If "~" were used for both comparisons, all equal 
neighbor grid elements would be selected as being associ
ated with a peak. Although it is possible to practice the 
invention using any of these methods of comparison, select
ing exactly one peak in the case of neighbor grid elements 
associated with equal gradient magnitude estimates is pre
ferred. 

5 G_ are one unit away from Go. A parabola passing through 
the three points is constructed, and the position of its 
maximum is taken to be the edge position along the sampled 
gradient magnitude profile. 

The use of the asymmetrical comparison Go>G+, Go~G_ 
10 insures that the parabola is not degenerate, so its maximum 

exists. Furthermore, the position of the maximum always 
falls within ±0.5 units of Go, which is sensible-if the peak 
were closer to one of the neighbors than to Go, one would 
expect that this neighbor would have been the selected peak 

15 instead of Go. In the case of two neighboring grid elements having equal 
gradient magnitude estimates, it does not matter which grid 
element is selected as the peak, since the interpolation 
methods to be described below will place the actual edge 
position halfway between the grid elements. If more than 
two neighbors have equal magnitude, the edge position is 20 

somewhat indeterminate, and the method described herein 
will select the first or last such neighbor. Although some 
might consider it preferable to select one closer to the center, 
this case occurs so infrequently in practice that the preferred 
embodiments do not do so-the benefits are considered not 25 

worth the computational cost. 
With embodiments that choose more than two neighbors, 

many more methods of comparison are possible. Variations 

A formula for obtaining the interpolated peak position is 

G+ -G_ Equation 3 
s = 74G:O:-O --""27:( GO:-+-+:-;;G---;-_) 

where s is distance from Go in the G+ direction in the 
arbitrary units. The value s is then multiplied by the actual 
distance between Go and the neighbors to obtain the inter-
polated edge position along the profile in pixels, for 
example. 

on the above-described two-neighbor methods can be prac
ticed by combining the neighbors on either side of Go to 
produce G+ and G_ values. Some embodiments of this form 
simply choose one of the neighbors on each side, such as the 
closest, farthest, or middle. Others combine the neighbors to 
form the mean or median. 

In another variation, the neighbors on either side of Go are 
combined by choosing the largest value, which has the effect 

FIG. 4b shows an alternative method based on linear 
interpolation. This method assumes that gradient magnitude 
falls off linearly and equally on either side of an edge. A first 
line is constructed passing through Go and the neighbor 

30 having the smaller magnitude. A second line is constructed 
passing through the other neighbor and of slope that is the 
negative of the slope of the first line. The intersection of the 
first and second lines gives the interpolated edge position 
along the profile. 

35 As with the parabolic method shown in FIG. 4a, a solution 

of requiring Go to be greater than all of its neighbors on one 
side, and greater than or equal to all of its neighbors on the 
other side. Thus, excessively local peaks are rejected. One 
skilled in the art can doubtless generate many variations as 40 

appropriate for the purposes of practicing this invention. 
In embodiments where a noise threshold is used, gradient 

peaks whose magnitude falls below the noise threshold are 
not considered edges. 

The result of the steps of the methods described up to this 45 

point, and the output of the elements of the corresponding 
apparatus, is a list of edges-all points on the gradient 
estimate grid that are associated with local maxima in the 
gradient direction and are not below the noise threshold. For 
each such edge in the list, the following information is 50 

recorded: the gradient magnitude Go and direction Ge, the 
integer grid position of the edge, and the magnitude values 
of the chosen neighbors of Go. 

FIGS. 4a and 4b each show a method for obtaining a 
subpixel interpolated edge position along a sampled gradient 55 

magnitude profile, where the sampled gradient magnitude 
profile includes a peak magnitude estimate Go and its chosen 
neighbors G+ and G_, and where the points labeled by Go, 
G+, and G_ represent the locations of respective gradient 
estimate grid elements (not shown). FIG. 4c shows a method 60 

for determining two-dimensional edge position in the plane 
of gradient estimate grid elements, based on the subpixel 
interpolated edge position as obtained in FIGS. 4a or 4b, for 
example. The plane of gradient estimate grid elements is 
co-planar with respect to the plane of pixel grid elements. 65 

FIG. 4a shows a preferred embodiment based on two 
equally spaced, collinear neighbors. Points corresponding to 

always exists if the asymmetrical comparison is used, and 
the solution falls within ±0.5 units of Go. The formula for 
linear interpolation is 

Equation 4 

where again, s is distance from Go in the G+ direction in the 
arbitrary units. The value s is then multiplied by the actual 
distance between Go and the neighbors to obtain the inter
polated edge position along the profile, in pixels, for 
example. 

In a preferred embodiment, an apparatus according to 
either the parabolic or linear methods of FIGS. 4a or 4b uses 
a conventional CPU with appropriate software to approxi
mate the above formulas. 

The invention includes a method and apparatus for deter
mining edge position in the plane of gradient estimates from 
its position along a sampled gradient magnitude profile. A 
preferred embodiment, based on the method for choosing 
neighbors shown in FIG. 3a, is shown in FIG. 4c. 

In the example shown in FIG. 4c, the gradient direction 
410 is about 30°, so the G+ neighbor is chosen to be GND 

and the G_ neighbor is Gsw- The sampled gradient magni
tude profile, consisting of Go, G +' and G _, falls along the line 
411. The interpolated edge position 413 along the sampled 
gradient profile, as determined by the methods of FIG. 4a or 
4b, or any other appropriate method, falls along the line 411 
between the ±0.5 unit limits 412. Note that in this case the 
arbitrary units of the above interpolation formulas are "'2 
times the grid spacing. If the gradient direction were such 
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that non-diagonal neighbors were chosen, the arbitrary units 
would be equal to the grid spacing. 

Since edge position is defined as a point along a line in a 
given direction, there is a remaining degree of freedom 
inherent in the specification of edge position; the position of 
the edge along the direction normal to the given direction. 
More specifically, an edge can be localized along the gra
dient direction, but no information regarding edge position 
along a direction that is normal to the gradient direction is 
available. Thus, the edge may usefully be considered to lie 
in the vicinity of the interpolated position 413, e.g., some
where along a plane position line 414 that passes through the 
interpolated position 413 and that is normal to the gradient 
direction 410. In a preferred embodiment, the edge position 

16 
arbitrarily, one might expect to be able to generate a wide 
range of gradient magnitude profiles. Nevertheless, experi
ence with both synthetic and measured images shows that, 
for a given convolution kernel and pattern of neighbors, the 

5 shape of the gradient magnitude profile is surprisingly 
constant over a wide range of edge "sharpness". As recog
nized by the invention, since the kernels are constant over 
the image, and the pattern of neighbors depends only on 

10 gradient direction, this experience suggests that one should 
choose the shape of the curve to be used for the interpolation 
based on gradient direction at each detected edge. 

is defined to be the point 415 at the intersection of the plane 
position line 414 that passes through the interpolated posi _ 15 

tion 413 and that is normal to the gradient direction 410, 
with the line 410 that passes through Go along the gradient 
direction 410. The point 415 is the point along plane position 
line 414 that is closest to the point labeled by Go' 

The invention provides a method and apparatus for choos
ing the interpolation curve independently for each edge as a 
function of gradient direction of the edge. The invention can 
be used to compensate for varying shapes of the gradient 
magnitude profile due to the effects of the pattern of chosen 
neighbors, or due to the alignment of gradient direction with 
respect to the pixel grid, or both. The method and apparatus 
of the invention can also be used for choosing the interpo
lation curve based on any characteristic of the image that can 
be qualified or quantified. 

In a preferred embodiment of an apparatus according to 20 

the method of FIG. 4c, a conventional CPU is used with 
appropriate software. This software reads the interpolated 
position 413, in the above-described arbitrary units, along 
the profile 411. This position is multiplied by the grid 
spacing, and, if the gradient direction is such that diagonal 25 

neighbors were chosen, by a further factor of "'2. The result 
In a preferred embodiment based on the Sobel kernels of 

FIG. 1b, and the neighbor selection method of FIG. 3a, the 
parabolic interpolation curve of FIG. 4a is used for gradient 
directions that result in N-S or E-W neighbors, and the 
linear interpolation curve of FIG. 4b is used for gradient 

of this computation is multiplied by the cosine of the angle 
between the gradient direction 410 and the profile line 411 
to provide as an output the distance of the edge point 415 
from Go in the gradient direction. 

In embodiments of the invention where more than two 
neighbors are chosen, various alternatives to the 3-point 
interpolation methods of FIG. 4 can be used. Methods 
similar to the parabolic and linear methods can be used by 
means of conventional least-squares fitting techniques. 

In embodiments of the invention where the gradient 
magnitude samples along the profile are not collinear, for 
example as would occur for certain gradient directions in 
embodiments according to FIG. 3c, the samples, prior to the 
interpolation step, are moved normal to the gradient direc
tion until they lie along the line passing through Go in the 
gradient direction. This is similar to moving the interpolated 
position 413 in FIG. 4c normal to the gradient direction 410 
until it lies in the gradient direction from Go, except that it 
happens before the interpolation step rather than after it. 

In embodiments of the invention where the gradient 
magnitude samples along the profile are not equally spaced, 
the relative spacing can be accounted for in the curve-fitting 
formulas. Many such curve-fitting formulas have long been 
well-known in the art. 

With reference to FIG. 5, the accuracy of any curve fitting 
method of interpolation depends on the extent to which the 
actual behavior of gradient magnitude in the gradient direc
tion matches the shape of the model curve in a small region 
that includes the chosen neighbors. One might expect the 
actual behavior of gradient magnitude to depend on the 
image brightness profile in the vicinity of the edge, the 
specific convolution kernels used to estimate the gradient 
components, the pattern of neighbors chosen for the 
interpolation, and the alignment of gradient direction with 
respect to the axes of the pixel grid. Experience shows that 
the kernels and the pattern of neighbors are significant 
effects, while alignment of gradient direction with respect to 
the pixel grid, other than the major consequence of choosing 
the pattem of neighbors, is relatively minor in effect. 

The effect of the image brightness profile is more difficult 
to characterize. If one is allowed to manipulate such a profile 

30 directions that result in NE-SW or SE-NW neighbors. 

FIG. 5 shows a preferred embodiment of a method that is 
simple, inexpensive, and flexible. In this embodiment, a 
single interpolation curve is used for all gradient directions, 

35 which produces a result s in the range ±O.5 in arbitrary units. 
An adjusted interpolation value s', also in the range ±O.5, is 
obtained from s by means of the "s" shaped function 510, 
as shown in FIG. 5. A bias parameter that is a function of 
gradient direction is used to adjust the shape of the "s" 

40 function, which has the effect of simulating a large variety 
of interpolation curve shapes, e.g., 510A and 510B, by 
adjusting a single parameter. 

In one embodiment of this method, the "s" function is a 
45 power law, and the bias parameter b is the power: 

Equation 5 

This method has several important properties. First, s'=s at 
50 the center point 512, and at the endpoints 514 and 515, 

regardless of the bias value b. This property reflects our 
intuition about the interpolation-that regardless of the 
shape of the gradient magnitude profile, the following rela
tions shown in Table 3 should hold: condition location of 

55 

60 
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edge interpolation value s point in FIG. 5 

TABLE 3 

interpolation 
condition location of edge value s point in FIG. 5 

G+ ~ G_ at Go 0.0 center point 512 
Go = G+ halfway between Go and G+ +0.5 end point 515 
Go ~ G_ halfway between Go and G_ -0.5 end point 514 

The effect of the bias parameter can be summarized in 
Table 4 as follows: 
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bias 

b ~ 0 
b > 0 

-1 < b < 0 

17 

TABLE 4 

s', s relationship 

s' = s 

Is'l ~ lsi 
Is'l "'; lsi 

effect on interpolated edge 

none 
pulled towards Go 
pushed away from Go 

5 

18 
s' and gradient direction Ge are input to plane positioning 
element 620, which outputs the distance r of the edge from 
Go in the gradient direction, according to the method of FIG. 
4c, for example. 

The final output of the apparatus of FIG. 6 is a list of 
edges, where each edge includes integer grid position (x,y), 
gradient magnitude Go, direction Ge, and the distance r of 
the edge from (x,y) in direction Ge. 

A preferred embodiment of an apparatus according to the 
method of FIG. 5 uses a conventional CPU and appropriate 
software to choose a bias value as a function of gradient 
direction, and to apply the resulting function 510 to an 
interpolated value s. The resulting value s' replaces s as input 

The best mode for implementing the apparatus of FIG. 6 
10 includes the embodiments of FIGS. Ib, 2c, 3a, 4a, 4c, and 

5. 

to the next element, typically multiplied by the neighbor 
spacing factor, as described above in conjunction with FIG. 15 

4c. 
In one version of this embodiment, a predetermined bias 

value is used for each possible pattern of neighbors, each 
such pattern of neighbors corresponding to a certain range of 
gradient directions. The s' values of the "s" function corre- 20 

sponding to each such bias value is stored in a lookup table 
of appropriate resolution in s. As is well-understood by those 
skilled in the art, appropriate software can be used to choose 
the lookup table based on gradient direction, and then use 
the interpolated value s to lookup the adjusted value s'. 25 

The bias values used for selected preferred embodiments 
based on the neighbor selection method of FIG. 3a are given 
in Table 5, below: 

TABLE 5 

convolution interpolation bias for N-S, E-W bias for NE-SW, 
kernels curve neighbors SE-NW neighbors 

Sobel parabolic 0.0 -0.5 
Sobel linear +0.5 -0.2 
Roberts parabolic -0.7 -0.7 
Roberts linear -0.6 -0.6 

30 

35 

It will be obvious to one skilled in the art that many 
variations on the method and apparatus of FIG. 5 can be 40 

arranged to suit various applications. 
FIG. 6 shows a complete embodiment of an apparatus 

according to the invention. A digital image is input to 
gradient component estimation element 610, the element 
610 being based upon convolution kernels of FIG. 1, for 45 

example, and producing gradient component outputs Gx and 
Gy for every point of a regularly spaced grid. For each grid 
point, a gradient component output Gx and Gy is input to a 
Cartesian-to-polar element 612, based on the methods of 
FIG. 2, for example, thereby producing a gradient magni- 50 

tude estimate Go and a gradient direction estimate Ge at the 
grid point. The gradient magnitude and direction estimates 
Go and Ge are input to element 614, which element chooses 
neighboring gradient magnitude estimates according to the 
methods of FIG. 3, for example, detects edges correspond- 55 

ing to gradient magnitude peaks not below a noise threshold, 
and outputs a list of edges, where each edge includes integer 
grid position (x,y), gradient magnitude Go and direction Ge, 
and neighboring gradient magnitudes G+ and G_. 

For each edge in the list of edges, the gradient magnitude 60 

profile including Go, G+, and G_is input to the interpolation 
element 616, which outputs edge position s along the profile 
in arbitrary units according to the methods of FIG. 4a or 4b, 
for example. The interpolated edge position and gradient 
direction Ge are input to edge position bias element 618, 65 

which outputs adjusted edge position s' according to the 
method of FIG. 5, for example. The adjusted edge position 

Other modifications and implementations will occur to 
those skilled in the art without departing from the spirit and 
the scope of the invention as claimed. Accordingly, the 
above description is not intended to limit the invention 
except as indicated in the following claims. 

What is claimed is: 
1. An apparatus for detection and sub-pixel location of 

edges in a digital image, said digital image including a 
plurality of pixel values, each pixel value being associated 
with a respective pixel point of a regularly-spaced pixel grid, 
said apparatus comprising: 

a gradient estimator for estimating gradient magnitude 
and gradient direction at a plurality of regularly-spaced 
gradient points in said digital image, so as to provide a 
plurality of estimates of gradient magnitude and gra
dient direction, each said estimate of gradient magni
tude and gradient direction being associated with a 
respective gradient point of a regularly-spaced gradient 
grid; 

a peak detector, cooperative with said gradient estimator, 
operating such that gradient direction associated with 
each gradient point is used to select a respective set of 
neighboring gradient points, and operating such that 
gradient magnitude associated with each gradient point 
is compared with each gradient magnitude of said 
respective set of neighboring gradient magnitudes so as 
to determine which of said gradient magnitudes is a 
local maximum of gradient magnitude in approxi
mately said gradient direction; and 

a sub-pixel interpolator, cooperative with said peak 
detector, operating such that said local maximum of 
gradient magnitude and a set of neighboring gradient 
magnitudes are used to determine an interpolated edge 
position along a one-dimensional gradient magnitude 
profile including a gradient point associated with said 
local maximum of gradient magnitude and each gradi
ent point associated with said set of neighboring gra
dient magnitudes. 

2. The apparatus of claim 1, further comprising: 
a plane positioner, cooperative with said interpolator and 

said gradient estimator, said plane positioner operating 
so as to determine a plane position line normal to the 
gradient direction of a gradient point associated with 
said local maximum of gradient magnitude, said plane 
position line also passing through said interpolated 
edge position, along which plane position line at least 
one two-dimensional interpolated position of the edge 
can be determined. 

3. The apparatus of claim 2, wherein said plane positioner 
operates so as to determine said at least one two-dimensional 
interpolated position of the edge as being at an intersection 
point of two lines: 

a gradient direction line extending from a gradient point 
associated with said local maximum of gradient 
magnitude, said gradient direction line extending along 
said gradient direction of said gradient point; and 
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said plane position line that is normal to said gradient 
direction, also passing through said interpolated edge 
position. 

4. The apparatus of claim 1, wherein said interpolator 
includes at least one interpolation function. 5 

20 
normal to the gradient direction of a gradient point 
associated with said local maximum of gradient 
magnitude, said plane position line also passing 
through said interpolated edge position, along which 
plane position line at least one two-dimensional inter
polated position of the edge can be determined. 5. The apparatus of claim 1, wherein said interpolator 

includes a plurality of interpolation functions, each interpo
lation function being selected for use in accordance with 
gradient direction at each said local maximum of gradient 
magnitude. 

6. The apparatus of claim 1, further including an edge 
position bias element, cooperative with said interpolator, 
that operates to adjust an edge position provided by said 
interpolator. 

13. The apparatus of claim 12, wherein said plane position 
means also includes means for determining said at least one 
two-dimensional interpolated position of the edge as being 

10 at an intersection point of two lines: 

7. The apparatus of claim 6, wherein said edge position 15 

bias element adjusts edge position provided by said inter
polator in accordance with gradient direction at each said 
local maximum of gradient magnitude. 

8. The apparatus of claim 1, wherein said gradient esti
mator includes apparatus for implementing the CORDIC 20 

algorithm. 

a gradient direction line extending from a gradient point 
associated with said local maximum of gradient 
magnitude, said gradient direction line extending along 
said gradient direction of said gradient point; and 

said plane position line that is normal to said gradient 
direction, also passing through said interpolated edge 
position. 

14. The apparatus of claim 11, wherein said interpolation 
means includes at least one interpolation function. 

15. The apparatus of claim 11, wherein said interpolation 
means includes: 

a plurality of interpolation functions; and 
selection means for selecting, in accordance with gradient 

direction at each said local maximum of gradient 
magnitude, an interpolation function from said plurality 
of interpolation functions. 

9. The apparatus of claim 1, wherein said gradient esti
mator includes an orthogonal gradient component estimator 
for providing orthogonal gradient components, cooperative 
with a gradient magnitude and gradient direction approxi- 25 

mator for using said orthogonal gradient components to 
provide gradient magnitude and gradient direction approxi
mations. 16. The apparatus of claim 11, further including edge 

position bias means, cooperative with said interpolation 
30 means, for adjusting an edge position provided by said 

interpolation means. 

10. The apparatus of claim 1, wherein said peak detector 
operates such that said respective set of neighboring gradient 
points is co-linear. 

11. Apparatus for detection and sub-pixel location of 
edges in a digital image, said digital image including a 
plurality of pixel values, each pixel value being associated 
with a respective pixel point of a regularly-spaced pixel grid, 
said apparatus comprising: 

17. The apparatus of claim 16, wherein said edge position 
bias means adjusts edge position provided by said interpo
lation means in accordance with gradient direction at each 

35 said local maximum of gradient magnitude. 
18. The apparatus of claim 11, wherein said gradient 

estimation means includes CORDIC algorithm means. 
19. The apparatus of claim 11, wherein said gradient 

estimation means includes orthogonal gradient component 

gradient estimation means for estimating gradient mag
nitude and gradient direction at a plurality of regularly
spaced gradient points in said digital image, so as to 
provide a plurality of estimates of gradient magnitude 
and gradient direction, each said estimate of gradient 
magnitude and gradient direction being associated with 
a respective gradient point of a regularly-spaced gra
dient grid; 

40 estimation means for providing orthogonal gradient 
components, cooperative with gradient magnitude and gra
dient direction approximation means for using said orthogo
nal gradient components to provide gradient magnitude and 

peak detection means, cooperative with said gradient 45 

estimation means, for using gradient direction associ
ated with each gradient point to select a respective set 

gradient direction approximations. 
20. The apparatus of claim 11, wherein said peak detector 

operates such that said respective set of neighboring gradient 
points is co-linear. 

of neighboring gradient points, and for comparing 
gradient magnitude associated with each gradient point 
with each gradient magnitude of said respective set of 
neighboring gradient magnitudes so as to determine 
which of said gradient magnitudes is a local maximum 

21. Amethod for detection and sub-pixel location of edges 
in a digital image, said digital image including a plurality of 

50 pixel values, each pixel value being associated with a 
respective pixel point of a regularly-spaced pixel grid, the 
method comprising the steps of: 

of gradient magnitude in approximately said gradient 
direction; and 

sub-pixel interpolation means, cooperative with said peak 55 

detection means, for using said local maximum of 
gradient magnitude and a set of neighboring gradient 
magnitudes to determine an interpolated edge position 
along a one-dimensional gradient magnitude profile 
including a gradient point associated with said local 60 

maximum of gradient magnitude and each gradient 
point associated with said set of neighboring gradient 
magnitudes. 

12. The apparatus of claim 11, further comprising: 
plane position means, cooperative with said interpolation 65 

means and said gradient estimation means, said plane 
position means for determining a plane position line 

estimating gradient magnitude and gradient direction at a 
plurality of regularly-spaced gradient points in said 
digital image, so as to provide a plurality of estimates 
of gradient magnitude and gradient direction, each said 
estimate of gradient magnitude and gradient direction 
being associated with a respective gradient point of a 
regularly-spaced gradient grid; 

using gradient direction associated with each gradient 
point to select a respective set of neighboring gradient 
points, and comparing gradient magnitude associated 
with each gradient point with each gradient magnitude 
of said respective set of neighboring gradient magni
tudes so as to determine which of said gradient mag
nitudes is a local maximum of gradient magnitude in 
approximately said gradient direction; and 
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using said local maximum of gradient magnitude and a set 
of neighboring gradient magnitudes to determine an 
interpolated sub-pixel edge position along a one
dimensional gradient magnitude profile including a 
gradient point associated with said local maximum of 5 

gradient magnitude and each gradient point associated 
with said set of neighboring gradient magnitudes. 

22. The method of claim 21, further comprising the step 
of: 

determining a plane position line normal to the gradient 10 

direction of a gradient point associated with said local 
maximum of gradient magnitude, said plane position 
line also passing through said interpolated edge 
position, along which plane position line at least one 
two-dimensional interpolated position of the edge can 15 

be determined. 
23. The method of claim 22, further including the step of: 

determining said at least one two-dimensional interpo
lated position of the edge as being at an intersection 
point of two lines: 20 

a gradient direction line extending from a gradient point 
associated with said local maximum of gradient 
magnitude, said gradient direction line extending along 
said gradient direction of said gradient point; and 

25 

22 
interpolated edge positlon along a one-dimensional 
gradient magnitude profile including a gradient point 
associated with said local maximum of gradient mag-
nitude and each gradient point associated with said set 
of neighboring gradient magnitudes; 

determining a plane position line normal to the gradient 
direction of a gradient point associated with said local 
maximum of gradient magnitude, said plane position 
line also passing through said interpolated edge 
position, along which plane position line at least one 
two-dimensional interpolated position of the edge can 
be determined; and 

determining said at least one two-dimensional interpo
lated position of the edge as being at an intersection 
point of two lines: a gradient direction line extending 
from a gradient point associated with said local maxi-
mum of gradient magnitude, said gradient direction line 
extending along said gradient direction of said gradient 
point, and said plane position line that is normal to said 
gradient direction, also passing through said interpo
lated edge position. 

29. The method of claim 28, said step of determining an 
interpolated edge position further includes the step of: 

using an interpolation function by selecting an interpola
tion function from among a plurality of interpolation 
functions, selecting in accordance with gradient direc
tion at each said local maximum of gradient magnitude. 

said plane position line that is normal to said gradient 
direction, also passing through said interpolated edge 
position. 

24. The method of claim 21, said step of determining an 
interpolated edge position further includes the step of using 
an interpolation function. 

30. The method of claim 29, wherein said plurality of 
interpolation functions includes a parabolic function and a 

30 linear function. 

25. The method of claim 24, wherein said step of using an 
interpolation function includes the step of: 

31. The method of claim 28, further including the step of: 
adjusting the interpolated edge position in accordance 

with a power law curve. selecting from among a plurality of interpolation 
functions, in accordance with gradient direction at each 35 

said local maximum of gradient magnitude, an inter
polation function from said plurality of interpolation 
functions. 

32. The method of claim 28, further including the step of: 
adjusting edge position in accordance with gradient direc

tion at each said local maximum of gradient magnitude. 
33. An apparatus for detection and sub-pixel location of 

edges in a digital image, said digital image including a 
40 plurality of pixel values, each pixel value being associated 

with a respective pixel point of a regularly-spaced pixel grid, 
said apparatus comprising: 

26. The method of claim 21, further including the step of: 

adjusting the interpolated edge position in accordance 
with a power law curve. 

27. The method of claim 26, further including the step of: 

adjusting edge position in accordance with gradient direc
tion at each said local maximum of gradient magnitude. 

28. Amethod for detection and sub-pixel location of edges 45 

in a digital image, said digital image including a plurality of 
pixel values, each pixel value being associated with a 
respective pixel point of a regularly-spaced pixel grid, the 
method comprising the steps of: 

50 
estimating gradient magnitude and gradient direction at a 

plurality of regularly-spaced gradient points in said 
digital image, so as to provide a plurality of estimates 
of gradient magnitude and gradient direction, each said 
estimate of gradient magnitude and gradient direction 55 

being associated with a respective gradient point of a 
regularly-spaced gradient grid; 

using gradient direction associated with each gradient 
point to select a respective set of neighboring gradient 
points, and comparing gradient magnitude associated 60 

with each gradient point with each gradient magnitude 
of said respective set of neighboring gradient magni
tudes so as to determine which of said gradient mag
nitudes is a local maximum of gradient magnitude in 
approximately said gradient direction; 

using said local maximum of gradient magnitude and a set 
of neighboring gradient magnitudes to determine an 

65 

a gradient estimator for estimating gradient magnitude 
and gradient direction at a plurality of regularly-spaced 
gradient points in said digital image, so as to provide a 
plurality of estimates of gradient magnitude and gra
dient direction, each said estimate of gradient magni
tude and gradient direction being associated with a 
respective gradient point of a regularly-spaced gradient 
grid, said gradient estimator including apparatus for 
implementing Sobel edge detection, and apparatus for 
implementing the CORDIC algorithm; 

a peak detector, cooperative with said gradient estimator, 
operating such that gradient direction associated with 
each gradient point is used to select a respective set of 
neighboring gradient points, operating such that gradi-
ent magnitude associated with each gradient point is 
compared with each gradient magnitude of said respec
tive set of neighboring gradient magnitudes so as to 
determine which of said gradient magnitudes is a local 
maximum of gradient magnitude in approximately said 
gradient direction, and operating such that said respec
tive set of neighboring gradient points is co-linear, 

an interpolator, cooperative with said peak detector, oper
ating such that said local maximum of gradient mag
nitude and a set of neighboring gradient magnitudes are 
used to determine an interpolated edge position along a 
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one-dimensional gradient magnitude profile including a 
gradient point associated with said local maximum of 
gradient magnitude and each gradient point associated 
with said set of neighboring gradient magnitudes, said 
interpolator including a parabolic interpolation func- 5 

tion; 

an edge position bias element, cooperative with said 
interpolator, that operates to adjust an edge position 
provided by said interpolator; and 

a plane positioner, cooperative with said edge position 10 

bias element and said gradient estimator, said plane 
positioner operating so as to determine a plane position 
line normal to the gradient direction of a gradient point 
associated with said local maximum of gradient 
magnitude, said plane position line also passing 15 

through said interpolated edge position, along which 
plane position line at least one two-dimensional inter
polated position of the edge can be determined, 

24 
wherein said plane positioner operates so as to deter
mine said at least one two-dimensional interpolated 
position of the edge as being at an intersection point of 
two lines: 

a gradient direction line extending from a gradient point 
associated with said local maximum of gradient 
magnitude, said gradient direction line extending along 
said gradient direction of said gradient point; and 

said plane position line that is normal to said gradient 
direction, also passing through said interpolated edge 
position. 

34. The apparatus of claim 33, wherein said edge position 
bias element adjusts edge position provided by said inter
polator in accordance with gradient direction at each said 
local maximum of gradient magnitude. 

* * * * * 


