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(57) ABSTRACT 

A method and apparatus for identifying scale invariant 
features in an image and a further method and apparatus for 
using such scale invariant features to locate an object in an 
image are disclosed. The method and apparatus for identi 
fying scale invariant features may involve the use of a 
processor circuit for producing a plurality of component 
subregion descriptors for each subregion of a pixel region 
about pixel amplitude extrema in a plurality of difference 
images produced from the image. This may involve produc 
ing a plurality of difference images by blurring an initial 
image to produce a blurred image and by subtracting the 
blurred image from the initial image to produce the differ 
ence image. For each difference image, pixel amplitude 
extrema are located and a corresponding pixel region is 
de?ned about each pixel amplitude extremum. Each pixel 
region is divided into subregions and a plurality of compo 
nent subregion descriptors are produced for each subregion. 
These component subregion descriptors are correlated With 
component subregion descriptors of an image under consid 
eration and an object is indicated as being detected When a 
suf?cient number of component subregion descriptors (scale 
invariant features) de?ne an aggregate correlation exceeding 
a threshold correlation With component subregion descrip 
tors (scale invariant features) associated With the object. 

20 Claims, 12 Drawing Sheets 
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METHOD AND APPARATUS FOR 
IDENTIFYING SCALE INVARIANT 

FEATURES IN AN IMAGE AND USE OF 
SAME FOR LOCATING AN OBJECT IN AN 

IMAGE 

CROSS REFERENCES TO RELATED 
APPLICATIONS 

This application claims the bene?t of US. provisional 
application No. 60/123,369, ?led Mar. 8, 1999. 

FIELD OF THE INVENTION 

This invention relates to object recognition and more 
particularly to identifying scale invariant features in an 
image and use of same for locating an object in an image. 

BACKGROUND OF THE INVENTION 

With the advent of robotics and industrial automation, 
there has been an increasing need to incorporate computer 
vision systems into industrial systems. Current computer 
vision techniques generally involve producing a plurality of 
reference images Which act as templates and comparing the 
reference images against an image under consideration, to 
determine Whether or not the image under consideration 
matches one of the reference images. Thus, comparisons are 
performed on a full image basis. Existing systems, hoWever, 
are generally accurate in only tWo dimensions and generally 
require that a camera acquiring an image of an object must 
be above the object or in a predetermined orientation to vieW 
the object in tWo dimensions. Similarly, the image under 
consideration must be taken from the same angle. These 
constraints impose restrictions on hoW computer vision 
systems can be implemented, rendering such systems dif? 
cult to use in certain applications. What Would be desirable 
therefore is a computer vision system Which is operable to 
determine the presence or absence of an object, in an image 
taken from virtually any direction, and under varying light 
ing conditions. 

SUMMARY OF THE INVENTION 

The present invention addresses the above need by pro 
viding a method and apparatus for identifying scale invariant 
features in an image and a further method and apparatus for 
using such scale invariant features to locate an object in an 
image. In particular, the method and apparatus for identify 
ing scale invariant features may involve a processor circuit 
for producing a plurality of component subregion descrip 
tors for each subregion of a pixel region about pixel ampli 
tude extrema in a plurality of difference images produced 
from the image. This may involve producing a plurality of 
difference images by blurring an initial image to produce a 
blurred image and by subtracting the blurred image from the 
initial image to produce the difference image. Successive 
blurring and subtracting may be used to produce successive 
difference images, Where the initial image used in a succes 
sive blurring function includes a blurred image produced in 
a predecessor blurring function. 

Having produced difference images, the method and 
apparatus may further involve locating pixel amplitude 
extrema in the difference images. This may be done by a 
processor circuit Which compares the amplitude of each 
pixel in an image under consideration, With the amplitudes 
of pixels in an area about each pixel in the image under 
consideration to identify local maximal and minimal ampli 
tude pixels. The area about the pixel under consideration, 
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2 
may involve an area of pixels in the same image and an area 
of pixels in at least one adjacent image such as a predecessor 
image or a successor image, or both. 

The method and apparatus may further involve use of a 
processor circuit to produce a pixel gradient vector for each 
pixel in each difference image and using the pixel gradient 
vectors of pixels near an extremum to produce an image 
change tendency vector having an orientation, the orienta 
tion being associated With respective maximal and minimal 
amplitude pixels in each difference image. 
The plurality of component subregion descriptors may be 

produced by the processor circuit by de?ning regions about 
corresponding maximal and minimal amplitude pixels in 
each difference image and de?ning subregions in each of 
such regions. 
By using the pixel gradient vectors of pixels Within each 

subregion, the magnitudes of vectors at orientations Within 
prede?ned ranges of orientations can be accumulated for 
each subregion. These numbers represent subregion 
descriptors, describing scale invariant features of the refer 
ence image. By taking images of objects from different 
angles and under different lighting conditions, and using the 
above process, a library of scale invariant features of refer 
ence objects can be produced. 

In accordance With another aspect of the invention, there 
is provided a method and apparatus for locating an object in 
an image. A processor is used to subject an image under 
consideration to the same process as described above as 
applied to the reference image to produce a plurality of scale 
invariant features or subregion descriptors associated With 
the reference image. Then, scale invariant features of the 
image under consideration are correlated With scale invari 
ant features of reference images depicting knoWn objects 
and detection of an object is indicated When a suf?cient 
number of scale invariant features of the image under 
consideration de?ne an aggregate correlation exceeding a 
threshold correlation With scale invariant features associated 
With the object. 

Consequently, in effect, correlating involves the use of a 
processor circuit to determine correlations betWeen compo 
nent subregion descriptors for a plurality of subregions of 
pixels about pixel amplitude extrema in a plurality of 
difference images produced from the image, and reference 
component descriptors for a plurality of subregions of pixels 
about pixel amplitude extrema in a plurality of difference 
images produced from an image of at least one reference 
object in a reference image. 

Correlating may be performed by the processor circuit by 
applying the component subregion descriptors and the ref 
erence component descriptors to a Hough transform. The 
Hough transform may produce a list of reference component 
descriptors of objects Within the image under consideration 
and a list of matching reference component descriptors from 
the library of scale invariant features. These lists may be 
applied to a least squares ?t algorithm, Which attempts to 
identify a plurality of best ?tting reference component 
descriptors identifying one of the likely objects. Having 
found the best ?tting subregion descriptors, the image from 
Which the reference component descriptors Were produced 
may be readily identi?ed and consequently the scale and 
orientation and identi?cation of the object associated With 
such reference component descriptors may be determined to 
precisely identify the object, its orientation, its scale and its 
location in the image under consideration. 

Other aspects and features of the present invention Will 
become apparent to those ordinarily skilled in the art upon 
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review of the following description of speci?c embodiments 
of the invention in conjunction with the accompanying 
?gures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

In drawings which illustrate embodiments of the 
invention, 

FIG. 1 is a pictorial representation of a system for 
identifying scale invariant features of an image and for 
locating an object in an image using the scale invariant 
features, according to a ?rst embodiment of the invention; 

FIG. 2 is a block diagram of a computer system shown in 
FIG. 1; 

FIG. 3 is a ?owchart of a process for producing a plurality 
of component subregion descriptors executed by a processor 
shown in FIG. 2; 

FIG. 4 is a process executed by the processor shown in 
FIG. 2, for producing difference images; 

FIGS. 5a—5e represent a plurality of initial and blurred 
images and corresponding difference images produced 
therefrom; 

FIG. 6 is a ?owchart of a process executed on the 
processor shown in FIG. 2 for locating pixel amplitude 
extrema; 

FIG. 7 is a pictorial representation of nearest neighbors in 
a current image and adjacent images for a pixel under 
consideration; 

FIG. 8 is a pictorial representation of a plurality of 
extrema of an input image, with associated regions and 
subregions about such extrema; 

FIG. 9 is a ?owchart of a process executed by the 
processor shown in FIG. 2, for de?ning pixel regions about 
amplitude extrema and for dividing such pixel regions into 
subregions; 

FIG. 10 is a schematic representation of pixels used to 
calculate a pixel vector; 

FIG. 11 is a schematic representation of pixels about an 
amplitude extremum which are used to calculate an orien 
tation of the amplitude extremum; 

FIG. 12 is a pictorial representation of a region about an 
amplitude extremum, which has been divided into a plurality 
of subregions; 

FIG. 13 is a ?owchart of a process executed by the 
processor shown in FIG. 2, for producing a plurality of 
component subregion descriptors for an amplitude extre 
mum in an image; 

FIG. 14 is a ?owchart of a process executed by the 
processor shown in FIG. 2, for identifying likely objects in 
an image under consideration, and 

FIG. 15 is a process executed by the processor shown in 
FIG. 2 for applying a least squares data ?tting algorithm to 
scale invariant features of objects in the list produced by the 
process shown in FIG. 14, to indicate the presence or 
absence of objects in the image under consideration, and for 
indicating the location, siZe and orientation of the object in 
the image under consideration. 

DETAILED DESCRIPTION 

Referring to FIG. 1, an apparatus for identifying scale 
invariant features in an image according to a ?rst embodi 
ment of the invention is shown generally at 10. The appa 
ratus includes a computer shown generally at 12 operable to 
receive digital images from a camera 14 for producing 
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4 
images of an object 16 such as a shoe. Preferably, the camera 
14 is operable to move among a plurality of positions about 
the object 16 to capture images of the object from various 
positions therearound, in a plurality of different lighting 
conditions produced by lights 18 and 20. Effectively, the 
camera 14, or alternatively, a plurality of cameras provides 
to the computer a plurality of images taken from different 
positions, in different lighting conditions. Images produced 
by the camera 14 may have pixel resolutions of 500 pixels 
by 500 pixels, for example, although other pixel resolution 
values may be substituted. 

Effectively, the computer 12 is programmed to produce a 
plurality of difference images from each image produced by 
the camera 14 or plurality of cameras and for each difference 
image, to locate pixel amplitude extrema. Then, about each 
pixel amplitude extremum, a corresponding pixel region is 
de?ned and the pixel region is divided into subregions. A 
plurality of component subregion descriptors are then 
produced, for each subregion, the component subregion 
descriptors identifying scale invariant features in respective 
difference images and the collective set of component sub 
region descriptors for each subregion for each pixel ampli 
tude extremum, for each difference image, represents scale 
invariant features of the original image. Effectively, the 
component subregion descriptors are comprised of a set of 
numbers representing the number of pixel vectors within 
respective prede?ned angular ranges relative to a key ori 
entation in a component subregion. 

Referring to FIG. 2, the computer 12 is shown in greater 
detail and includes a processor circuit shown generally at 21. 
In this embodiment, the processor circuit 21 includes a 
processor 22 and an I/O port 24 for receiving images from 
the camera 14 shown in FIG. 1. Also in this embodiment, the 
processor 22 includes a Sun Sparc 10 processor manufac 
tured by Sun Microsystems of California. The processor 
circuit 21 also includes a data store 26 in communication 
with and accessible by the processor 22. The data store 26 
may include a hard drive having an image store area 28 and 
a program store area 30. The program store area 30 holds 
programs for directing the processor 22 to receive images at 
the image I/O port 24 and to store such images in the image 
store 28. 

In addition, the processor 22 is connected to a display unit 
32, such as a monitor, and is further connected to a user input 
device 34, such as a keyboard or the like. In addition, the 
processor 22 may be connected to a communications I/O 
port 36 for connection to a modem and ultimately the 
internet, for example, for receiving images which may also 
be stored in the image store 28 or for receiving programs 
which may be stored in the program store 30. In addition, the 
processor may be in communication with a media interface 
38 such as a CD ROM drive or a ?oppy diskette drive, for 
example, for receiving images or programs for storage in the 
image store area 28 or program store area 30 respectively. 

Referring to FIG. 3, a process for identifying scale 
invariant features as carried out by the processor 22 shown 
in FIG. 2, is shown generally at 40 in FIG. 3. The process 
involves a ?rst block of codes 42 which directs the processor 
to produce difference images from an initial reference image 
provided by the camera 14 shown in FIG. 1. Referring to 
FIG. 3, the production of difference images is followed by 
block 44 which directs the processor to locate pixel ampli 
tude extrema in the difference images. Block 46 directs the 
processor to de?ne a pixel region about amplitude extrema 
in a given difference image and block 48 directs the pro 
cessor to divide a pixel region into subregions. Block 50 
directs the processor to produce a plurality of component 
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subregion descriptors for each subregion. The plurality of 
component subregion descriptors, de?nes scale invariant 
features of the original reference image produced by the 
camera. 

Referring the FIG. 4, a process for producing difference 
images is shoWn generally at 42. Effectively, the process 
involves successively blurring an input image to produce a 
blurred image and subtracting the blurred image from an 
initial image to produce a difference image. 

In this embodiment, blurring involves 2 one-dimensional 
Gaussian function convolutions in the horiZontal and verti 
cal directions respectively. The ?rst convolution is indicated 
by block 62 Which directs the processor 22 to convolve the 
input image With the ?rst one-dimensional Gaussian func 
tion in the horiZontal direction to produce a ?rst convolved 
image. Initially, the input to this block is the input image 
produced by the camera 14 shoWn in FIG. 1. The Gaussian 
function used in this embodiment is as folloWs: 

In this embodiment o=\/2 Which can be approximated 
With suf?cient accuracy using a one-dimensional kernel With 
7 sample points. 
On completion of block 62, the processor 22 is directed by 

block 64 to convolve the convolved image With the Gaussian 
function in the vertical direction, to produce a subtrahend 
image. As both convolutions involve a Gaussian function 
using o=\/2, the effective smoothing of the subtrahend image 
is o=\/2. 

Block 66 then directs the processor 22 to subtract the 
subtrahend image from the input image and to store the 
resulting difference image in the image store 28 shoWn in 
FIG. 2. After performing this subtraction, block 68 directs 
the processor to determine Whether or not the difference 
image has a resolution less than a prede?ned value, Which in 
this embodiment is 30x30 pixels. If the difference image has 
a resolution of less than 30x30, all difference images have 
been produced and the difference images process is com 
pleted. If the difference image has a resolution greater than 
30x30, block 70 directs the processor to resample the 
subtrahend image With a pixel spacing of 1.5 times the pixel 
spacing of the subtrahend image and to revert back to block 
62 using the resampled subtrahend image as the neW input 
image. 

The only constraint on resampling is that sampling be 
frequent enough to detect peaks in the image being sampled. 
By using a pixel spacing of 1.5 in the resampling step, each 
neW sample Will be a constant linear combination of four 
adjacent pixels. This improves computational ef?ciency and 
minimiZes aliasing artifacts that Would arise from changing 
resample coef?cients. Because the subtrahend image has 
already been smoothed With o=2 prior to resampling, and a 
further small amount of smoothing is introduced by the 
bilinear interpolation, the resampled image can be used as 
the input image in subsequent levels of calculations, Without 
further smoothing. 

Referring to FIG. 5a, the input image produced by the 
camera is shoWn generally at 72 and the subtrahend image 
is shoWn generally at 74. The difference image is shoWn at 
76. 

The resampled subtrahend image for the ?rst pass through 
the process shoWn in FIG. 4 is shoWn at 78 and acts as a neW 
image from Which a neW subtrahend image 80 and neW 
difference image 82 are produced. 
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6 
FIGS. 5a through 56 shoW successive difference images 

76, 82, 84, 86 and 88 being produced, until the ?nal image 
88 has a resolution of less than 30x30 pixels. Each difference 
image 76 through 88 represents a different level of an image 
pyramid represented by the difference images. In the 
example shoWn, there may be 8 levels of difference images, 
for example. 

Referring back to FIG. 3, after producing difference 
images, the next step in the process is to locate pixel 
amplitude extrema in each difference image shoWn in FIGS. 
5a through 56. 

Referring to FIGS. 6 and 7, a process for determining 
pixel amplitude extrema is shoWn generally at 44 in FIG. 6. 
The process 44 includes a ?rst block 102 for directing the 
processor 22 to set a level counter corresponding to the level 
of the difference image pyramid shoWn in FIGS. 5a through 
56, and further includes a pixel counter block 104 for setting 
a pixel count index i to a ?rst pixel in a difference image 
under consideration. 

Block 106 directs the processor 22 to compare the ampli 
tude of pixel i to the amplitudes of its eight neighbors in the 
same image. This is shoWn in FIG. 7 Where pixel i is shoWn 
generally at 108 and its eight neighbors are labelled 1 
through 8 respectively, in the same level 1. 

Referring back to FIG. 6, block 110 directs the processor 
22 to determine Whether or not pixel i has an amplitude 
either greater than all of its eight neighbors or less than all 
of its eight neighbors. If not, then the processor 22 is 
directed to blocks 126 to 130, Which direct the processor to 
determine Whether all pixels of all images have been con 
sidered. Block 126 directs the processor to determine 
Whether the last pixel of the current image has been con 
sidered. If it has not, then block 128 directs the processor to 
increment the pixel count index i, and processing continues 
at block 106. If at block 126 the last pixel of the current 
image has been considered, block 129 directs the processor 
to determine Whether all image levels of the difference 
image pyramid shoWn in FIGS. 5a through 56 have been 
considered. If all levels have not yet been considered, block 
130 directs the processor to increment the level counter l and 
the processor is directed back to block 104 to repeat the 
process shoWn in FIG. 6 for the difference image associated 
With the next level of the image pyramid. OtherWise, if at 
block 129 all levels have been considered, the process 
shoWn in FIG. 6 is ended. 

If, at block 110, it is determined that pixel i is a local 
maximum or minimum relative to its eight neighbors, then 
block 112 directs the processor to compare the amplitude of 
pixel i to the amplitudes of its nine neighbor pixels at the 
next loWest level l+1, taking into account the fact that the 
image at the next loWer level Was resampled at 1.5 times the 
sampling spacing of the image at level 1. The nine neighbors 
of a pixel in a next loWer level are shoWn generally at 114 
in FIG. 7 and are labelled 1 through 9, Where pixel No. 5 in 
area 114 corresponds to the same pixel position as the pixel 
108 under consideration in the previous level 1. 

Referring back to FIG. 6, block 116 directs the processor 
to determine Whether the pixel under consideration in level 
1 has an amplitude maximum or minimum relative to its nine 
neighbors at the next loWest level 1+1 and, if not, the 
processor is directed to blocks 126 to 130 as described 
above, to determine Whether all pixels of all images have 
been considered. OtherWise, if a maximum or minimum is 
detected at block 116, block 118 directs the processor to 
compare the amplitudes of the nine neighbors to pixel i in 
the next highest level l—1 as shoWn at 120 in FIG. 7, taking 
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into account the fact that the image at the next highest level 
Was resampled at 

l 

1.5 

times the sampling spacing of the image at level 1. Again, the 
nine neighbors in level l-1 are labelled 1 through 9, With 
pixel No. 5 corresponding to the same pixel position as the 
pixel under consideration, 108 in level 1. Referring back to 
FIG. 6, block 122 directs the processor to determine Whether 
pixel i in level 1 is a maximum or minimum value relative to 
the nine neighbors 120 shoWn in FIG. 7, in level l+1. If not, 
then the processor is directed to blocks 126 to 130 as 
described above. OtherWise, if a maximum or minimum is 
detected at block 122, then the pixel location of pixel i in 
level 1 is stored in association With level 1 in the image store 
28 shoWn in FIG. 2, as indicated by block 124 in FIG. 6. 

After storing a pixel location in association With a given 
image level at block 124, the processor is directed to blocks 
126 to 130 as described above, to determine Whether all 
pixels of all levels have been considered. 

It Will be appreciated that the result of FIG. 6 is that the 
processor is directed to consider each pixel of each differ 
ence image to determine Whether such pixel represents a 
maximum or minimum, relative to its neighbors in its oWn 
level and relative to its neighbors in images in its adjacent 
levels. 

Most pixels Will be eliminated Within a feW comparisons 
and therefore the amount of processing time used in the 
detection of extrema is relatively loW and by comparison, 
much loWer than that of building the pyramid. 

The ability to detect relatively small objects in an image 
can be enhanced by ?rst expanding the input image by a 
factor of 2, using bilinear interpolation, prior to building the 
pyramid. This enables the apparatus to detect objects as 
small as 20 by 20 pixels in a 500 by 500 pixel image, for 
example. Referring back to FIG. 3, the next step in the 
process is to de?ne a pixel region about amplitude extrema 
and then to divide the pixel region into subregions. 

Referring to FIG. 8, four exemplary amplitude extrema 
are shoWn at 140, 142, 143 and 144, respectively. A region 
is de?ned as a plurality of locations, arranged in an orien 
tation about a corresponding extremum. Regions can be of 
any siZe, depending upon the resolution desired for the 
application, and in this embodiment it has been found that 
regions de?ned in a grid of 16x16 pixels are suitable. One 
such region is shoWn at 146 in FIG. 8. The region is divided 
into subregions, tWo of Which are shoWn at 148 and 150, 
respectively. In this embodiment there are sixteen subre 
gions of the region 146 about extremum 140. 

Referring to FIG. 9, a process for de?ning a pixel region 
about amplitude extrema is shoWn generally at 46 and 
begins With a ?rst block 162 Which directs the processor 22 
to calculate pixel gradient vectors for all pixels in the current 
difference image under consideration. 

Referring to FIG. 10, pixel gradient vectors are calculated 
by determining the amplitudes of pixels above and to the 
right of a pixel under consideration and taking the root of the 
sum of the squares of the differences betWeen these ampli 
tudes and the amplitude of the pixel under consideration 
according to the relation: 

wAWn 

Similarly, an angle of the resultant vector is calculated 
according to the relation: 
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The pixel differences are ef?cient to compute and provide 
suf?cient accuracy due to the substantial level of previous 
smoothing, in producing the difference images. Compensa 
tion for the effective half pixel shift in position resulting 
from considering only the pixels above and to the right of the 
pixel under consideration is made later. Robustness to illu 
mination differences may be minimiZed by thresholding the 
gradient magnitudes at a value of 0.1 times the maximum 
possible gradient value. This is desirable because an illumi 
nation change is likely to have a much larger in?uence on 
gradient magnitude than on orientation. 

Referring back to FIG. 9, block 164 directs the processor 
22 to calculate an extremum orientation, Which is accom 
plished by taking the vector sum of vectors associated With 
pixels about an extremum. For example, as shoWn in FIG. 
11, pixels about the extremum 140 have vectors pointing in 
various orientations Which are added together to produce a 
resultant vector F”, the angle of Which represents the extre 
mum orientation. In this example, a 5x5 grid has been shoWn 
draWn about the pixel extremum 140 under consideration 
and it Will be appreciated that larger grid areas may be used, 
depending upon the degree of resolution desired. HoWever, 
it has been found that a 5x5 grid provides suitable results. 

Alternatively, the extremum orientation may be deter 
mined by determining a peak in a histogram of local image 
gradient orientations. An orientation histogram may be 
created using a Gaussian Weighted WindoW With a o of 3 
times that of the current smoothing scale, Which is applied 
to the local orientations, Rm, around the extremum location, 
for example. 

Referring back to FIG. 9, after calculating the extremum 
orientation, block 166 directs the processor 22 to store an 
extremum descriptor in association With the extremum in the 
image store 28 shoWn in FIG. 2. The extremum descriptor 
may be a set of numbers identifying the location of the 
extremum in the difference image, an identi?cation of the 
difference image and a number representing the extremum 
orientation, for example. 

Process block 168 in FIG. 9 then directs the processor 22 
to calculate region points and subregion boundaries about a 
given extremum. An example of this is shoWn in FIG. 12 in 
Which points of interest such as point 170 shoWn in FIG. 12 
are calculated to lie on a 16x16 pixel grid at a vertical and 
horiZontal spacing corresponding to the spacing betWeen 
pixels in the image under consideration, the grid being at an 
angle 0 172 equal to the extremum orientation calculated at 
block 164 in FIG. 9. Consequently, the points of interest 170 
do not necessarily lie directly on pixels such as 174 shoWn 
in FIG. 12. Nevertheless, in this embodiment the 16x16 grid 
is broken into subgroups of 16 pixels representing respective 
subregions, one of Which is shoWn generally at 176 in FIG. 
12. 
Each scale invariant feature of the entire region is repre 

sented by eight angular component sets 191, 193, 195, 197, 
199, 201, 203 and 205, each With 16 subcomponent 
elements, one of Which is shoWn at 177. Each set represents 
an angular orientation range and in particular, represents 
accumulated sums of magnitude values of each pixel vector, 
adjusted in angle for the extremum orientation, Within a 
corresponding angular range relative to the extremum ori 
entation for each subregion. 

In this embodiment, eight angular orientation ranges are 
speci?ed, the ?rst range being labeled the Zero range 191 
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and extending from —225° to 225°, the second range being 
labeled 193 and extending betWeen +225° and 675°, the 
third range being labeled 195 and extending from 675° to 
1125°, etc. The remaining ranges are calculated similarly to 
de?ne 45° sectors centred about their respective labels. 
Consequently, the ranges are identi?ed as 0, 45, 90, 135, 
180, 225, 270, and 315, respectively. 

The elements of the angular component sets have a one to 
one correspondence With respective subregions and repre 
sent the accumulated sum of all pixel vectors Within a given 
angular range, Within the corresponding subregion. For 
example, element 177 represents the accumulated sum of 
pixel vectors Within the Zero range in subregion 176. Each 
element is effectively a component subregion descriptor. 

Referring to FIG. 13, a process for producing a plurality 
of component subregion descriptors is shoWn generally at 50 
and begins With a ?rst block 182 Which directs the processor 
22 to address the ?rst point of interest in the subregion. In 
this embodiment, for example, the ?rst point of interest is 
indicated at 184 in FIG. 12. Referring to FIG. 13, block 186 
then directs the processor to determine the nearest pixel 
Which is indicated in FIG. 12 at 188. Referring back to FIG. 
13, block 190 directs the processor to subtract the pixel 
vector orientation from the extremum orientation 0 to pro 
duce an extremum reference vector 192 shoWn in FIG. 12. 
In this embodiment, if the pixel vector orientation is 45° and 
the extremum orientation 0 is 45°, then the extremum vector 
192 has an angular orientation of Zero. 

Referring back to FIG. 13, block 194 directs the processor 
to determine Which of the angular ranges 191—205 the ?rst 
pixel vector falls into. Assuming the ?rst pixel vector has an 
orientation of 0, block 196 in FIG. 13 directs the processor 
22 to increase the number in element 177 by the magnitude 
of the ?rst pixel vector. 

Block 198 then directs the processor 22 to determine 
Whether or not the last point of interest in the subregion has 
been examined and if not, then block 200 directs the 
processor to address the next point of interest in the subre 
gion and then to resume processing at block 186. 

If at block 198, the last point of interest in the subregion 
has been examined, then block 202 directs the processor 22 
to store the angular component sets and their associated 
component descriptor elements in association With the 
region. Thus, it Will be appreciated that for each full region, 
there are eight sets of component subregion descriptors for 
a total of 128 numbers, representing the entire region about 
the extremum. The eight sets of component subregion 
descriptors represent one scale invariant feature of the 
image. 

Referring back to FIG. 13, block 204 directs the processor 
22 to determine Whether or not the last subregion Within the 
region has been addressed and if not, then block 206 directs 
the processor to address the next subregion and to resume 
processing at block 182 Whereby the above process is 
repeated. Consequently, the above process is repeated for 
each subregion until all subregions in the region have been 
examined, at Which point the processor is directed to per 
form the above process on the next extremum associated 
With the current image in the difference image pyramid. 
When all extrema in the current image have been examined, 
the processor is directed to the next image in the pyramid 
and the above process is repeated. Thus, for each extremum 
in each difference image, eight sets of numbers representing 
component subregion descriptors are produced. These sets 
of component subregion descriptors essentially identify 
scale invariant features of the original image, from Which the 
difference images Were produced. Thus, a library of scale 
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10 
invariant features is produced from the various images taken 
by the camera at different angles and in different lighting 
conditions. 

Referring back to FIG. 2, the program store 30 may be 
further programmed With codes for directing the processor 
22 to locate an object in an image under consideration. The 
image under consideration need not be acquired by the same 
camera 14 shoWn in FIG. 1, but may merely be an image 
produced by any camera, in Which it is desired to knoW 
Whether or not an object is present. 

The image produced by the camera is run through the 
process shoWn in FIG. 3, to produce a plurality of compo 
nent subregion descriptors. Then, the processor correlates 
scale invariant features of the image under consideration, 
With the scale invariant features of reference images depict 
ing knoWn objects, produced as described above, and indi 
cates detection of the object When a suf?cient number of 
scale invariant features of the image under consideration 
de?ne an aggregate correlation exceeding a threshold cor 
relation With scale invariant features of an image associated 
With an object. More particularly, correlating involves deter 
mining correlations betWeen component subregion descrip 
tors for a plurality of subregions of pixels about pixel 
amplitude extrema in a plurality of difference images pro 
duced from the image under consideration and reference 
component descriptors for a plurality of subregions of pixels 
about pixel amplitude extrema in a plurality of difference 
images produced from a reference image of at least one 
reference object. 

To achieve this correlation, a process such as that shoWn 
at 210 in FIG. 14 is executed by the processor 22. Block 214 
directs the processor to retrieve a group of eight sets of 
component subregion descriptors representing a scale 
invariant feature of the image under consideration. Block 
215 then directs the processor to retrieve the closest match 
ing group of eight sets of component subregion descriptors 
representing a scale invariant feature, from the library, 
Which is de?ned as the feature having the minimum sum of 
squared differences of each descriptor in each set. This can 
be found by computing distance to each descriptor in turn. 
This could also be performed by applying the Well-knoWn 
k-d tree algorithm. 

Block 216 directs the processor to apply the groups 
representing the library scale invariant feature and the 
considered image scale invariant feature to a Hough trans 
form. Block 218 then directs the processor to determine 
Whether or not the last groups representing the last image 
scale invariant feature has been considered and if not, block 
220 directs the processor to address the next group repre 
senting the next scale invariant feature of the image under 
consideration and to resume processing at block 214. 

If the last scale invariant feature has been considered, then 
block 226 directs the processor to read the Hough transform 
output to identify likely objects containing three or more 
scale invariant features that match, betWeen the image and 
the library. Effectively, the Hough transform provides a list 
of likely objects, based on the scale invariant features 
associated With such objects in the library, together With a 
list of scale invariant features of the image under 
consideration, Which match scale invariant features from the 
library. 

After having produced a list of likely objects and match 
ing features, each object on the list is applied to a process as 
shoWn at 230 in FIG. 15 Which applies a least squares data 
?tting algorithm to the groups of component descriptors 
Which represent scale invariant features associated With the 
object and to the matching groups of component descriptors 
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representing scale invariant features of the image under 
consideration, to determine the degree of matching. If the 
degree of matching is high, then the object is indicated as 
being present in the image, and if not, then a further object 
on the list is considered. This process is shoWn generally at 
230 in FIG. 15 and begins With a ?rst block 232 Which 
directs the processor 22 to retrieve the groups of component 
descriptors representing scale invariant features of a likely 
object produced by the Hough transform mentioned With 
respect to FIG. 14, from the groups of component descrip 
tors in the library of scale invariant features. Block 234 then 
directs the processor to retrieve the matching scale invariant 
feature groups of component descriptors from the image 
under consideration. Block 236 directs the processor to 
apply the retrieved groups of component descriptors repre 
senting scale invariant features of the likely object and the 
retrieved matching groups of component descriptors repre 
senting scale invariant features of the image under consid 
eration to a least squares data ?tting algorithm, to determine 
the location of the object, the siZe of the object relative to the 
scale of the image of the scale invariant feature from the 
library, the orientation of the object, and an error residual 
value or degree of correlation. 

At block 238, if the error residual value is greater than a 
prede?ned amount, then it is assumed that the object is 
unlikely to be depicted in the image under consideration and 
block 240 directs the processor to determine Whether or not 
the last object in the list has been considered. If so, then the 
process shoWn in FIG. 15 is ended. If not, then block 242 
directs the processor to address the next object in the list and 
then to resume processing at block 232. 

If at block 238 the error residual is determined to be less 
than a predetermined threshold value, then block 244 directs 
the processor to indicate the likely object and to indicate its 
location, siZe and orientation. 

In the above manner, the presence or absence of a objects 
for Which there is a stored image in the reference library, is 
indicated by the above device, together With other physical 
information about the objects. 

While speci?c embodiments of the invention have been 
described and illustrated, such embodiments should be con 
sidered illustrative of the invention only and not as limiting 
the invention as construed in accordance With the accom 
panying claims. 
What is claimed is: 
1. A method of identifying scale invariant features in an 

image de?ned by a plurality of pixels, the method compris 
ing: 

locating pixel amplitude extrema in a plurality of differ 
ence images produced from said image by: 
comparing the amplitude of each pixel in an image 

under consideration With the amplitudes of pixels in 
an area about said each pixel in said image under 
consideration to identify local maximal and minimal 
amplitude pixels; 

comparing the amplitudes of said local maximal and 
minimal amplitude pixels With the amplitudes of 
pixels in a predecessor image to the image under 
consideration to identify possible maximal and mini 
mal amplitude pixels and 

comparing the amplitudes of said possible maximal and 
minimal amplitude pixels With the amplitudes of 
pixels in a successor image to the image under 
consideration to identify actual maximal and mini 
mal amplitude pixels; and 

producing a plurality of component subregion descrip 
tors for each subregion of a pixel region about said 

10 

15 

25 

35 

45 

55 

65 

12 
pixel amplitude extrema in said plurality of differ 
ence images produced from said image. 

2. The method claimed in claim 1 further comprising 
producing said difference images. 

3. The method claimed in claim 2 Wherein producing a 
difference image comprises blurring an initial image to 
produce a blurred image and subtracting said blurred image 
from said initial image to produce a difference image. 

4. The method claimed in claim 3 Wherein producing said 
difference images comprises successively blurring and sub 
tracting as recited in claim 3 Where said initial image used 
in a successive blurring function includes a blurred image 
produced in a predecessor blurring function. 

5. The method claimed in claim 1 further comprising 
producing a pixel gradient vector for each pixel in each 
difference image. 

6. The method claimed in claim 5 further comprising 
associating vector orientations With respective actual maxi 
mal and minimal amplitude pixels associated With each 
difference image. 

7. The method claimed in claim 6 Wherein producing a 
plurality of component subregion descriptors comprises 
producing subregion descriptors for each respective subre 
gion in response to pixel gradient vectors of pixels Within 
said each respective subregion. 

8. The method claimed in claim 7 Wherein producing each 
of said subregion descriptors comprises determining the 
number of pixel vectors at orientations Within a prede?ned 
range of orientations in said subregion. 

9. The method claimed in claim 7 Wherein producing a 
plurality of subregion descriptors comprises associating 
With each of said descriptors a plurality of orientation ranges 
and determining the number of pixel vectors at orientations 
Within respective orientation ranges, for each subregion. 

10. An apparatus for identifying scale invariant features in 
an image de?ned by a plurality of pixels, the apparatus 
comprising a processor circuit con?gured to: 

locate said pixel amplitude extrema in difference images 
by: 
comparing the amplitude of each pixel in an image 

under consideration, With the amplitudes of pixels in 
an area about said each pixel in said image under 
consideration to identify local maximal and minimal 
amplitude pixels; 

comparing the amplitudes of said local maximal and 
minimal amplitude pixels With the amplitudes of 
pixels in a predecessor image to the image under 
consideration to identify possible maximal and mini 
mal amplitude pixels; 

comparing the amplitudes of said possible maximal and 
minimal amplitude pixels With the amplitudes of 
pixels in a successor image to the image under 
consideration to identify actual maximal and mini 
mal amplitude pixels; and 

produce a plurality of component subregion descriptors 
for each subregion of a pixel region about pixel 
amplitude extrema in said plurality of difference 
images. 

11. The apparatus claimed in claim 10 Wherein said 
processor circuit is con?gured to produce said difference 
images. 

12. The apparatus claimed in claim 11 Wherein said 
processor circuit is con?gured to blur an initial image to 
produce a blurred image and to subtract said blurred image 
from said initial image to produce a difference image. 

13. The apparatus claimed in claim 12 Wherein said 
processor circuit is con?gured to successively blur and 
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subtract as recited in claim 12 and is con?gured to use a 
blurred image produced in a predecessor blurring function as 
said initial image, in a successive blurring function. 

14. The apparatus claimed in claim 10 Wherein said 
processor circuit is con?gured to produce a pixel gradient 
vector for each pixel in each difference image. 

15. The apparatus claimed in claim 14 Wherein said 
processor circuit is con?gured to associate vector orienta 
tions With respective actual maximal and minimal amplitude 
pixels associated With each difference image. 

16. The apparatus claimed in claim 15 Wherein said 
processor circuit is con?gured to produce subregion descrip 
tors for each respective subregion in response to pixel 
gradient vectors of pixels Within said each respective sub 
region. 

17. The apparatus claimed in claim 16 Wherein said 
processor circuit is con?gured to determine the number of 
pixel vectors at orientations Within a prede?ned range of 
orientations in said subregion. 

18. The apparatus claimed in claim 16 Wherein said 
processor circuit is con?gured to associate With each of said 
descriptors a plurality of orientation ranges and to determine 
the number of pixel vectors at orientations Within respective 
orientation ranges, for each subregion. 

19. An apparatus for identifying scale invariant features in 
an image de?ned by a plurality of pixels, the apparatus 
comprising: 
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means for locating pixel amplitude extrema in a plurality 

of difference images produced from said image, said 
means for locating comprising: 
means for comparing the amplitude of each pixel in an 

image under consideration, With the amplitudes of 
pixels in an area about said each pixel in said image 
under consideration to identify local maximal and 
minimal amplitude pixels; 

means for comparing the amplitudes of said local 
maximal and minimal amplitude pixels With the 
amplitudes of pixels in a predecessor image to the 
image under consideration to identify possible maxi 
mal and minimal amplitude pixels and 

means for comparing the amplitudes of said possible 
maximal and minimal amplitude pixels With the 
amplitudes of pixels in a successor image to the 
image under consideration to identify actual maxi 
mal and minimal amplitude pixels; and 

means for producing a plurality of component subre 
gion descriptors for each subregion of a pixel region 
about said pixel amplitude extrema in said plurality 
of difference images. 

20. A computer readable medium comprising codes for 
directing a processor circuit to execute the method of claim 
1. 


