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Abstract—Bilateral control can suppress traffic flow instabilities. The simplest form of bilateral control uses information about the relative positions and relative velocities of leading and trailing vehicles. In this paper, we provide a multi-node version of bilateral control, in which information about the state of more than just the immediately leading and trailing cars is used. In this mode of control, the question arises: “How much weight should information about vehicles at different positions be given?” Two different methods — a Taylor series approach and a least squares approach — are explored. We show that the least squares approach generates sets of coefficients that can damp out low-frequency components of perturbations faster. This means that traffic under multi-node bilateral control will approach an equilibrium state more rapidly than under the traditional version of bilateral control. Simulation results confirm our analysis.
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I. INTRODUCTION AND RELATED WORK

With the rapid development of sensors and wireless communications, driver assistance systems and self-driving cars come closer and closer to reality. Such systems can take into account more information about the environment of the car than a human driver — e.g., the distances between the current car and the following car. By using this additional information cleverly, new control strategies can be used to solve traffic flow problems caused by the car-following behavior of human drivers.

One basic question is whether control should be organized primarily locally (by focusing on controlling a single car) or primarily globally (by focusing on controlling a whole line of traffic). Based on different answers to this question, two types of models have been proposed:

- local control strategy: “control of that car, by that car and for that car!” A representative model is known as bilateral control [1]–[4]. The state (i.e., position and speed) of the current car is controlled to match the average state of the leading and following cars. In this model, there are no “lead vehicles,” nor global communication. The control of each car in the traffic is based only on the states of its neighbours. For other efforts involving use of bi-directional information flow, see [5]–[7])
- global control strategy: “controlling the whole line of traffic to move like a train!” A representative model is known as the platoon [8]–[12]. Closer to our interests here is a particular extension of this, namely the bi-directional platoon [14]–[17]. See [13], [18]–[21], [25]–[30] for more theoretical analyses of various platoon models, e.g., the string stability conditions for one directional platooning (i.e., predecessor following control architecture) [25], [26], [30] and the stability analysis of bi-directional platooning [13]. Basically, the performance of a platoon can be increased greatly by adding information about the following cars [13]–[15]. The leading vehicle (whose state is communicated wirelessly to all of the following vehicles) controls all of the cars in the platoon. All of the information is transmitted by global communication\textsuperscript{1}.

Bilateral control is different from platoon control. Platoon control is a method of controlling a whole string of vehicles; while bilateral control is a strategy for controlling individual cars separately. Bilateral control can be thought of as a new type of adaptive cruise control (ACC) mode (which can be built in the car during the manufacturing process). In this case, of course, it is not known ahead of time what role the car will play — whether the car will be the first in a string of cars, or the last car, or one of the cars in between. In contrast, platoon control is a method of putting successive vehicles together, where each car knows the role it plays in the platoon, e.g., its index in the vehicular string. For a platoon controller, the objective is generally to stay at a desired relative position in the vehicular platoon. For bilateral control, the control goal is simply to be in the middle between its immediate neighbors (i.e., as far from the leading car as from the following car). In fact, bilateral control is an extension of the traditional “car-following” model with information about the following car added. Note also that

1) Bilateral control does not try to bind successive cars together to force them to move in lock-step like carriages in a train, which is exactly what platooning does. The vehicles in traffic under bilateral control still act like cars, rather than tied-together “carriages” of a train. There is no “locomotive” as there is for controlling a whole platoon. Moreover, wireless communication is not necessary for bilateral control. Control action can be computed based on the measurements obtained by on-board sensors alone. Acceleration of neighboring cars — which is used in recent advanced platoon models [32]–[36] — is not used in bilateral control. Acceleration information would have to be shared through wireless communication. More importantly, cars under bilateral control are relatively independent. The control system (and control information) is not available to other cars.

\textsuperscript{1}Some platoon models use a preset desired speed (in general the speed of the lead vehicle) to control the cars [14], [15]. Even if the speed of the lead car is constant most of the time, in order to guarantee safety, the state of the lead car must be broadcast to all cars in the platoon continuously. Thus, global communication is needed in general.
2) Bilateral control is more practical and flexible than platooning because it can be used in mixed traffic situations. Although there are some studies on merge control of platooning [22]–[24], the merged cars become new lock-step “carriages”, rather than independent vehicles. In real application, gaps between cars in a platoon are controlled to be small on purpose, which prevents other vehicles from merging in. Under bilateral control, cars are allowed to merge into (or extricate themselves from) the traffic flow independently (See Fig. 6 in [4]).

3) Bilateral control does not exclude wireless communication between cars. It has been shown, for example, that adding inter-vehicle communication to sensor information makes a system under bilateral control robust against various types of failures, such as failures of individual sensors or individual communication links [2]. Also, information about neighbouring vehicles obtained using communication can be used for fusion with the measurement from the vehicle’s own sensors.

Perhaps we can have the best of both worlds by using information from both sensors and (local) wireless communication. This raises new issues, such as “How to fuse information from sensors and (local) wireless communication?” Perhaps an even more interesting question is “How to use this information best?” Correspondingly, the bilateral control strategy is here extended to a multi-node bilateral control model, which uses information about more than just the immediately leading and following cars. Information about other nearby cars is obtained by wireless communication. The basic strategy of multi-node bilateral control is based on the philosophy of bilateral control in [1]: control is distributed, there is no “leader” or central node of control, the control system (including control commands) is not accessible to control systems in other cars.

In simple bilateral control, equal weight is given to information about the relative positions and relative velocities of the leading and trailing cars. This constrains the weights used in the control algorithm. When we have information about additional nearby cars, we have more degrees of freedom and need to come up with a reasonable scheme for picking weights. We explore two methods of generating “optimal” coefficients for multi-node bilateral control — the Taylor series approach and the least squares approach. These appear to be two natural ways of extending the bilateral control model in [1].

We give detailed analysis of these approaches, and provide several possible schemes for the implementation of multi-node bilateral control. For the Taylor series approach, the best result that can be obtained is from approximation of the second order polynomial in the frequency domain. For the least-squares approach, the situation is more flexible. For example, we can try to approximate curves with higher decay rate when the frequency is small, e.g., the absolute-value function. Correspondingly, such solutions can damp low-frequency waves of perturbation much faster than those obtained by approximating the second order polynomial.

The rest of the paper is organized as following: Section II reviews the (simplest) bilateral control model (BCM), and the stability of BCM. Section III describes the multi-node bilateral control model (MN-BCM), and the stability analysis of MN-BCM. We go on to provide two approaches, i.e., Taylor series approach and least squares approaches, of generating the coefficients. We show 1). Taylor series approach is limited, and 2). least squares approach can generate sets of coefficients that damp out low-frequency components of perturbations faster. Section IV provides one sufficient condition (Theorem 3) and one necessary condition (Theorem 4) for testing stability of MN-BCM. We prove that all the MN-BCMs proposed in this paper are stable. Theorem 3 and Theorem 4 can then be used to check the newly designed MN-BCMs. Section V provides several simulations to test various MN-BCMs proposed in this paper. Section VI concludes the paper with possible extension of MN-BCM for more general settings.

II. BILATERAL CONTROL REVISITED

Let $x_n(t)$ be the position of the $n$-th car, and $v_n(t) = \dot{x}_n(t)$ its velocity\textsuperscript{2}. The state of the $n$-th car — denoted by $\{x_n(t), v_n(t)\}$ — is adjusted through the acceleration $a_n(t) = \ddot{x}_n(t)$ commanded by the control system. For the bilateral control model (BCM) [1],

$$a_n = k_d(x_{n-1} - 2x_n + x_{n+1}) + k_v(v_{n-1} - 2v_n + v_{n+1})\tag{1}.$$

In consideration of passengers’ comfort, in general, the two gains $k_d > 0$ and $k_v > 0$ are chosen to be relatively small (positive) numbers. Note that control of car $n$ is based on the relative positions and relative velocities of both car $(n - 1)$ ahead and car $(n + 1)$ behind (see Figure 1(a)). Only distance-sensors $d_n = x_{n-1} - x_n - L$ (with car length as $L$) and speed-difference-sensors $r_n = v_{n-1} - v_n$ are needed to implement bilateral control, i.e.,

$$a_n = k_d(d_n - d_{n+1}) + k_v(r_n - r_{n+1})\tag{2}.$$  

For car $n$, the distance measure $d_n$ and $d_{n+1}$ can come from two sensors mounted fore and aft on car $n$. None of this requires vehicle-to-vehicle communication (V2V). However, if we do have V2V available, then we can potentially halve the number of sensors required overall, since vehicle $n$ need only measure $d_n$ and $r_n$ using its own sensors, and obtain $d_{n+1}$ and $r_{n+1}$ from sensors mounted on car $(n + 1)$. If, on the other hand, such a system does have a full set of sensors, then V2V will make it more reliable. In particular, if some sensors on car $n$ fail, then it can get the required measurements from car $(n + 1)$ or car $(n - 1)$.

A physical analog of a line of traffic under bilateral control (2) is a big “spring-mass-damper” system (see Fig. 1(b)). Intuitively, a perturbation will lead to damped waves travelling outward in both directions from the point of perturbation. The amplitude of these waves decays as they travel, so traffic flow under bilateral control is stable\textsuperscript{3}. See [1], [4] for the detailed analysis.

\textsuperscript{2}Note that $x_{n-1}$ and $x_n$ denote the position of the leading car and the current car respectively. The positive direction is the direction in which the cars are moving, thus, $x_{n-1} - x_n > 0$ (see Figure 1).

\textsuperscript{3}Note that “stability” does not imply that there is a guarantee that there will be no collisions. Stability means that any perturbation from the equilibrium state will be damped out and eventually disappear. It is possible that — during the decay of propagating waves caused by a large enough perturbation — vehicle trajectories may cross. This is similar to the situation with “string stability” [30], which does not guarantee freedom from collisions. In the case of bilateral control, constraints on the initial conditions can provide guarantees of no collisions, but that is the subject of another paper.
analysis and the control system implementation.

Bilateral control is stable for all \( k_d > 0 \) and \( k_v > 0 \) [1], [3], [4]. One way of demonstrating the stability is to replace the mixed continuous/discrete ODEs (1) with the continuous partial differential equation (PDE)

\[
\frac{\partial^2 x}{\partial t^2} - k_v \frac{\partial^2 x}{\partial n^2} \left( \frac{\partial x}{\partial t} \right) - k_d \frac{\partial^2 x}{\partial n^2} = 0, \tag{3}
\]

and show that all the non-zero frequency components of the traveling wave will be damped [4]. Here, the function \( x(n,t) \) in (3) is the continuous analog of the vector \( x(t) = (\cdots, x_{n-1}(t), x_n(t), x_{n+1}(t), \cdots)^T \). The analysis of the case of the finite vector \( (x_1(t), \cdots, x_k(t), \cdots, x_N(t))^T \) can be found in [3]. Ref. [3] also shows the proof that bilateral control suppresses traffic instabilities under any and all of the various boundary conditions: Circular boundaries, Fixed-fixed boundaries, Free-free boundaries and Fixed-free boundaries. In general, Free-free boundaries are used in bilateral control\(^4\). Moreover, the first and last cars (i.e., boundaries) can move independently, e.g., human drivers, in which case their states are treated as part of the input to the system.

Decentralized control has been well-studied in platooning [12]–[16]. Some decentralized platoon models attempt not to use preset desired speed [37]–[41]. Still, (preset) desired spacing is used in platooning, and the lead vehicle plays an important role (explicitly or implicitly) in general to control the vehicles. In bilateral control, there is no lead vehicle, or preset desired speed, or preset desired spacing. Bilateral control uses the relative velocity between neighboring cars as the additional feedback control. Here, we should mention that the relative velocity based feedback component, i.e., the “dampers” in Fig. 1(b), is necessary. Otherwise, as mentioned in [13], error amplification might break stability and cause traffic jam or car collisions.

\(^4\)Different from platooning — whose boundaries are used to control the desired states of all vehicles in the platoon, bilateral control only focuses on the control of a single car. The boundary condition in bilateral control is just used to design the ACC system, e.g., by setting thresholds of measurement from range sensors, such that the car can operate on the road alone.

### III. Multi-Node Bilateral Control

Bilateral control can be implemented without using wireless communication. However, if V2V is available, additional measurements from neighbouring cars can be used for fusion with measurements from on-board sensors, and the system becomes more reliable — being able to adjust to failures of individual sensors. In addition, more information can be obtained using wireless communication. For instance, instead of information only about the two directly adjacent cars, the states of say 2\(k\) neighbouring cars can be obtained and potentially be used in control. How to use the information about (or from) these 2\(k\) + 1 cars (also called 2\(k\) + 1 nodes) is the central problem studied in this paper.

We can use a feedback control strategy similar to that of the simple bilateral control (1), except that now information about the state of 2\(k\) + 1 nodes (for \(k > 1\)) is used as input rather than just 3. That is,

\[
\alpha_m = k_d \left( \sum_{m=-k}^{k} g_m x_{n-m} \right) + k_v \left( \sum_{m=-k}^{k} h_m v_{n-m} \right). \tag{4}
\]

Here \( \{g_m\} \) and \( \{h_m\} \) are sets of coefficients (with 2\(k\) + 1 entries) as yet to be determined. Eq. (4) is called the multi-node (or 2\(k\) + 1 node) bilateral control model (MN-BCM) in this paper (see Fig. 2). Traditional bilateral control (1) is a 3 node model with both \( \{g_m\} \) and \( \{h_m\} \) equal to \( \{1, -2, 1\} \).

Similar to eq. (2), i.e., the implementation of the simplest bilateral control, the MN-BCM (4) can be implemented by:

\[
\alpha_m = k_d \left( \sum_{m=-k}^{k-1} \alpha_m d_{n-m} \right) + k_v \left( \sum_{m=-k}^{k-1} \beta_m r_{n-m} \right). \tag{5}
\]

That is, local measurements are shared among neighbouring cars through V2V. Overall, 2\(k\) space measurements and 2\(k\) relative speed measurements are used for control, and \( \{\alpha_m\} \) and \( \{\beta_m\} \) in (5) are the weights for each measurement. In distinction to platoon models [32]–[37], no desired relative positions (i.e., desired spacing) or acceleration information of neighbouring cars are used for control in MN-BCM.

Comparing (4) and (5), we find that:

\[
\alpha_{k-l-1} = \sum_{m=0}^{l} g_{k-m} \quad \text{and} \quad \beta_{k-l-1} = \sum_{m=0}^{l} h_{k-m}. \tag{6}
\]

for \( l = 0, 1, 2, \ldots, 2k-1 \). The next question is how to pick suitable coefficients \( \{g_m\} \) and \( \{h_m\} \) in (4) (or equivalent the coefficients \( \{\alpha_m\} \) and \( \{\beta_m\} \) in (5)). Here, we should mention that similar topological structure to Fig. 2 has been used by existing platoon models [33], [35], [37]. However, the studies of how to determine the coefficients \( \{g_m\} \) and \( \{h_m\} \) proposed in this paper has not been explored in those platoon models.
A. Stability analysis

For simplicity, we only consider the case that \( g_m = h_m \) (for all \( m = -k; \cdots; k \)), and all the coefficients \( \{g_m\} \) are real numbers. In this paper, stability means:

**Definition 1**: If the traffic flow under multi-node bilateral control goes to the equilibrium state, in which cars are equally spaced and all move at the same speed, from arbitrary initial state (as \( t \to \infty \)), then we call the MC-BCM stable.

The system (4) is linear and shift invariant (LSI) [43]. Thus, its response to a single-frequency wave, i.e., \( x_n(0) = e^{-im\omega} \), is the same-frequency wave whose magnitude (and phase) is \( p_x(t) \), i.e., \( x_n(t) = e^{-im\omega} p_x(t) \). Substitute \( x_n(t) = e^{-im\omega} p_x(t) \) into (4), we find:

\[
\hat{p}_x(t) - k_u f(\omega) \hat{p}_x(t) - k_d f(\omega) p_x(t) = 0,
\]

(7)

where \( f(\omega) \) is also called the discrete-time Fourier transform (DTFT) of the coefficients \( \{g_m\} \), i.e.,

\[
f(\omega) = \sum_{m=-k}^{k} g_m e^{im\omega}.
\]

The solution of the ODE (7) is\(^5\) [43]:

\[
p_x(t) = b_1 e^{s_1(\omega)t} + b_2 e^{s_2(\omega)t},
\]

(9)

where \( b_1 \) and \( b_2 \) are two constants (determined by the initial conditions), and \( s_1 \) and \( s_2 \) satisfy:

\[
s_1 + s_2 = k_u f(\omega) \quad \text{and} \quad s_1 s_2 = -k_d f(\omega).
\]

(10)

The stability in Definition 1 requires \( p_x(t) \to 0 \) as \( t \to \infty \) for all \( 0 < |\omega| \leq \pi \). That is, both \( s_1(\omega) \) and \( s_2(\omega) \) should have negative real part. Note that if \( f(\omega) \) is a real function, then the stability condition is \( f(\omega) < 0 \) for all \( 0 < |\omega| \leq \pi \) (see eq. (10)). Thus, one simple choice is letting \( f(\omega) \) be a negative even function\(^6\) for all \( 0 < |\omega| \leq \pi \).

Now we can understand the reason that the PDE (3) is stable. The corresponding \( f(\omega) = -\omega^2 \) is negative when \( \omega \neq 0 \). The BCM (1) uses the three-point scheme with coefficients \( \{1, -2, 1\} \) to approximate the second derivative, and the corresponding \( f(\omega) = -4 \sin^2(\omega/2) \) is also negative. Thus, the traffic flow under bilateral control (1) is also stable.

Note that the equilibrium state \( x_n(t) = X + n s s + V t \) should be a solution of the MN-BCM (4), where \( X \) is the position of the first car, \( s \) is the (equal) position difference between cars and \( V \) is the velocity of all cars). Thus, we find the following two additional constraints:

\[
\sum_{m=-k}^{k} g_m = 0 \quad \text{and} \quad \sum_{m=-k}^{k} g_m m = 0.
\]

(11)

The first equation in (11) implies that \( f(0) = 0 \). The second equation in (11) will be automatically satisfied if the coefficients \( \{g_m\} \) are symmetric (i.e., \( g_m = g_{-m} \)) — which implies that \( f(\omega) \) is a real (and even) function. In summary, we have proven the following theorem:

**Theorem 1**: The symmetric multi-node bilateral control (i.e., \( g_m = g_{-m} \)) is stable if and only if \( \{g_m\} \) in (8) satisfy 1). \( f(\omega) < 0 \) for all \( 0 < |\omega| \leq \pi \) and 2). \( f(0) = 0 \).

The choice of symmetric weights \( \{g_m\} \) is sufficient but not necessary for the conditions in (11). That is, the choice of asymmetric weights is not excluded by (11). Bilateral control is a new cruise control mode used by self-driving (or sensors based) cars. For such cars, looking back is no different than looking forward. Thus, information from the rear and front sensors can be used equally. In some traffic models of platooning or human drivers, non-symmetric weights might be a better choice [5], [14], [32]–[38]. As an extension of the original BCM, we focus on symmetric weights in this paper.

B. Generating the coefficients

The stability condition in Theorem 1 still leaves a lot of degrees of freedom. For instance, \( f(\omega) \) could approximate the (negative) even order powers of \( \omega \), i.e., \(-\omega^2\), or \(-\omega^4\), or \(-\omega^6\), \( \cdots \), and their linear combinations\(^7\). When \( |\omega| \) is small (and thus \( |f(\omega)| \) is also small), the real part of the two roots \( s_1 \) and \( s_2 \) are both \( \frac{1}{2} k_u f(\omega) \) (see eq. (10)). Thus, the smaller the \( f(\omega) \) is (when \( |\omega| \) is small), the faster the \( p_x(t) \) in (9) goes to zero. Roughly speaking, the objective of optimizing \( \{g_m\} \) in (8) is to “make \( f(\omega) \) as small as possible (or equivalently \(|f(\omega)| \) as large as possible) when \( |\omega| \) is small” subject to the stability constraints in Theorem 1. Near \( \omega = 0 \), the smallest possible value of (minus) even powers of \( \omega \) is attained when \( f(\omega) \) is a multiple of \(-\omega^2\). Thus, one possible approach is to approximate \(-\omega^2\) using Taylor series.

1) Taylor series approach: The Taylor series of \( f(\omega) \) is:

\[
\left( \sum_{m=-k}^{k} g_m \right) + \left( \sum_{m=-k}^{k} g_m m \right) i\omega - \left( \sum_{m=-k}^{k} g_m m^2 \right) \frac{\omega^2}{2}
\]

\[
- \left( \sum_{m=-k}^{k} g_m m^3 \right) \frac{i\omega^3}{3!} + \left( \sum_{m=-k}^{k} g_m m^4 \right) \frac{\omega^4}{4!} + \cdots
\]

(12)

The first \( 2k + 1 \) coefficients of the Taylor series of \(-\omega^2\) are \( b = (0, 0, -1, 0, 0, \cdots, 0)^T \). Thus, matching the coefficients of the Taylor series gives the following linear equation:

\[
F g = -2 b,
\]

(13)

where \( F \) is exactly the transpose of the \((2k + 1) \times (2k + 1)\) Vandermonde matrix [42]. That is, the element in row \( i \) and column \( j \) of \( F \) is \((j - k - 1)^i\). The coefficients \( g = (g_{-k}, \cdots, g_0, g_1, \cdots, g_k)^T \) can be found using \( g = -2F^{-1} b \), i.e., the third column of the matrix \( 2F^{-1} \).

The solution when \( k = 1 \) is \( g = (1, -2, 1)^T \), which is exactly the set of coefficients used by the simplest BCM (1). The explicit form of the entries in \( F^{-1} \) is well known [44], [45]. Thus, the coefficients \( \{g_m\} \) can be calculated directly. For instance, the coefficients are \( \{-1/12, 4/3, -5/2, 4/3, -1/12\} \) when \( k = 2 \), and the coefficients are \( \{1/90, \)}

\(^5\)Here, we suppose that \( f(\omega) \neq 0 \). If \( f(\omega) = 0 \), then eq. (7) becomes \( \hat{p}_x(t) = 0 \), and then the general solution is \( p_x(t) = b_1 + b_2 t \). Thus, \( \hat{p}_x(t) \) is not bounded and the system is unstable.

\(^6\)From the definition of \( f(\omega) \) in eq. (8), we can see that if \( f(\omega) \) is a real function, then it must be an even function. Moreover, \( f(\omega) \) in (8) is a periodic function. Thus, we need only consider the region \(-\pi \leq \omega \leq \pi \).
Thus, the low-frequency waves will be damped much more efficiently. From (17), we find:

$$g_m = c_m - \frac{\lambda}{4\pi} (\text{for } m = -k, \cdots, k),$$

(16)

where \(\{c_m\}\) are Fourier transform coefficients of \(z(\omega)\), i.e.,

$$c_m = \frac{1}{2\pi} \int_{-\pi}^{\pi} z(\omega) e^{im\omega} d\omega.$$  

(17)

If \(z(\omega)\) is an even (real) function, then \(\{c_m\}\) can be further written as cosine transform coefficients of \(z(\omega)\), i.e.,

$$c_m = \frac{1}{\pi} \int_{0}^{\pi} z(\omega) \cos(m\omega) d\omega.$$  

(18)

Note that \(c_m = c_{-m}\), thus, \(g_m = g_{-m}\).

\[ \square \]

Substitute (16) into the first equation in (11), we find

$$\lambda = \frac{4\pi}{2k+1} \sum_{m=-k}^{k} c_m.$$  

(19)

Finally, we find the least-square solution:

$$g_m = g_{-m} = c_m - \frac{1}{2k+1} \sum_{m=-k}^{k} c_m.$$  

(20)

The remaining task is to choose an (even) objective function \(z(\omega)\). The first choice is to let \(z(\omega) = -\omega^2\). Correspondingly,

$$c_m = \begin{cases} -\pi^2/3, & \text{if } m = 0, \\ (-1)^{|m|}-1/2m^2, & \text{otherwise} \end{cases}$$  

(21)

(21)

Fig. 4 shows the \(f(\omega)\) (denoted by LSS-7) when \(k = 7\). The 15 coefficients are: 0.0385, -0.0579, 0.0777, -0.1273, 0.2199, -0.5023, 1.9977, -3.2922, 1.9977, -0.5023, 0.2199, -0.1273, 0.0777, -0.0579, 0.0385. As a comparison, we also draw \(f(\omega)\) obtained by the Taylor series approach\(^8\) (denoted by TS-7). Unsurprisingly, the least squares result approaches the curve \(-\omega^2\) "globally," while the Taylor series for \(-\omega^2\) is a better fit in the local region where \(|\omega|\) is small (see Fig. 4(b)). Moreover, the constraints in (11) imply that the three coefficients (when \(k = 1\)) will always be \(\{1, -2, 1\}\) (up to a scale factor) no matter which approach is used.

For the least squares approach, we can try to approximate other non-positive functions of \(\omega\), e.g., \(-|\omega|\), which suppress low-frequency waves more efficiently. From (17), we find:

$$c_m = \begin{cases} -\pi/2, & \text{if } m = 0, \\ (1 - (-1)^{|m|})/(\pi m^2), & \text{otherwise}, \end{cases}$$  

(22)

\(^8\)The coefficients by Taylor series approach (when \(k = 7\)) are: 0.00001, -0.00023, 0.00212, -0.01326, 0.06481, -0.29167, 1.75, -3.02359, 1.75, -0.29167, 0.06481, -0.01326, 0.00212, -0.00023, 0.00001. Note that some coefficients are too small to be used in real applications.

---

**Proof of Theorem 2:** Using a Lagrange multiplier to enforce the constraint \(f(0) = 0\) [46], we find the following unconstrained optimization problem:

$$\arg\min_{\{g_m\}, \lambda} \left\{ \int_{-\pi}^{\pi} \left( \sum_{m=-k}^{k} g_m e^{im\omega} - z(\omega) \right)^2 d\omega + \lambda \sum_{m=-k}^{k} g_m \right\}.$$  

(15)

Taking the partial derivative w.r.t. to \(\{g_m\}\) and \(\lambda\), and then letting the results all be zero, we find:

$$g_m = c_m - \frac{\lambda}{4\pi} (\text{for } m = -k, \cdots, k),$$  

(16)

The first two equations in (13) imply \(-\omega^4\). The first choice of \(k\) is 1, 2, 3. As a comparison, we also show the curve (in red) when \(\{g_m\}\) is chosen as \(-1, 4, -6, 4, -1\), that is, the Taylor series matching result of the 4-th order polynomial \(-\omega^4\). The corresponding \(|f(\omega)|\) is much smaller when \(|\omega|\) is small (see Fig. 3(b)). Thus, the low-frequency waves will be damped much more slowly when using the 4-th order coefficients \(-1, 4, -6, 4, -1\) (compared to the second order scheme \(-1/12, 4/3, -5/2, 4/3, -1/12\)). The first two equations in (13) imply that the conditions in (11) are satisfied. All the even rows in (13) form (in total 10) linear equations with \(k\) unknowns, i.e., \(\sum_{m=1}^{k} m^{2n-1} (g_m - g_m) = 0\) for \(n = 1, 2, \cdots, k\). The solution is \(g_m - g_m = 0\) (or \(g_m = g_m\) for all \(m = 1, 2, \cdots, k\)). Thus, the coefficients \(\{g_m\}\) are symmetric.

2) Least squares approach: Note that not all functions (e.g., \(-|\omega|\)) have Taylor series expansion (at \(\omega = 0\)). We can also try to determine the coefficients \(\{g_m\}\) by other optimization methods. For instance, to match some objective function \(z(\omega)\) in the whole region \(-\pi \leq \omega < \pi\), i.e.,

$$\arg\min_{\{g_m\}} \left\{ \int_{-\pi}^{\pi} \left( \sum_{m=-k}^{k} g_m e^{im\omega} - z(\omega) \right)^2 d\omega \right\}.$$  

(14)

subject to \(f(0) = 0\). First, note that

**Theorem 2:** If the \(z(\omega)\) is an even (real) function, e.g., \(-\omega^2\), then the coefficients will be symmetric, i.e., \(g_m = g_{-m}\).
Note that $-\omega^2$ is larger than $-|\omega|$ when $1 < |\omega| < \pi$. Thus, another choice is to let $z(\omega) = \min\{-|\omega|, -\omega^2\}$, which is a continuous piecewise polynomial function. Correspondingly,

$$c_m = (-1)^{|m|} \frac{2}{m^2} + \frac{1 + \cos(m)}{\pi m^2} - \frac{2\sin(m)}{\pi m^3}$$

(23)

when $m \neq 0$, and $c_0 = -\pi^2/3 - 1/(6\pi)$.

Fig. 6 shows the result when $k = 7$. The 15 coefficients are: 0.0536, −0.0348, 0.1038, −0.1080, 0.2218, −0.5233, 1.9572, −3.3403, 1.9572, −0.5233, 0.2218, −0.1080, 0.1038, −0.0348, 0.0536. When $|\omega| \leq 1$, $f(\omega)$ approaches $|\omega|$, while when $1 < |\omega| \leq \pi$, $f(\omega)$ approaches $-\omega^2$. Of course, $f(\omega)$ still can not have the “sharp corner” of $z(\omega)$ at $\omega = 0$.

In summary, the two natural ways of extending traditional BCM, i.e., Taylor series and least-square approximation of $-\omega^2$, will in effect not improve BCM. In order to suppressing low frequency components more efficiently, $z(\omega)$ should be chosen to decay faster when $|\omega|$ is small, e.g., $-|\omega|$, such that smaller $f(\omega)$ (when $|\omega|$ is small) can be achieved by least-square approximation. Note that Taylor series approach does not work in this case because $-|\omega|$ is not differentiable at $\omega = 0$. And $-\omega^2$ is the best choice for Taylor-series approach.

IV. TESTING STABILITY OF THE COEFFICIENTS

Although the functions approximated by $f(\omega)$, i.e., $-\omega^2$, $-|\omega|$ and $\min\{-|\omega|, -\omega^2\}$, are all negative when $0 < |\omega| \leq \pi$, we still need to verify the stability condition in Theorem 1.
We provide conditions for checking stability of the generated coefficients, and then use them to test the coefficients obtained by the approaches introduced in this paper.

First, by (11) and the symmetry of \{g_m\} (i.e., \(g_m = g_{-m}\)), we can rewrite \(f(\omega)\) in eq. (8) as:

\[
 f(\omega) = -4 \sum_{m=1}^{k} g_m \sin^2 \left( \frac{m\omega}{2} \right). 
\]  

(24)

Eq. (24) implies the following sufficient condition directly, i.e.,

**Theorem 3:** if \(g_m \geq 0\) for all \(m = 1, 2, \cdots k\), and \(g_0 < 0\) then the (symmetric) MN-BCM is stable.

The simplest bilateral control (1) — in which \(k = 1, g_1 = 1\) and \(g_0 = -2\) — is stable. Moreover,

**Proposition 1:** The symmetric MN-BCM whose coefficients are selected by least square approximation of \(|\omega|\) is stable.

**Proof of Proposition 1:** First, \(c_m \geq 0\) for all \(m \neq 0\) (see eq. (22)). Moreover, \(\sum_{n=-k}^{k} c_n < 0\) (Note that \(\sum_{n=-\infty}^{\infty} c_n = 0\). Thus, \(g_m > 0\) for all \(m \neq 0\) (by eq. (20)). \(\square\)

For other schemes, \(g_m\) alternatingly has positive and negative signs (see e.g., (21)). It’s not straightforward to “see” the sign of \(f(\omega)\) in (24) directly. The (even) function \(z(\omega)\) should match the stability condition in Theorem 1. We suggest that \(z(\omega)\) be designed such that 1). \(z(\omega) = 0\), and 2). \(z(\omega)\) is decreasing when \(0 \leq \omega \leq \pi\). All the functions \(-\omega^2, |\omega|, \) and \(\min\{-|\omega|, -\omega^2\}\) satisfy such conditions. For such \(z(\omega)\), we should check the neighbourhood around \(\omega = 0\). Thus, a necessary (not sufficient) condition for testing stability is:

**Theorem 4:** If the (symmetric) coefficients \(\{g_m\}\) make MN-BCM stable, then they must satisfy the following condition:

\[
 G_k = \sum_{m=1}^{k} g_m m^2 > 0. 
\]  

(25)

**Proof of Theorem 4:** From eq. (24), we find that the first derivative of \(f(\omega)\) is zero when \(\omega = 0\). Thus, the condition \(f(0) < 0\) for small \(|\omega|\) requires

\[
 \left. \frac{d^2 f(\omega)}{d\omega^2} \right|_{\omega=0} < 0. 
\]  

(26)

Substituting eq. (24), we find (25). \(\square\)

For the scheme by Taylor series approximation of \(-\omega^2\), the condition (26) is satisfied. The second derivative of \(f(\omega)\) when \(\omega = 0\) is \(-2\) (see eq. (12) and (13)). Thus, eq. (25) is also satisfied automatically. Moreover, we can prove:

**Proposition 2:** Coefficients generated by least-square approximation of \(-\omega^2\) satisfy the condition (25) in Theorem 4.

**Proof of Proposition 2:** Substituting eq. (20) and (21) into (25), we can find:

\[
 G_k = 2 \sum_{m=1}^{k} (1)^m - 1 + C_k R_{k+1} 
\]

\[
 = \begin{cases} 
 C_k R_{k+1}, & \text{k is even} \\
 2 - 2C_k/(k + 1)^2 + C_k R_{k+2}, & \text{k is odd} 
\end{cases} 
\]  

(27)

(28)

Note that \(\sum_{m=-1}^{\infty} m^2 = \pi^2/6\) (see [47]). Thus, \(\sum_{m=-\infty}^{\infty} c_m = 0\). Moreover, the sequence \(\{c_m\}\) is absolute convergent. Thus, \(\sum_{m=-k}^{k} c_m = -2 \sum_{m=k+1}^{\infty} c_m\).

where

\[
 C_k = \frac{2}{2k+1} \left( \sum_{m=1}^{k} m^2 \right) < k^2 
\]  

(29)

and (with odd \(k\))

\[
 R_k = \sum_{m=k}^{\infty} c_m = \sum_{m=k}^{\infty} \left( \frac{2}{(2m)^2} \right) 
\]  

(30)

Note that \(2 - 2C_k/(k + 1)^2 > 0\) and \(R_k\) is positive when \(k\) is an odd number. Thus, \(G_k\) in (28) is positive. \(\square\)

**Proposition 3:** Coefficients generated by least square approximation of \(\min\{-|\omega|, -\omega^2\}\) satisfy the condition (25).

**Proof of Proposition 3:** First, calculate all \(G_k\) for some finite large \(k\). Fig. 7 shows \(\{G_k\}\) for \(k = 1, 2, \cdots, 100\). They are all positive. The smallest value is 0.3365 (when \(k = 2\)).

Note that the term \(-2\sin(m)/\pi m^2\) is negligible relative to other two terms in (23) for large \(m\). Moreover, the term \((1 + \cos(m))/\pi m^2\) in (23) is positive. Thus, when \(m\) is large, the \(c_m\) in (23) is larger than the \(c_m\) in (21). That is, when \(k\) is large, the \(G_k\) corresponding to the least square approximation of \(\min\{-|\omega|, -\omega^2\}\) will be larger than the \(G_k\) corresponding to the least square approximation of \(-\omega^2\). \(\square\)

Fig. 7. The test of condition (25) for the coefficients generated by least square approximation of the function \(\min\{-|\omega|, -\omega^2\}\). All the \(G_k\) (for \(k\) from 1 to 100) are positive numbers.

The closed-form solution of the newly designed \(z(\omega)\), e.g., \(e^{-a|\omega|} - 1\) (with \(a > 0\)), can be calculated directly using eq. (18) and (20). Theorem 3 or Theorem 4 can then be used to check the corresponding results.

V. SIMULATIONS

We built a simulator with \(N = 80\) cars running on a circular road. The car length was chosen to be \(L = 5\) meters. In the beginning, the space between successive cars was chosen to be a random number in the range from 23 to 27 meters (with uniform distribution), with an average of 25 meters. The initial speed of the cars was chosen as a random number between 23 m/sec to 27 m/sec (with uniform distribution), with the average initial speed of 25 m/sec. The car’s density, i.e., the number of cars per mile (or per 1609.334 meters), is plotted. The density can be estimated locally using \(\rho_n = 1609.334/(x_{n-1} - x_n)\). The parameters used in the simulations are listed in Table I.

In the beginning, the cars are approximately evenly spaced and moving at approximately the same speed (see Fig. 8(a)).
The local density (numbers/mile) of traffic flow at 40 (sec) is smaller than the density after 15 seconds, the traffic is under car-following control, typical “stop-and-go” traffic patterns appear soon. The result of 15 nodes bilateral control whose coefficients obtained by Taylor series approach (denoted by TS-7) and the result of 15 node bilateral control whose coefficients obtained by least squares approximation of $-\omega^2$ (denoted by LSA-7) look very similar to the result in Fig. 8(c). The result of 15 node bilateral control whose coefficients obtained by least squares approximation of $\min\{|-\omega|, -\omega^2\}$ (denoted by LSZ-7) look very similar to the result in Fig. 8(d). Note that as time goes on, high-frequency waves are damped away. The low-frequency waves matter, thus, the performance of TS scheme and LSS scheme are closer and closer to the performance of SBC scheme, while the performance of LSZ scheme will be closer and closer to the performance of LSA scheme. The simulation results and MATLAB codes are on our webpage http://people.csail.mit.edu/wangliang.

Fig. 9 shows the simulation results of the space between successive cars (including the car length $L$), i.e., $x_{n-1} - x_n$ or $d_n + L$. In the first 40 seconds, the traffic is under car-following control. After that, various bilateral control schemes are used. Fig. 9(a) and 9(b) look very similar. Thus, Taylor series is not an efficient extension of the simplest bilateral control model for damping the low-frequency perturbations. LSS-7 shows some improvement, but not very significant (see Fig. 9(c)). Comparing to Fig. 9(d) and 9(e), we can see that LSA-7 and LSZ-7 have advantage of suppressing low-frequency fluctuation in $x_{n-1} - x_n$ (especially when $t > 160$ sec.). Fig. 9(f) shows the space $\{d_n + L\}$ of these five bilateral control schemes when $t = 180$ sec. The fluctuation in the results by SBC and TS-7 is quite close, while the fluctuation in the results by LSA-7 and LSZ-7 is much smaller.

Here, we use the average absolute disturbance (AAD)

$$E_A(t) = \frac{1}{N} \sum_{n=1}^{N} |d_n(t) - s|$$  \hspace{1cm} (31)

The result of 15 node bilateral control (i.e., $k = 7$) whose coefficients obtained by Taylor series approach (denoted by TS-7) and the result of 15 node bilateral control whose coefficients obtained by least squares approximation of $-\omega^2$ (denoted by LSS-7) look very similar to the result in Fig. 8(c). Here, the coefficients are obtained by least squares approximation of $-|\omega|$ (denoted by LSA-7). The traffic flow goes to the equilibrium state much more efficiently. The corresponding $f(\omega)$ is smaller than $-\omega^2$ when $|\omega|$ is small (see Fig. 5(b)). That is, the low-frequency waves are damped much more quickly.
The space $d_n + L$ when $t = 180$ sec.

and maximum absolute disturbance (MAD)

$$E_M(t) = \max_{n \in \{1, \ldots, N\}} \{|d_n(t) - s|\}$$

(32)

to evaluate the fluctuation in the result. Fig. 9(g) and 9(h) show the AAD and MAD of the simulation results in Fig.9. Still, the results of SBC and TS-7 are very similar. The results of LSA-7 and LSZ-7 is smaller than other schemes when e.g., $t > 60$ sec. At $t = 200$ sec., the AAD and MAD of the results of LSA-7 and LSZ-7 are both smaller than the corresponding values in the very beginning (i.e., $t = 0$). However, the AAD and MAD of the results of other three bilateral control schemes are both larger than the corresponding values in the very beginning.

We also did the simulation with free-free boundaries. Note that different from platooning, there are no “leaders” in bilateral control, thus, it's more natural to use free-free boundaries, rather than fixed-free boundaries used in platooning [13], [38]. The initial settings are the same as the experiments with circular boundaries (see Table I). The traffic is under car-following control in the first 40 seconds, which cause the “stop-and-go” instabilities. After that, various bilateral control schemes are used to suppress traffic flow instabilities. Fig. 10 shows the simulation results. Similar to the results in Fig. 9, traffic flow instabilities are suppressed by bilateral control. Moreover LSA-7 and LSZ-7 schemes suppress fluctuation of the space between successive cars much more efficiently.

Fig. 11 shows more experimental results. Fig. 11(a), 11(b) and 11(c) show the results when $k = 3$. Note that $f(\omega)$ does not approximate the objective curves, e.g., $-|\omega|$, well when $k$ is relatively small. Thus, the low-frequency fluctuation is not damped very efficiently, and the performance of the three least-square approaches, i.e., LSS-3, LSA-3 and LSZ-3, is close. However, LSS-3, LSA-3 and LSZ-3 are still shown to be more efficient extension of SBC than the Taylor series approach (TS-3). Unsurprisingly, as $k$ increases, $f(\omega)$ approaches the corresponding objective curve better and better. Fig. 11(d), 11(e) and 11(f) show the extreme case of large $k = 21$. The corresponding $f(\omega)$ of LSS-21 and TS-21 are almost the same when $\omega$ is small. Thus, the performance of LSS-21 and TS-21 is similar, which is close to the performance of the simplest bilateral control (SBC). Moreover, the advantage of damping low-frequency waves by LSA-7 and LSZ-7 becomes more obvious. All the initial settings are the same as the one used in the simulation with circular boundaries.

We also did the simulation when the measurements contain noise. Fig. 11(g), 11(h) and 11(i) show the results. The initial settings are the same as the one used in the simulation with free-free boundaries. The distance measurement of every car in each iteration has a random value between $-2$ to $2$ meters.
added to it. The velocity measurement of every car in each iteration also has a random value between $-1$ to $1$ m/s added to it. These noisy measurements are then used to calculate the acceleration commanded by the car. The simulation results look like the results in Fig. 10 with small additional noise. Fig. 11(g) and 11(h) show the AAD and MAD of the results, respectively. They look close to the results in Fig. 10(g) and 10(h). Fig. 11(i) shows the space $\{x_{n-1} - x_n\}$ between successive cars when $t = 200$ sec., which basically looks like the result in Fig. 10(f) with some additional noise.

In summary, the simulations validate the analysis in section III. Neither Taylor-series approach nor least-square approximation of $-\omega^2$ can improve traditional BCM effectively. In contrast, least-squares approximation of $-|\omega|$ or $\min\{-\omega^2, -|\omega|\}$ provides an effective way to damp low-frequency fluctuation much faster, and thus should be used in real applications.

VI. CONCLUSION

Traditional bilateral control uses sensors in the controlled vehicle to determine the relative position and relative velocity of the leading and following vehicles. Using wireless communication, information about the state of cars other than just the immediately leading and following cars can be made available to the longitudinal control algorithm. This makes it possible to extend the traditional three node bilateral control. In this paper, we provide one such model which we call “multi-node bilateral control.” One basic problem of the multi-node bilateral control model is how to suppress traffic flow instabilities more efficiently by assigning weights (or coefficients) for the additional measurements. By stability analysis, we shows that the objective of picking coefficients is (roughly speaking) to “suppress low-frequency perturbation-caused wave more effectively.” That is, to make $f(\omega)$ in (8) as small as possible by picking the coefficients $\{g_m\}$ in (8).

We explore two different approaches — the Taylor series approach and the least square approach — to generate coefficients for the multi-node bilateral control strategy. We show that the two natural ways of extending traditional BCM, i.e., Taylor series and least-square approximation of $-\omega^2$, can not improve BCM effectively. The best that the Taylor-series approach can do is to approximate $-\omega^2$. Thus, the Taylor-series approach can not be used to improve BCM effectively. However, a least-square approach does provide an effective way to improving BCM — by carefully designing the function.
z(\omega). In order to suppressing low frequency components more efficiently, z(\omega) should be designed to decay faster when |\omega| is small, e.g., −|\omega| or \min\{-\omega^2, -|\omega|\}. Simulation results confirm our analysis. Thus, we suggest the use of results obtained by least-square approximation of −|\omega| or \min\{-\omega^2, -|\omega|\} in real applications.

Note that z(\omega) can be chosen to have other forms e.g., e^{−\alpha|\omega|} − 1 (with \alpha > 0). We suggest that the even function z(\omega) should be designed such that 1). z(0) = 0; 2). be non-increasing when 0 ≤ \omega ≤ \pi; and 3). decay much faster than −\omega^2 when |\omega| is small (e.g., with “sharp corner” at \omega = 0). We give the close-form solution of the least-square approach, i.e., eq. (18) and (20), and also provide both sufficient (Theorem 3) and necessary (Theorem 4) conditions for checking the stability of new results. This makes it possible to easily calculate the coefficients for a newly designed z(\omega).

Bilateral control uses symmetric coefficients. The stability condition is in Theorem 1. However, if the coefficients are not symmetric (e.g., when the desired space from the leading car is emphasized more than the desired space from tailing car), then f(\omega) will contain imaginary parts. Now, the stability condition—the real parts of the two roots s_1 and s_2 solved from eq. (10) are both non-positive—will not be so simple. Ref. [38] gives mathematical analysis of the three-node asymmetric case. Some mathematical technics used in the platoon models are helpful to analyze the multi-node cases [32]–[37].

In this paper, we choose g_m = h_m. Otherwise, the stability condition in Theorem 1 should be satisfied by both \{g_m\} and \{h_m\} (See eq. (10).) One future exploration is how to improve MN-BCM further by picking different set of gains \{g_m\} and \{h_m\}. Although the traffic purely under car-following control, or purely under bilateral control, is similar to some special cases of decentralized platooning, here, we should mention that both car-following control and bilateral control are only applied to a single vehicle, and thus, there is no such requirement that all the vehicles are under the same control strategy. In our future work, we will study such mixed traffic.
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