
LU Decomposition 



What is L U decomposition? 

L U decomposition is the factorization of a 
square matrix into the product of a lower- 
triangular matrix and an upper-triangular 
matrix. 
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Where does A come from? 

A is the coefficient matrix from a system of 
linear equations, which may arise in many 
kinds of scientific application: 

• physical systems 

• biological systems 

• economic models 
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or 	A x --= b 



How is the decomposition useful? 

Decomposing A = L U 

t 
Solving the system A x = b 

Two-step procedure: 

1. Solve L c = b: 
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2. Solve Ux = c: 

U11 • • • Uin  

.. 	.•• 

unn 



How to perform L U decomposition: 
Use Gaussian Elimination 

Without pivoting: 

 

1. Divide column by pivot value to 
get row multipliers. 

2. Subtract row multiplier x pivot's 
row from each lower row. 

  

  

Partial pivoting: 

  

1. Find largest magnitude in pivot's 
column at or below pivot. 

2. Swap its row with pivot's row. 

3. Continue as without pivoting. 

Largest absolute 
value 

  

  

  

Full pivoting: 

1. Find largest magnitude in subma-
trix at or "southeast" of pivot. 

2. Swap its row with pivot's row 

3. Swap its column with pivot's col-
umn. 

4. Continue as without pivoting. 

Largest absolute 
value 



Gaussian Elimination Without 
Pivoting: 

An Example 
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Why Pivot? 

Without pivoting, Gaussian elimination can be unstable — it 
can amplify the range of values, leading to round-off error in 
computers with limited precision. 

_1.9o9o9o90 In the example below, whose exact solution is x1 = 	and  

x2  = 99:999989 , a hypothetical computer precise to 3 decimal digits 
rounds off the boxed coefficients. Without pivoting, an error 
results. 
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.0001 Xi + X2 = 

X1 ± X2 = 

 

 

   

(no pivoting done) 

1 

J.0001 X1 + 	X2 = 

10,000 x2= 

1 
	

1 

X2 = 1 (correct to 3 places) 
	

X2 = 1 (correct to 3 places) 

1 
	

1 

Xi = 0 (wrong) 
	

Xi = 1 (correct to 3 places) 



Related Methods 

• L-U Decomposition with Neighbor Pivoting 

• Q-R Factorization by: 

— [Windowed] Householder Transformations 

— [Pipelined] Givens Rotations 
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