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Abstract 

This paper describes an architecture of a par-
allel supercomputer EM-5. The EM-5 design 
objective is to construct a feasible parallel su-
percomputer whose target performance is over 1 
TFLOPS, i.e. 1012  FLOPS. The design principles 
of the EM-5 are: (1) a layered activation model; 
(2) an advanced direct matching scheme; (3) a 
highly fused pipeline; (4) a RISC processor EMC-
G for a highly parallel computer; (5) a functional 
interconnection network; and (6) a maintenance 
architecture which can provide real-time monitor-
ing facilities. After examining these features, this 
paper shows the architectural design of the EM-5, 
whose target structure will have 16,384 processing 
elements and whose peak performance is about 
655 GIPS and 1.3 TFLOPS (double precision). 

1 Introduction 

A parallel supercomputer for general applications 
has been one of the most challenging themes in 
computer research and development. The more 
VLSI technology advances, the more significant 
feasibility studies of such a supercomputer be-
comes. 

The authors have been developing a highly par-
allel computer based on a new data-driven model. 
As a first step, an EM-4 system consisting of 
1,024 single-chip processing elements (PEs) was 
designed, and an EM-4 prototype system with 80 
PEs was implemented [1] [2] [3] [4]. The prototype 
became fully operational in April 1990. It maxi-
mally provides 1 GIPS computation performance 
and 14.63 GB/s communication performance; in 
executing actual programs, it showed 999 NIIPS. 

The next research is split into two tasks, which 
are tightly coupled from/to each other. One is 
to design and implement a new parallel super- 
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computer which provides far more performance 
than the EM-4, and the other is to make a lan-
guage system whose target machine will be both 
the EM-4 prototype and the new supercomputer. 

In order to achieve the former objective, a paral-
lel supercomputer E1\1-5, whose target structure 
will have 16,384 PEs, is now under development. 
This paper presents the EM-5. 

Before the circuit design of the EM-5, new exe-
cution model, new architectural schemes and new 
hardware primitives are proposed and examined. 
They are: (1) a layered activation model; (2) an 
advanced direct matching scheme; (3) a highly 
fused pipeline; (4) a RISC processor EMC-G for 
a highly parallel computer; (5) a functional in-
terconnection network; and (6) a maintenance ar-
chitecture which can provide real-time monitoring 
facilities. 

The architectural design of the EM-5, which 
will realize all of the above features, is also out-
lined here. Each PE of the EM-5 will contain the 
EMC-G, a floating-point unit (FPU), memories 
and some additional circuits. It will perform 40 
MIPS and 80 MFLOPS, and thus the whole sys-
tem with 16,384 PEs will perform 655 GIPS and 
1.31 TFLOPS. 

This paper first describes design principles and 
implementation of the EM-4 (Section 2). Then 
it concentrates on the EM-5 in Section 3, where 
its features are described in comparison with the 
EM-4. Next, programming paradigms and pro-
gramming languages are considered to exploit the 
EM-5 architecture (Section 4). 

2 EM-4 

2.1 Objectives and Design Princi-
ples 

2.1.1 Objectives 

The objective of the EM-4 is to develop a feasible 
parallel supercomputer including more than 1,000 
PEs for general use, e.g., for numerical computa- 
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tion, symbolic computation, and large scale sim-
ulations. The target performance is more than 
12 GIPS. To achieve this objective, an improved 
dataflow architecture was proposed and adopted. 

2.1.2 Strongly Connected Arc Dataflow 
Model 

Although the basic EM-4 architecture is based on 
the dataflow model, a new model called a strongly 
connected arc model was introduced to compen-
sate for the pure dataflow architecture [1]. The 
strongly connected arc model highly improves ef-
ficiency and functionality of a dataflow parallel 
computer. 

The model is defined as follows. 
In a dataflow graph, arcs are categorized into 

two types: normal arcs and strongly connected 
arcs. A dataflow subgraph whose nodes are con-
nected by strongly connected arcs is called a 
strongly connected block (SCB). 

There are two firing rules. One is that a node on 
a dataflow graph is firable when all the input arcs 
have their own tokens (a normal data-driven rule). 
The other is that after each SCB fires, all the PEs 
which will execute a node in the block should ex-
ecute nodes in the block exclusively. That is to 
say, if a node A whose output arc is a strongly 
connected arc is executed, then the nodes which 
are executable in the strongly connected block in-
cluding the node A can only be executed by the 
concerned PEs. 

If all the tokens from the outer world to the 
concerned block have already arrived and there 
are no firable nodes, then the strongly connected 
state is released and normal dataflow processing 
resumes on the concerned PEs. 

In the EM-4, each SCB is executed in a sin-
gle PE and tokens do not flow but are stored in 
a local register file. This property enables fast-
register execution of a dataflow graph, realizes an 
advanced-control pipeline, and offers flexible re-
source management facilities. 

2.1.3 Direct Matching Scheme 

In order to reduce heavy overhead of packet 
matching, a new matching scheme, a direct match-

ing scheme was introduced in the EM-4[2]. 
The direct matching scheme offers data match-

ing with ordinary memory. Since the logic for re-
alizing the scheme is fairly simple, it can easily be 
implemented using a small-size wired logic. 

‘Vhen a function is invoked, an instance of stor-
age is allocated to a group of PEs. This instance 
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Figure 1: Direct Matching in the EM-4. 

is called an operand segment. It is used for wait-
ing and matching of operands. An operand seg-
ment has memory words whose number is equal 
to or larger than the number of two-operand in-
structions in the function. The compiled code for 
the function is stored in another area, which is 
called a template segment. The address of the in-
struction in the template segment has a one-to-one 
simple correspondence with that of the matching: 
each operand segment is linked with a template 
segment by storing the template segment number 
into the top word of the operand segment at the 
function invocation time; and, in the EM-4, an 
instruction displacement is set to the same one as 
that of the matching. Each packet thus only holds 
the matching address as an absolute memory ad-
dress. 

Matching is executed by checking the stored 
data in an operand segment and by storing the 
data if its partner is absent. If partner is present, 
then the instruction address is generated by com-
bining a displacement and the template segment 
number stored at the top word of the operand 
segment. Then instruction fetch occurs while two 
operand data are forwarded to the execution unit 
(Figure 1). 

This scheme eliminates the associative access 
overhead involving the hash rnis-hitting overhead 
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Figure 2: EM-4 Pipeline Fusion. 

and considerably reduces the matching hardware 
cost, at the expense of memory utilization. 

2.1.4 Pipeline Fusion 

In the EM-4, nodes in each SCB are executed 
on a register-based advanced-control pipeline. On 
the other hand, normal dataflow nodes are exe-
cuted on a circular pipeline with a direct matching 
scheme. These two pipelines are fused naturally 
into a single pipeline, as shown in Figure 2. There 
are four stages in the circular pipeline: a linking 
stage, a matching stage, a fetch-and-decode stage 
and an execution stage. The latter two stages are 
shared with the register-based advanced-control 
pipeline. Activities belonging to more than one 
threads can simultaneously exist in the former 
pipeline. On the other hand, activities belong-
ing to the same single thread can only exist in the 
latter pipeline. 

There is no context switching overhead, since 
circular pipeline can immediately fill the pipeline 
stages when the current SCB is finished. 

2.1.5 Multiple-RISC Concept 

To accomplish a feasibility and high performance, 
one PE of the EM-4 is realized in a single chip, 
called the EMC-R[1]. A Multiple-RISC concept 
is proposed and utilized in the EMC-R. This con-
cept uses a RISC not only for serial instruction 
execution but also for parallel program execution. 
A Multiple-RISC processor should therefore have 
the following features: a small instruction set; few 
addressing modes; a register file architecture; no 
microprograrns; few packet formats; simple em-
bedded synchronization mechanisms. The EM-4 

2.1.6 Circular Omega Network 

Construction of an interconnection network with 
both a hardware cost of 0(N) (N : number of 
PEs) and a distance between any two processors 
of 0(logN) was completed in order to realize fast 
communication with feasible hardware. The EM-
4 utilizes a "circular omega" network topology to 
satisfy these conditions [9]. The EMC-R con-
tains both a data switching and a data process-
ing facility which work concurrently and indepen-
dently. In addition, the network in the EM-
4 contains store-and-forward deadlock prevention 
facilities and automatic load-balancing facilities. 

All of the features described in this subsection 
distinguish the EM-4 from the other advanced 
architectures, e.g. Iannucci's hybrid architecture 
[5], Gao's non-dataflow architecture [6], Nikhil's 
PRISC [7], and Amamiya's Datarol [8]. 

2.2 Architectural Design and Im-
plementation 

2.2.1 Single Chip Processor EMC-R 

The EM-4 consists of single chip processors, 
EMC-Rs. Figure 3 shows the organization of the 
EMC-R, consisting of five units and a mainte-
nance controller. The Switching Unit (SU), an 
element of the circular omega network, is a three-
by-three packet switch. The SU performs routing, 
arbitration, and packet transfer as its basic func-
tions. Additionally, the SU has store-and-forward 
deadlock prevention facilities and function level 
dynamic load balancing facilities [9]. 

An Input Buffer Unit (IBU) is a buffer for pack-
ets waiting for matching and execution. A 32-
word FIFO buffer is implemented on the EMC-
R chip by a dual port RAM. There is also an 
8K-word secondary buffer located in an off-chip 
memory. 

A Fetch and Matching Unit (FMU) provides all 
the synchronizations and sequencing in the EMC-
R. It contains data matching, instruction fetch, 
and pipeline control mechanisms. 

An Execution Unit (EXU) is an instruction 
executor which contains an instruction register, 
instruction decoding circuits, an ALU, a multi-
plier, a barrel shifter, a comparator, a register file 
with sixteen registers, packet generation circuits, 
several multiplexors, additional registers and con-
trol logic circuits. All instructions except multiple 
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Figure 3: Organization of the EMC-R. 

memory read/write are performed within a single 
clock. 

A Memory Control Unit (MCU) arbitrates 
memory access requests from the IBU, the FMU, 
and the EXU, and sets the address and data mul-
tiplexors so that data can be transferred to/from 
the selected unit. Memory requests may conflict 
among three units, where memory access by the 
IBU breaks the execution pipeline and degrades 
throughput. 

The EMC-R is implemented in a CMOS gate 
array chip with 299 pins contained in it: 43 for 
power and ground supply, 255 for signals, and 1 
unused. The chip contains 45,788 gates involving 
all the units and maintenance circuits. The design 
is based on the 1.5 micron rule with an inverter 
gate delay of 0.7 ns. The EMC-R. uses an 8Ons 
clock and every instruction needs only one clock 
for its execution, and thus the peak performance 
is 12.5 MIPS. 

This chip has been produced since October 
1989, and testing has proven there were no ma-
jor bugs. 
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Figure 4: Organization of the EM-4 Prototype. 

2.2.2 EM-4 Prototype 

The 80 PE EM-4 prototype was implemented 
as a first step. I  Figure 4 illustrates the EM-
4 prototype's organization. Eighty PEs are di-
vided into 16 groups, each of which has 5 PEs. 
A group is a unit for allocation of a function in-
stance. Each PE consists of the EMC-R, a mem-
ory address register (MAR), and off-chip mem-
ories. The EM-4 prototype is packaged into a 
60.0cm x 92.0cm x 140.5cm single rack. Each 
group is realized on a four-layered multi-wired 
board. It is 50.8cm x 47.0cm and is comprised 
of five EMC-Rs, static RAMs, MARS, drivers, 
and maintenance circuits. There are 16 PE group 
boards. 

The maximum performance of the prototype is 
1 GIPS and the maximum data transfer rate is 
14.63 GB/s. Moreover, the maximum synchro-
nization performance by dyadic data matching is 
200 MSYPS, i.e. 200 Mega SYnchronizations Per 
Second. 

The EM-4 prototype has been fully opera-
tional since April 1990. 

Initial performance evaluations of the EM-4 
with sample programs were reported in [4] and 
more advanced evaluations will appear in [10]. 

'Note that the EMC-R is designed for the 1.024 PE 
system; it thus has addressing facilities for the 1,024 PE 
network and 1024 PE memories. 

5 
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3 EM-5 

3.1 Objectives and Design Princi-
ples 

3.1.1 Objectives 

The objectives of the EM-5 is to develop a feasi-
ble parallel supercomputer including more than 
16,384 PEs for general use, e.g., for numerical 
computation, symbolic computation, and large 
scale simulations. The target performance is more 
than 1.3 TFLOPS, i.e., 1.3 x 1012  FLOPS (double 
precision), and 655 GIPS. 

Unlike the EM-4, the EM-5 is not a datafiow 
machine in any sense. It exploits side-effects and it 
treats location-oriented computation. In addition, 
the EM-5 is a 64-bit machine while the EM-4 is 
a 32-bit machine. 

3.1.2 Layered Activation Model 

The EM-5 is based on a layered activation model 
as well as the EM-4 was based on a strongly con-
nected arc model. 

In this model, data-driven arcs connect node 
blocks called indivisible node blocks (INBs). Each 
INB is fired by the arrival of tokens through the 
data-driven arcs, and after the INB fires, all the 
PEs which will execute a node in the block must 
execute nodes in the block exclusively. 

The major differences between the layered ac-
tivation model and the strongly connected arc 
model are: 

1. The execution order of the INB nodes are de-
termined not only by data dependencies. The 
EM-5 is thus not a dataflow machine for ex-
ecution within an INB. 

2. Within an INB, side-effects can be exploited. 
This breaks the functionality of a dataflow 
model, but introduces much more flexibility. 

3. There are global variables among INBs. 

The layered activation model will be more ac-
curately defined and examined in another paper. 

3.1.3 Advanced Direct Matching Scheme 

The EM-5 uses a refined direct matching scheme, 
i.e. a advanced direct matching scheme for activat-
ing INBs. In this scheme, each packet flowing on 
a data-driven arc holds an operand segment num-
ber, operand segment displacement for matching, 
template segment number and template segment 
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Figure 5: Advanced Direct Matching. 

displacement for instruction fetch. Matching is 
executed by reading memory word whose address 
is indicated by the packet, checking a flag of the 
word, and sending a pair of data to the execution 
unit or writing the packet data into the memory 
(Figure 5). The differences between the advanced 
direct matching scheme in the EM-5 and the di-
rect matching scheme in the EM-4 are as follows. 

1. It is not necessary to store the information 
of linkage between the operand segment and 
the template segment, when a new function 
is invoked. This eliminates the overhead of 
function invocations. 

2. The linking stage is removed from the PE 
pipeline. This shortens the circular pipeline, 
and thus shortens the turn-around time. 
Moreover, the matching memory is only ac-
cessed at the matching phase, which elimi-
nates the inefficiency caused by a memory bus 
bottleneck. 

3. Each matching word can be reused in the case 
where nodes are totally ordered. This greatly 
improves the memory space efficiency. 

4. A displacement of a matching place is inde-
pendent of that of a corresponding instruc-
tion. This brings flexibility of code genera-
tion and matching place allocation. 
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Although the Explicit Token-Store scheme in 
the Monsoon Machine [11] also uses the absolute-
address matching, the advanced direct match-
ing does not need an extra instruction field nor 
a matching-address calculation for data synchro-
nization since a displacement of the matching 
place is contained in each packet. This scheme 
realizes a much more efficient and flexible synchro-
nization than Monsoon does at the cost of instruc-
tion field and packet field. 

Besides the advanced direct matching, the EM-
S contains several flexible synchronization mech-
anisms which will be closely examined in another 
paper. 

3.1.4 Highly Fused Pipeline 

Figure 6 illustrates the EM-5 pipeline. It is also a 
fused pipeline of a circular pipeline and a register-
based advanced-control pipeline. However, the 
following features make it considerably different 
from the EM-4 pipeline. 

1. By introducing the advanced direct matching 
scheme, the linking stage is eliminated. This 
brings efficiency and simplification of hard-
ware. 

2. Pipeline pitch is logically a half as long as 
that of the EM-4 during the execution of 
an ICB. This doubles the execution through-
put. Actually, the register-based advanced-
control pipeline is the same one as the normal 
RISC pipeline, except the parallel operations 
of a calculation and packet-sending. Pipeline 
pitch will be 25 ns. 

3. The EM-5 also contains a floating-processor 
pipeline, which can be cooperatively operated 
with the EMC-G pipeline. 

3.1.5 Multiple-RISC Concept 

The features of the Multiple-RISC mentioned in 
2.1.5 are also held in the EMC-G, a single chip 
processor of the EM-5. From the viewpoint of 
shortening execution time, the EM-5 exploits 
the RISC feature more than the EM-4, since its 
pipeline pitch is logically twice as short as that of 
the EM-4. 

Unlike the EM-4, there is no switching unit 
within the processor chip. There is no floating-
point processor within in it either. This multi-
chip design is adopted because of the limitation 
of pins and spaces in a chip. In other words, 
the multi-chip construction brings the fast double-
sized floating-point calculations and flexibility of 
network construction at the cost of hardware and 
physical space. 

3.1.6 Functional Interconnection Network 

The circular omega network adopted in the EM-
4 will not be utilized in the EM-5, since a sys-
tem with 16,384 PEs must exploit more clustered 
communication. So far, the topology of the inter-
connection network has not been determined yet 

It will have automatic load-distribution facil-
ities and store-and-forward deadlock prevention 
facilities as the EM-4 network has. Moreover, 
it will contain advanced facilities which will dy-
namically perform flow control by watching the 
network status. 

3.2 Architectural Design 

3.2.1 Single Chip Processor EMC-G and 
PE Configuration 

Figure 7 shows the first version of the organization 
of the EM-5 PE, including the EMC-G. The PE 
consists of the EMC-G, memories for secondary 
buffer, memories for instructions and data, and a 
floating-point unit. The EMC-G consists of four 
units and a maintenance controller. 

The meaning of each unit in the EMC-G is 
almost as same as that in the EMC-R. The fol-
lowings describe the features of the PE, examining 
the major differences between the EMC-G and 

the EMC-R. 

1. As was previously mentioned, EMC-G 
adopts a 64-bit architecture while the EMC- 
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R adopts a 32-bit architecture. Each data 
path consists of a 64-bit bus and each data 
register consists of a 64-bit register. 

2. The EMC-G has a global addressing mech-
anism for a 16,384-PE system. 

3. There is no embedded network switch within 
the EMC-G chip. 

4. Pipeline pitch is logically half as long as that 
of the EMC-R. 

5. An Input Buffer (IBU) has its dedicated 
memories whose bus is independent of the 
instruction/data memory. This prevents the 
pipeline break which occurs in the EMC-R, 
i.e. pipeline break caused by memory usage 
of the IBU. 

6. A Fetch and Matching Unit (FMU) controls 
the synchronization and sequencing control. 
In addition, it controls the floating-point unit 
by an interlock. 

7. An Execution Unit (EXU) is an instruction 
executor which contains operand registers, 
calculation circuits, a 32— word x 64— bit reg-
ister file. Floating-point operations are car-
ried out by a floating point unit (FPU). 

The EMC-G will be implemented in a CMOS 
standard-cell chip with 391 pins and about 
100,000 gates. The design will be based on the 
1.0 micron rule with an inverter gate delay of 0.4 
ns. The EMC-G uses a 25 ns clock and every  

instruction needs only one clock for its execution. 
thus the peak performance is 40 NIIPS. 

The peak performance of the floating-point, unit 
will be more than 80 MFLOPS. The maximum 
data transfer rate in each port is 335 MB/s. 

3.2.2 EM-5 Organization 

The EM-5 consists of 16,384 PEs, an intercon-
nection network, maintenance processors, a sec-
ondary memory system and a host computer. The 
whole system will be constructed in a two-or-
three-layered fashion. 

The maximum performance will be 655 GIPS 
and 1.31 TFLOPS. The maximum data transfer 
rate will be about 5.49 TB/s. Moreover, the max-
imum synchronization performance by the dyadic 
data matching will be 131 GSYPS, i.e. 131 Giga 
SYnchronizations Per Second. 

Network construction, maintenance mecha-
nisms, and I/O mechanisms of the EM-5 will be 
described in another paper. 

4 High Level Languages 

A language system for DFC-II, data-flow-C 
version-2, is is now under development for both 
EM-4 and EM-5. It is a language with se-
quential description and parallel execution [12], 
while the first version of DFC was a pure func-
tional language. The DFC-r1 can break a single-
assignment rule and a program can contain global 
variables. 

The compiler of the DFC-II produces the inter-
mediate code, and the post-compiler will translate 
it into EM-4/EM-5 assembler. 

The compiler and the post-compiler of the 
DFC-II will be fully operational on the EM-4 
in 1991. 

Besides the DFC-II, several other languages 
are planned to be implemented on the EM-
4/EM-5, such as Id [13] and FORTRAN. In the 
near future, the language most suitable to a cer-
tain application will be selected among these high-
level languages. Moreover, an object-oriented pro-
gramming paradigm is now examined to be imple-
mented on the EM-5[141. 

5 Conclusion 

This paper presented the design principles and the 
architecture of the EM-5 in comparison with the 
EM-4. It also described the language systems un-
der development and examined the realization of 



object oriented computation. The target struc-
ture of the EM-5 will have 16,384 PEs, and it 
will perform 655 GIPS and 1.3 TFLOPS. 

The PE of the EM-5 will logically be designed 
in 1991. The whole gate design of the single chip 
processor EMC-G will be completed in 1992. 
The EM-5 system with 16,384 PEs, including the 
interconnection network, will be designed in 1993 
and its prototype system will be constructed until 
March 1994. 	f 11  

Future problems excluding the hardware imple-
mentation are: to design and implement the lan-
guage systems; to further examine the execution 
model; to establish the scheduling methods on the 
EM-5; to run test programs and evaluate system 
performance; and to write and run actual appli-
cation programs. 
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