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Chapter 1
Intreductioz

The purpese of this paper is to develop a new appreach
to the "brain=model" preblem. The follawing questions illustrate
the most emportant preblems in this field,

(1)s What are the physiologloal processes through
whieh ani&ala?Z&ggnactivities 88 "learnirg" ,"memorise«
tien™ ,"receognition”,"attention" ,"reasoning” ete,?

(2)e Hoe oan these smctivitiss of sc=salled “zsntienth
organisms be dupliocated in systeme which we san sotu=
ally oonstruet? Is it possible to deseribe a system
cupshle of benavior of humenoid eamplexity,yet simple
enough in ite physical structure that it can be undere

stoed? Can we deagribe such & system which i& in ad~

dition,sufficiently resilient that ites funcbioning

can be meintained in the face of o:;tenaiva injury,as

in the omse of the animal nervaus system? |

We begin by considering the properties of single neurons,and

of simple sets of interoonnected neurcns ("nets"),with the sbjeotive
of 1nwatiga£ing phonemena which may be of importance in much largey
nots and in the hiain itself, The results of this enalysis are then
x applied to the study of vsry large,"randam”,netz,and finally, be
cortein assemblies of very large nets. It iz these mssemblier which
' ere our "brain Redels",
| Gaeh "brain model® is fommed of a small mmber of very large
“punden” neural nets with a small mumboer of channels cennecting them
petsgeach connection is & large set of fibres whiuh;;;twoon a palr of
specified nats, In additicn to these conneotions there must bo e set

of "oubput® or "motor® ahanmsle and e cet of "input" or "sensory”
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shannals which run betwoen the brain model and ite savironment,

¥ow the"quality” of a brais can hardly be evaluated except
in terma of the raletion between it and its eavirement, Qur init--
3slly disorganised "randmm" model must be able to raise itself
fram its 1skitiel ochaotlc state to m higher dogree of internsal or—
ganization,and this organisation must be measured in tems of the
extent to which the brain can learn to deal with its enviremment.
This latter capmolty must iteelf be evalusted by Bams msasurejfor
aninals it seems matural o ﬁs@ &5 measurs the abllity to maintain
the intersal {physielogloal) state within some "nommal™ range,is.,
the abllity to survive,

1t wili he shown that when cur models are placed in an enviras~
éonb,ané assigned (in e wey deseribed lnter) a range of “normal" inte~
nal states,that they will susquives lovel of organization that ean be
ovnpared only to that of ths highest animals, Furthsrmors this capmeity
for self-orpanizatien will in general not bo lost after injury,unless
the injury is such eas te chanpge the gross topolozy of the systen,8.%.,
1£ one of the basie nets 13 remowed emtirely,sr if one of the gress
connsotiens 12 eatirely destroyed. Thus these metheds provids an apy
proash %o the problens of (2) abevs. '

In addition,thess modeiﬁ also provide axn appreash to the problems
of (1) abovee For the models are so constraoted that tiiay resemble
the brain-net enly in i%s higher organization,but alse en the level of
physieal struoture, Momt of the properties of the "cells® of the
theory are based on properties esteblished for neurous in the exporimente
al literaturs. A few of the propesrties may only be deseribed as plausibie.
This situation 18 isevitabis with the present state of Qtomsum about
the nerveus systemgwhils Some new properties hawe to be masumedhere,they
have been mnde &g aimple,piaﬁsﬁbh,md fow a5 seeus peasible. In every

such omse the mosumptions are based on & plausibls enalogy with sther

blolegical situstions. Ths goametpy of the nets iz also based en rul

o ‘____
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biologioal data,in this omase on the evidenoe of nourcenatony. The
vic%paint that the basic lngredients of the systex can be taken ag
lerge unorganized "randex" nete can be justifiod in scvoral ways.
The nets of the brain,feor the most part,appear gquiis disorderly ab
the level of intercmanactions between oells.(There are emoeptions to
this,but they ars usually confined te reglone associated with certain
spocial activithkes,and need not be condidered in & theoory of this gen~
erality.) Thers 18 ns evidsnce of anything lika ths eritically orderiy
conpections of & mo&@m somputer. 48 the power of the microsgomis
roduced,order is pamiwad,@.mi for the grogs brain a pai.’tem of o ampll
nmbeyr of disesrnsble ° m'riuﬂfa“ sad distinguisheble bundles of conneed
tions ean be Seens The evidense prwided by surgery and neuyepathoelegy
support this picture. Also,it can be srgued that the organization of
SiolOgioal structurss in geneyal cannot be toe sonplex,witheut same
prooess of self-orgecizaltiengrocent estimates (Guastlor 1953, 263 ff)
of the information emrried by the genetie determiners mey mean that
tissuss ocan be orpganized anly along peneral plans;thers iz not encugh
information Yo dotermine m«fmy Yndividuel ecnnsetions (unless it - were
dene in vesular patternd,whish it 18 note)e Finally,as many of the results
of this paper are to & high degrss independent of the exact connectien
sbrusture (on the"losal® or "nilcroscople™ level wikhin « gingle randam
net),i% is not necessary for us to specifly shis atmetur@ to any lagge
axtonts

In ordsr to analyse the “behavior® of the brain models,itile
necessary to introduce e mumber of “learning=theoretic” notioncs In
this peper,the most prainent of these ideas ave thoss of "reinforce®

ment operator” and "reinforeoment process”. Bocsuse thess idens are

basis to the present analysis,and are,in addition,very olosely related
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to & wellwdeveloped body of centemporary psychelogical theorles,

e separate chapter is devoted to thiz study. In a relaforcement .
process,the reametions of 2 systamn to external stimudl are originally
a matter of shanree. Bui the result,or immediate coneeguence,of esch
reaction 13 given a valuntion,and this velustion debornines the
form of mn ecpzrator which is applied to the aysteme If the valudtion
is "high",the offect is to reise the dependabllity of the assoeiated
reaction, Thué we have a Sort of "trial and error™ process,

It turns out that osriain assemblies of randm nets are capable
of realising thia‘kind of presess,if the waluabion and reinforcenent
sperator are contrelled by an external "¢rainer", Then an important
step 18 taken in showing that in assemblies of a very few nets,an
"internal® or "secondary® reinforemont system cmu be made to evolve
entirely within the net systempstarting with s very simple primitive
valuation system(sush as is the basia of simple " preward=punishrent”
sbhemos of animal training) these assemblies reinforcendh¥mselves
shensver any of a swall distinguished sé@ of stimull ocoure They
Learn to apply reinforcement also to behavior patterns which lead
to the cogurrenge of these stimuli,ss well,and oan organize themsslves
to do this on higher and higher levels. It can then be sesn that
such systems,which initially have very little crganization,evil ve
econplex behavieral patterns which axploit the strusture of their
senviromment {or any enviromment which contains an appropriate degrse
of regularity) sv a8 %o foroe the ccourronse of enviromnental evants
which have a high valustion in the reinforcement structure that
has svolved within the systeme, Thus tho system displays behavier which

has,und.isputubiy,che shagmoteristios of both "geaivorionted” and

"need=erisnted" motivetions, By relatdng the initial,primitive,
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waluation to the "iaternal physiologloal stats" of the sysbemzin .
guch a way that remctions whioh bring this "state” toward its ¥
"nomal® wvalus,the overall eveolution of the aystem will be made to
tend toward the establisiment of bahavioral patterns whieh are
offeotive in satisfying the "physiological needs™ of the systenms
In additionate the highly developed reinforcement systoms

soquired by thess sssemblies, ansther process osours which exhdbits
the femtures of what might be called "simple assosiative learning",
(The system thuc provides a model for thsories of the "“centiguity"

grenp of contemporary theories of learning,and psrhaps indicates

{ how the controversy between the “reinforoement” and "oontiguity”
schools may have to be resolved.) Assemblies with no mors than
three or four nets are shewn to have the capasity for erganisation -
inte muech more advanced amctivitysthey are aapeble of "eonsidering”
alternative aotions,making an estimate of the consequences of esbh
alternative (using previously acquired information shout the regu~
larities of the enviromment) aad prefomming or rejecting astions

on the basis of such an estimate. There iz no evident limit to

the degree of complexity of behavior that may be mequired by such &
Bysten: , Théir development will depond bo a great extent on

the envirooment (inoluding here the physical body) in which it

is embedded,ths sensory and motor channsle whth which it s pro~

vided,and on the early experiences to which it is subjeobeds

‘
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valuaticn to the "internal physiologloal stats" of the sysbem,in .
such & way that reactions whioh bring this "state” tomard its 4
®nomal® value,ths oversil evolution of the system will be made to
tend toward the esstabliaslment of behavioral patterns whieh ars
offootive in satisfying the "physiological needs™ of the systen,

In additionade the highly developed reinforcement systems
soquired by these mssemblies, ansther process ocsours which exhibits
the featurec of what might be called "simple asscciative learning”.
(The system thuc provides a mcdel for thsories of the "contiguity™
grenp of ecntemporary theories of learning,and psrhaps indioates
how the sontroversy between the "reinforsement” and "contiguity®
schools may heve to be resolved.) Assemblies with no mors than
three or four nets aro shemn to have the capasity for erganization -
inte much mere advanced activityjthey ars capable of "oconsidering”
gliernative aotions,making an estimate of the sonsequences of oabh
altornative (using prevhkeusly soquired information about the regu~
larities of the enviromment) and preforming or rejecting astions
on the basis of such an sstimate. There 13 no evident limit €o
the degres of complexity of behavior that may be mcquired by Soch &
systen o Théir development will depend bo a great extent on
the enviromzent (inoludinp here the physical body) in which it
iz enbedded,the sensory and motoy channsls whth which it 1 pro~

vided,and on the early experisnces to which it is subjeoteds
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The éa.par is organized as follows:

| The prosent ohapter is a genersl introduction.

Chapter 2 is dovoted bo the study ef the lopleal atructure of neural
nets.The gentral quastion i that of what kinds of behaviop
oan be cbiained frem nets which conbtain only cslls which
satisfy certain postulated, “hile scae of the re#u‘lta obtained

here are more general than iz astually reqiired fer the ssquel,

they throw same light on the question ¢f nsural inhibitiaone The

bioclogieal date is so sparse in this area that it sesmed appre~

priate to sxploit the mathemsiiecal espests of the problem,so we

( to best utilize the swailable infomation. '

| Chapter 3 diseusses ths neurophysioclogioal basis. for the systems of thie
thaory. While thers is very little information available about
the propertles of the oells of the centrsl nervous system what
Informantion oxists ;tréng.ly in&icated tast the nerve impulse
meghanien is the same as for peripheral nerve. However,fer
reasons discussed in shapber 3,1t iz likely that there 18 a
large "noise" component for activity at the internenral juncticnse
Awoordingly,it is assumed that the properties of the juzotims
ef our nets are like the ezeitablility properties fer pnrighsnl
nerve (whish are well=established) exespt that a probabilistie
unsertainty 15 attached to the classieal notion of exoitability

"threshold"s Thus the artifieial axioms of chapter 2 are replaced

by & set of biologlcally very plausible pestulates,

Chapter 4 develops seme of the leaming=theoretic notions that will be
required, "Reiaferoemsat precess" and Rreinforoensat awﬁtof

ave dafined,and a zet oﬁ' abstraot "behavicral medels” are exmmined.

]  Each model has an abstract"eaviranment® and we determine the extent
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2/1.1

i

JHAPTER 2.

{4

-

FINITE AUDDIATIZ DETVWORKS

Termg like "neural network” or "nerve net" are used
at preaent to denote the subjscts of a number of
thecries, ench of which repreasents an abgtroaction

>

of asome ©of the knowledwe derived from contemporary

neurophysiolorical theory. In this chapter we define

a few auch ebjects and establish some theorems on

the equivalehce of certailn sets of axloms for such

theories.

Je¢ 7o Kleene hag defined a “INIVE AUTCHMATCN as a

ceneralization of some nresent theories. Bscause

we have a different emphasls his aystem is presented

in a slightly different form:

o STHITE WUTOMATOY i3 a aol;ectian ol elements called

"cells" whose operation is determined by the

following nxioms:

P-l: TIYE is "guantized" 28 a sequence of dlscrete
moments (indexed by the integers).

JELL3:  There are a finlte number of cells,

4
0o

each of which admits of one of a
finite,> 2, number of states at any
moment.,

F=-3a: "wo kinds of cells are distingulshed; INPUT
CELLY and INNER GELL ;.

7=3h: The state of sn INNEY CELL at a time t depends

on Lhe gtates of all cells st time t ~ 1,
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F=-3c: The state of an INPUT JBLL at =2 time &t is said

to "depend on the environuent.
#*-3c means that the atateg of the "inputcells may
be any function of time {of the integers), or be
arbitrarlly assigned by an "operator” of the

automaton .t

2/1.2 ’he depcadency relation of #-3 1ls entirely un-
ancclfied. Thore 1s one feature of the dependency
relétidn'thaﬁ‘13 commén to all so-called "neural-
ngtwork” thesories. It is expressed by adding the
follovwing axiom to Xloene's aystem:

"=3n: There nre a sebl of "OCENRITIONI" 50132, A
connectlon 044 1s sald to "originate on
cell 33", and "terminate on cell Cj".

There 1g o connection Cij only for

1 HOTEs Kleene reastricts the input cells to take, ab sach
noment, one »f two states called 0 ("quiet") and
1 ("firine"). as he points out, one can alwaya
construct a lorically equivalent finlte automaston
in whlch sach eell has Juat two states, at the
orice of a uniform expanslon of the time soale.
However, the pregent theory 1s definitely not
oriented in a logloal-algebrsic direction, and,
replacing the axioms by a simpler equivalent “
syatem in which each cell hag Jjugt two atates
would be an unnatural impositipn,
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certaln palrs of ¢

®

.

connection teriinatos on any lnoutb cell.l

My

W

\,’~"‘.*' PN
stute o7 a coll 33 ab a Lize t depends

) those cells G, for which tharc exlsts a
; connsotion‘cij.
b
kw' Del. 4 srstenm which gsatiasfieg F-l, WD, F-3,
b fPogv WAl Ue endled a "PIUITL AUICH 1)
TR RKY. |
2/1.3 A noteble exawple of a finite sutomatic network is

provided by the systen of Zelullooh and 2Pitts (1943).
Axloma {or ttly syatem are onresent in a form consigtent
Wwith those in 1.1 and 1.2,

VPl WP~l is -1, the time quantization axionm.

10T8s  #-3n sghbstes that no connseotlion terminates on any
inpub cell (wnich follows zlso from F-3c¢, if one
resgards a cennachien with no effeet as vecuous).,
Howsver, in the present theory, the "environment"

of a riven net will often we another net, and
connachlens from bhe environment net willl terminate
on the input cells of the glven net. The distinction
between "input® and “inner” cells i3 to be rsgarded
28 a classifieation of & cell's position in g subnet,
in relation to an obaerver's speclfication of which
cells of a larrer underlylng net belong to the

given subnet, and is not to be taken s a distinction
betwgen Alnherently different kinds of cells. At

a later point, certain input cells will be dealgnated
ag "resgentor cells” (e.z., thermal resceptors), and
thig desimnation will renresent en inherent dlfference,
or “aneeclalization” of cells.
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¥r-2: MP-2 iz F-2 with each cell restricted to &we

¥r<3: {P~3 is F-3n with the dependency law completely

follows (in a form avranred to match the

1
o}
)
e
)
Q
3

anection Cij nas a numericsl value

which is either a poslitive integer or minus

infinity. The value can be dencted by BCij.

let 42, . = € in the =azze thot there is no

~also represent tne proposition
3 . .
time t".1 ‘

j hiag a numerical-

,"Tbreshold“gZCJ, which is o positive integer.

Finally, each cell O
The dependency law can then be statel as

 Note: In the M theory, the cells are called

"neurons".

This convention will be used throughout this paper.
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If A344 is posltive, we sy that Oy has ﬁcij
"endbulbn" on Ty, If #'s = - @, we gay that

7y hag an “inhibitory endbulk” on 1. W

examnle 1g »rovided to demonstrate the use of
the netvork netstion, ~nd its deserintion

uaing the »ronpsitional calculus.

. : ATRITNAN T VAT

DY A3

Z) [>7z;‘“"“\\ cs
2 P =

DR OY Tl 5

fal
L

(t)

M
.

S4(t) = 99 (b-1)+Cp(t-1)

cr

S
!

~ i

Ce (
THEO MM

e S5 (842) = /0 (8) VI, (817w /Gy (8) +0p(8)7
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2-6

None of the axloms gbove revrgsent much of our

real knowledge of neurophysiology. Sertainly

?—1; the time Quantizabtion axiom, is false.

(In Thapter 5,'we will discuss gome consequences

of makine this false assumption.) The existencs

of specific inhibitor connections has not been

established within the brain, although there

1s some evidence for them in the spinal cord.

2/1.4 The “ashevsky system seems, on the surface, more

biclogical, slince it requires cells to fire whensver
loczl conditions are appropriate. It nrovides an
eXample intermediate between the above Minite
wtomatic Hetworks, nnd the reneralizatlions below.

-1t ¥Wo time cuantization. 7ells can fire sl any
time gubject to the excltatlion axiom.

R~2: Hach cell can have two states, gulet and
firinr. (Note: In 13ashevsky's system, each
cell has s gontinuously variable internal
atate funcilon, “e-J“, whose value 1a a

- function of timé and of the history of pulses
that have reached the cell throurh 1tsg
comnections.)

3-3: There are two kinds of conmectlons, Ejy and
Iy, called "excltatory" and “inhibitory".

The dependency law 1s somewhat as follows:

ot
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2=7
A cell fires vhen "e-}" exceeds some "threshold”.

“he function "e-}" denends on the past stimu-~

(

lation In such a way that "e" increases with

Q

exeltatory stimulation, and "J" increases

wit

P

1 Inhibitory. Soth T=11 of{ exponentlally

with tine.l

L
A0

2/1.5 Let ug con:idsy & nore seneral system {which includes
all the above)!

L NEITIAL-ATALOO0 MUOHINE is 2 collsction of cells

with the (Tollowing uxloms:

A=1 o time quantization.

-2 Input cells sre fired by the environment.
zach cell has two "external states", "quiet",
omd "firing". och cell has sn infinite
number of interngl states, which are to be
identified with ita “nulse history”; the
pulge history at bime ¢, of cell 93~is the
set of times up Lo and including t at which
Gj has fired. (¥irine Lls instantaneousg.)

h=3 The firinr of sn inner cell depends on the

pulge history of =11 cellg.

1 3ee 2/T.2.2 “e will not discuss this system 1in detall

becauge the hypotheses are much gtronper than necessary
here.

%% -
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Agaln s gneclalluntihon 1s approoriste:

A UL ~aN A0t HaTWo3K s o collection of cells

for wnich
A=1,
-2, and
A=3n; ihere zre a sebt of connectlons 513, The
The fiping of an inner cell Gj depends on the
pulse history of all cells Uy for which there
is a connection 72, ,.
1]
TR TYhese gystems are nmors general thon might anpear.
“he form of the dependency may vary from cell
to cell, ete. The form of the axlioms makes
them zppear Lo contaln one important commit-~
nment about the dependency, namely an "all-or-
none” law for pulses. for the dependency law
involves only the time-pf-arrival of pulses,
and there Lls no explliclt dependence on auy other
property of a pulse. However, by allowing each
cell to take one of a larpe number of gtates,
and using a suffliclently complicated denendency
law, one can consbtruct a system equivalent to
one in which nulses hnve, e.x., several degrees
of amnlitude and duration, and in whlch the

effest of & nulse depends on these "form"

paraneters.
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2/1.6

2/1.7

E&i

34-3n  Por any sclven dlmmer cell ",J, at

Hone of the above aystems contains 2hab moy be

congldaerad hthe dlstinchive gneet of the nresent

theory; the probnablligtic Tlring condition., The

following ayasten will »nrovide ‘he structure under-

-

lying tne machinas congldsred in this theslis,

A SPCOH A 3TTT URiTAL-ANALGCE NME0IK 1s 2 system

which sabi fieg the axioma:

-1 fcontiauous time)

&

-2 {Pulge-hiatory internal siate, hence blag

soward all-or-none LSheory)

time t, the

(Y'

‘f)x‘oﬁ?-xbillty dlatr»ivution Tor the itiwe of the

>

ngxt Tirins nf ﬁj donands on She nulse nlstory
of esch nall g Ton vhicsh Lhere lg n ooamectlion
Thia Algtelmibios La o condlitional
ymobnbil ity on the hy-otheasis thnt the Hulse

hiatoriesg of the ,'1 3s not chonre, Hach

4
o
tre, o new dighri-

time one of the 3,'e dosn T3

=)

bubtion “ar the next firlar tiae of 3
DTG0 IO .
If, in s» o licsation of 41-3n to the nervous asysten

we take the "eells" to be neurons, osnd the Cyp3 to
be synapses, then s commitment is made which 1s
involved with vhat 1s probubly the most bagic con-

troversy in thz fleld of physlological psychology.
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2=-1.0
Por the subserist "n“l attazhed %o an axion 1a
uged to dennte the aggumnbtlion Sint the machine's
aonponenta aré related exclualvaly throu:h dlscrate
"gonnec 1lons", and that Ltherefors the oneration of
the machlne densadg exclusively on Hhils comection
atructuregand not on the snatl:l arrangements of
the cells aad asynapses in thelr ohysiceal environmont.
{(For any ~iven nachine, of course, the formallsn
\t n

. sould me adjusted by replacing any ceoumelrlec in-
flusncsa by fictitlous conuccetliona with appropriate
dependency proqar@}es.)
It is by no means‘ﬁy inteutlosn Yo exclude Lhe possl-
billity that goatisl . relabiona ore imnortant in the
operation ol the nervous sraben Thapre are aumerous
theordes Lhal have been fowalated vy ahysliologloal
paycholosista in which azo-~2ullzl "flelld” wffects
are conalderad to be wajor funcltiomal eontitles.
(eerey, 23viov, Lashloy, Tlesholl thescists., iohler's
fleld 4hsory oy vislon 1s the most developsd auch
theory.) In my opinion, nons of these thesries has

L 8

been adviuced Lo the {nrimibive) level of desdtibing
how one such rield affects snother, or how they are

aggociated with inpubt and output of the nachlne. Nor

or "net”

b
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It 1a sadd that such theovies are required to

explain how the nervous gystem ~ontinues to functlon

after physical ioiury, yet it arvears that "fields”
pucht to be equslly vulnerable to rhysical distor-
tion; especlnlly if they ore to heve the complexity
pregunably require! to explain thinking.

t

I7 theas "flelds" =re rerarded uz, say, contzinin

R

their atrecture in toooglorical form, rather than

!

4
ot

wtricel, 08 ~3 sleo havions outonomous self-

Py
=

.abilizing pronerties, vith bLhe physlicel Lrsin

bl
i - . >

. , . - e o .
actine only 2e o zort of ether, then such a theory

could indeed exnl-in injury resistsonce. Une connotb

egcape bhe feeling theb Lushiey (und IZ-vlov) has
some ocuct wmoedsl 1o aind, bubt neltrer o physlenl

4 - 3 -5y ~ Tty il otz " P
basls 1s rrovosed, ner cven o formel sohsme ag to

how the fTield 12 related Yo behovior. L1 that is

-
Je
(&
!»__I
o
o
N
\q'-
5
]-.J
o

exnreciczd 1a Lhoe rone fhot o
be eventuslly constructed,
45 for the "lsomorshiegn" approsch of Xohler, in
wbich the fiélﬁs agsocinted with sensory events
reflect 1n sosme alnost geoneiric manner the sonsory
events themasclves, 1t ius bard to see Low one can

e9.,
bope that even 1fgsensation in the visual areas is

a
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:
:

E ”» . I SR A - .A s - vy L i =¥ 3

in Tact ~-~ascinted itk "laomoenblz” 73133, that
] . 2 \ -~ - . -

thia v111 ai? iIn the unlaratendine of the rest »f

A - -

Lhe nervous sratem.  There cortainly g abroe

relation to “he roomsivic gtiructurs of sensory

.- K. o . » - -~ [N T
events, o,r,; 17 tlo oalmmment 27 arno¥en names

' 3.

of oblcets. it the "molor ond™ of the nmervous

o R . . & 3] - -t
system thers 1o very 11ttle "laomorphilasz" left,
“ L4

Taya s - . 4 % ~ 5 . PR ,. E it 5 3
bt o there Voo YTacn o ocrent Seql o7 “ocormutatlion”.

dew et e dronoes aomevhere

£ - L o~y v T O P T " . \
In the »Hroce-sz, o0 10 tois wat men ghomn how thelr
rasevrvabion o 140In Ui commtotlion.e In oo

.3 -~ B N 3 Yy R o ey e S . o . . - .
end T3ttty (LT aurcent o opeasesc Duvolvins oglterns
1. P | L 7 i O SR T S . P " -
geomet »1z-11y reluobed fto tha retinl Jotiarm -
b Ly ey B 2 S P A n e e d » s YA - - -
these neurell vtterng cre used In omelivuy s conputa-

Aon about

‘pattem. Tact the one

operatins in the rumun bLraln, it would oot support
the Tield-theorlgha’ contenlion thaot the brain
functiong renerally by the use of such filelds. In
fzet the »sur~ose of such a mechanlsm ua that of
¥elulleozh ~nd [itts is precliscly to convert the
laput Information into un abstract and proloundly

non-geonetric form, {or Lhe convenlence of the rest

‘{{3}: .
4 :
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of the broin, ¢ Will refuen to Uhiis suljoct In .
sepamte paper, ubzro the arpument ¢w he meore precilse.

2/1.8 Cn othe obfhep hond Lo Yo wulte sossiblo that “Iields”,

i 5 .
nasterng wiich reorssest in soue way ldentlfliable

meatal events. Iwo such vossliilitics are discussed
i+t “re sressnt lteory.
' (L) Mierosconict Cizilds IUwotiss uve axoltabilisy
ol 3ytapans, resalilo Jroon Lo meteboliz ond neural
; galivity oo ooslis Lo 1l
(2. Jiohito affestlis tle Lovivily uitidn
whcle saanuio freom oelozierglonla, chealosl,
or glesirlc iilelda sebl un Uy Lhw Sao (o
"seachrouona o, Jlaeh: rre of larme prouns of cella.
(l} ia consido oed 1. bthe first purb oF Jh¢pte> 3.
{2) is congioicred bLipou.uab Jhupters Sand 6.
The larsor Jlelds }luy Gorauue s Loasortant role in
. theze chapters, honse 11 splis ol ths conbinatorial
foorn of tiw eurllier chaplers, toe Tio .l theory 1s
as ouch 2 'fleld theory" as Lt is a “network theory",
, to use teras oiten ensloyed Lo the resenbl ssycho-

loslical conbroversy. o

reseat tiwory also avoids the dlfficulitles

o)
©
ko

A
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2/2,

2/2.1

2/2,2

2-14
encountered by those network theories which uée
time quantization. This matter is discussed in
Chaooter S.

3ome neural nets and thelr function spaces.

Most of the nets in this section can be represented
in the Mc:ulloch-°itté::;2tem, excent wvhere proba-
bllities are used., While time quantization is not
impoged, we assume a "unit synaptic delay" which
serves much the same purposs.
AT JUNSTION, XPa.

[1% [§L__

Two cells R and Ry. One connectlion Zo1-
Depandency relation: Rl(t) = Rc(t»l).

Thls expresses the notion of "unit synantic
delay". It is used“only for convenlence, and
dignissed in Chanter 5,

In the probabllistic case,

orob/F (t)/ = a+3(t-1). Here "a" 1s the

"trensmission probability" or "XP" of the connec-

tion Cny. ("Ry(t)" 1s used here also as the truth
valuve of the proposition Ro(t).)
SHATY OF UNARY JUNCTIONS.

n + 1 cells; Rg,...,Bn. n connections Cy-1,1-

If the XP of Gy 4 is aj, then

"
PPObZ§n(ti7 = ﬂfléi . RO (t-n).
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C-1E
™ 2 ) 2, 24
¢ % = t
Thig '3 2alled a “unary chain of lenzth n”
{n agm-~lete “umaolinmg',
2/4.3 21a-turgtions.
n T zells; s eees S .
~ sonnectiong; 1o c&p""’Z:C‘
meot 3 (8) = T ()., 2 (00
‘e ¥want %35 find o mrobabllistic analogy of ithe
T zitusatiosn rith threshold unity. A cholce that
gulizs %he nurnosg=s =27 this chapter would be
Py sees, 40 2 if =not 211 vorlsTlizs ~re zero,
o n
T = ¢ otherwlze, Then XF¥ - 2z for t*e junctions.
3ee Dalow; 2/2.7
2/2.4 on-tunctions.
3ame mat as in 2/2.3
Lo
< \
(ii}ﬁ_\\‘, >Ei
et F = 0 4f not 211 of [ (t-1;(1 # C)
- a if they =11 fire,
Thig 1s sn anslorm of the M7 ‘unction with

threeholld n.
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(.2/ ile L_) JAa A )I ‘r'.:

glements »f iy

[ '
2/

I "

LG

rather

. T - R Py . 1 RIS 2 -
imalowsicdle sihwsioloricxliy.  The in Tavor
al o veobe gbhia troammisqion 10 Lo be Tound nalow

o b 3acvit ool LYo sencaral crewsenta of
o, 14 wopuld acen more nutuvel Lo agsune
. e smoz g PN . P DU 1 . ] 4
aronability ol firdine o junotion would, in
vt -, oy oy P s . o oL R A <
rencral, incresnse vith inereasins stirmlobion,
- B = e ey Y e LR
Hanaaz, »vile “ha valusgs 20 7 (ol ) are 2higaen I

;"2 A IS W [N s g 9317 e IR R R Pt A I I S
Zed K 2.4 to he ver Fhle, Wit oenar. oorage o ML
Ty o b - 7 — P T - Yy o .

e Chousht o7 o s monntoans Ao wmatiogn 0

ity foaronnaitional) varisbles, " “ollowine aroun-
menbay vorte L0is Ao viloew., OF coursn, 30 arbltrary

» 3. N . AR P 1 i T B S M - N . . -
monotasne ‘unatliong were wgrmlitboon, O “ne Junctlong

] " s B 4 LI L EN - — PO A O Ty
of 2.5 and 2.4 would e Lhe gane. In orizp thot they

the loriesnl functlions olter wiich they nre
. 3 . - - v RN oy ;3 Y
Comyat De otogen o TUth 1N Cnae L)
..
~ - 3 i N ud\-:"- v g 3 Jvyyrd 3
value &7 7 lag o2lose to wedEy inen any one Innut 1o
X R r . P . O T - S S P U WY n
Tired, 4l in ense .9, Lo walus of  ust be low
‘ g e Y o ~ . P A}
unlesg 1L vwe Jlred, e L non-srobabllistic
. - " = o - 3 . R, O ]
smaea, in 2,3, #£i, 1z 1o oond dn 204, Ay la n.
2 {;' N N PR .8 !
YA ‘fganonage uneliong
. et ig deasribed oy ecabnlosulng its innutb
2z 5 Sk Juemmr agt e : Mot apnnsation:
‘u'{?ll = AL AT Ge L L T 1t3 Rl 2t ML '

48

-y

vhere m

rPonre

gaial
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ol ".,. H

M:1le n o roames ever the 3's only.,
SPTTTTUN g daeserlted Yros o get ~F maipa
(1,3} ~hera {k,t) ¢ {4,8) Af and only Af (%) is
49
2 N

, , ,
prrt ol tve atimalun, Weo A T U T

Then oo oatlmvlus e ronregonte’ bror gingle

letter 3, itz zymhol +111 renrgasnt =itb-r Lthe zet

i

i, P .. . Y IPNF SN
[P~ of dndex nolrs, or the orovozitiom
- .

3 v

k,&) &« 73

5 (8)

" Ihimall will often be aasocliated with a tine

4

index, IT 3(0) is a siven gtinulus, then

/

[

| 5(ee) = U (b b))
S ltye s

Shanging the time index translates (in time)
bis aﬁtira stimulus. ‘e willl requlre tuat
. Se(8) € 36Dy .
H The behavior of z naet !' i3 degscribed by 1ts
JEGCONAD TIITCN tes(3) . he domalin of 2es(3) ls
the aest of »11 stimull, 1.e., of all subsets of

L
r3
I"x 7, Itg pranre ig “he aubaetsg of J x T and 1t

1 o nulse of a stimulus cxn occur before the index time ol

the stlimulus,.

2

1 18 the index set of the input csils, J that of the inner collse

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2-18
- 13 defined =g follows: Assuming that the net 1ig

quiet when < 0,
fes(3) = LUg,b) / 3 2 3(8)/.

2/2.7  THEOREM: (2/2.7)

f a net is compoged entlrely of dis-jungtionsg,

then for any stimulus 3 = 3(0), 1
L
Res(3) = u es(37 (%)),
| ,t)es :
Proof:
Jonsider any eleunent Rk(t) of ws(3). Jince
&k(t) is an inaner cell, t>1. Now Rk(t) must be

fired by elther an inner cell or an in~i cell.

N

e (8) =/ TI 300 O Rt (61007, LTH A0y #0+34 (6-1) )7

Hence, o
{ o

If the second proposition on the right holds, then
ak(t) € Res(ﬂi);” If not, the second must hold, and
Ryt (E-1)

By 1terating the same arpument ‘T times,
where [ 418 the largest integer in t, we have:
If R (t) 1s not in any Res(3,(t-))), J = 1,2,000, |

.. then,
(4 km) (ﬂ'ck(w)k(rﬁl) £0 . Rk(T)(t - T)) 7
Vez)(fcm(m) z0.5(c=n),

1

¥o pulse of a sbimulus can occur before the index time of
the stimulus.

R
i

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




2«19
The first oroposition is Talse becauss
=»%k(>:) 2 xz>1l. But 1f the gecond holda, then by
the inductive arpument, there exlst connections
Oiclis Ox@ils oo, 013 fT-17.  Alao, 33(t- "1 . But
then nk(ﬁ) £ A@s(3i(t-f7??)), contrary to the

aagumotlon.  JMnee 72 (%) iz ony slement of “es(3),

By

we have

res(3) C (“/ a8 (3 (4]
(1,t)es

The reverge arrument 1s a special case of
theorem 2/2.8 below,

2/2.8 Yor hthe orobabilistic case we define
Aes(3) = /[{k,%,a) 3D probiay,(t) = a/.

If R and ¥ apre resnonsea, we say that 'O R
1f, anl only if,
b
(k,t,2) ¢ R > (3b)(k,t,b) ¢ 7).
Ifheorem: If a net is compoged entirely of junctions

with monotoneltranamission functiona

(see 2.%) then

Reg(3) D U Res(3, ().
(1,t)e3

In Faclb, more gsnerslly,

1 .

By "monotene” we slweys mean 'non-decressing”.
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“heorem: (.20
31O D es(3')D tes(a).

Juneltlons has a

gt comnozed oF monptone

2
l-(;'., '-3._,'.‘

senotone reanonse funotion.

TATOFE Shonse o (Ot aY o 3. Houw
r’ ;J{\w,{t:) b q‘_, o i\t ,o:.-cu (t“l‘ )
L £ 54 x?

31ls wilch connect o ],

FLS

' -
G2 aniLn

Uhas bhe ~n % are the 3115

nd
» binawy variables

deseribes the transmission properties of Rk.
( 11\{:‘}.), J,s\t-l)’.‘.’ )n(tl"}.))

™ 18 the nonotone functlon of

which

Replacs bv the function

of =211 cells whioh has the gnme values a9 F?. " g
™

13 nlso nonotone.

Mow if Drsbﬂi(t-l) = 54, Lhon
a = z)rab(lk(t)) =
i
. i ~33) 7
l .,"li (1 ai) J ( 1;.)’):00'0311)'
s eeesdn = 0

-

- J2 (1-3,)
'lL\ “1 12’...’11])

n
-
= al % 1?5}: &i (1-1) A

32""’3n: G
_ +(L-ay > E\%W”& 3
%15211 + {l-ai)EZ:z
=0, (2 - Z‘E)

#»!' 3a monotonae, each term ofi%ﬁis » the

Mow, because
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| |

corregnonding ternm 1n,§j Hence
probR, (t) = ‘.Z Z?) -

8y and simllarly for each of the a

is monptone for

C)
x Thls proves
that for any 1 ané j, increase of prob? (t-1) cannot

decrease prob(Ri t)). By induction, increasing
Prob(ﬂi(t~l)) cénnot deorease prob(Rj(t+d)) for any
d>0, (It certeinly csnnot decrease prob(ﬁj(t;d))
for negative d; the causality ls always forward in
time.)

Mow, since 3'D 3,

(¥R

R

2 o= 3 uﬁsul (’Vl> V3U.2 (V.‘z) (X R u?ui (vi)uo . vSu (V Z)
vhere the ﬁui(vi) sre the elements of 3' not in 3.

= S\Jﬁul(vl), and industively, 3k:3k'1u8uk(vk).

Then 32 = 3', and 3 = ,‘30.

1
ale

let 3

Kow 2es(3 ):)’ﬁs k,t,a)e es (3" l)
the firing of Sun(v ) cammet decrsuse ﬂvsbﬁk(t).
lignee for some b;;&,{m,t;b)sﬂes(sﬂ).
Hance | -
wal(3) CRes()C vee C ea(3 ). L. E. D,
Sorr. If thne monotone funcilona Z;’R are nll of the
form: 7 ls unlty 17 {und only 17) any V1fiuble is
not zero, ~2nd f i3 zero otherwige; then we have a

net of (determinate) &og-junctions, and the theorem

in this cnse completes the proof of theorem 2/2.7.

Nems Theorema 2/2.7 and 2/2.8 are of particular

interest beczuse there 1is no reabtriction made on
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oy g oy 4s 1] SO I IR T
To6l . ey choadditive

reaconse funations.

Tunction:

- L t " R - 4 N
nnt nets witt vionalono |

N A e T Sy .2
rossengse funcblilong.

3

PONERS T o NS TEREEA FR IS S WITIAN Ty
- Vi aindes ok :J,.'..c.)..'..lazi'k. L ‘.)U A Ua. Sl iLl}q 3.

In thias szctlion we examins

functions can be reallized by nets of

stinrulsh three varietiles

[y

e @

input, Ii’ inner, Ii’ and outout e

function 1a 1ike a response function

desgribes only thoe

not the Inner cells.

let TS bg the time of the [irat
1 TS ] W ) " 1" last #
o, tO0 " oY Pirat i
A L A N PP TR

Definition: n cutput function »(3)

for all 13,
TF(3)3> T;+d
Definition:

g

(3)

An oputpulbt funetion

1T for a11 3,
TP(E) < TS +« d

befinition: & simultaneous input volley at time &

{,n <0I¢-"]0‘
(an (3 V4o

nebivity »f Lthe output cella, and

wulge 1In

) 18 a stimulue 3 for which T, = 77,

I ARE]
& i

nd evelea vith inTinite

‘neorsm 2/2.7

the question »f whilch

riven compogition.
ol cellss
A putout

excont that it

stimulug 3.

s 2] L1

r
" output P, ]
o it B
[

has delny > if

\ L f{/l b i
has dupation—L~

3
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Yote: “menever 1t 1s to be ghown Siab o oaw Feb N

renlizes =z civen outnmut function #(3), we will use
thie symbol ¥ (1) to Jenote ths sut-ub funchion of

- 4 * N Y | P e -
the net M, omd mtow o thet V()

2/3.1 Theoren {(&/7.1

A Tape  ae Tiypeoml 3 o . N 34
AR ’.,:) s, : ..1&“‘.35.:..."‘:1 Di Be! ij-XJ- ’.*!hi';‘h 153

324t lve, bag finite durallon, delay>1 and for

vhich 7(C) = 0. Then »(3) ouzn ke reslized by a

net comnosed entirely of dls-junections:

Trosfs  Let TS:C wlthiowt 1ogs of ranerality,

Tet 3y and Rk be input ond ountput cells for i,

For aach Rk{h) in ?(ﬁi) congtruct a chain of inner

cells atarting at 4,, with t-1 inner cells and

K]
4

terminating on ?k'

211 Junctionu sre dis-junctions (-7 Junctions
with threshold unity). Ihen for each 7. (t) in 3(51)
there i3 a path with delay t fPOﬂ_ﬁi to .4, hence
RTINS BT
L RN
and since theae

3

re the only =atha from 3 to any
output cells, C%(Hi) - T(%i). lgp, by theorem
2/a.7, (1) 18 additive. S3ince the valuesg of
T340 wnd the Iact tiab Lo i additlve, deternine

8 unique addltive function Pii(3), 1t must be

tdentical itk 2(3) which azatisfles the same conditions.
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QeRh

UETI. ilthou? the restrictisn that P(3) have

+ v
<0 onave an

Mrite Tureliom, some 7, mirht nzod
o
infindite nuther of vadbmlba, Tre condllition (D) = 0O

. Y

o oa nromerty o7 amr realisable resnhongs function
s

“arnets ool revioraly sative,

r R d RAFSNELTRCR S PR LY
2/30(2 B .-::'I.' el

A

Uglns only 2on- ond dis-‘ungtiona, a net can

b conabrucves Lo replli e any monotone putput

Tunetlon ¥ of on 3, I.Y. for which ® hags finilte

lencth, delay e 2{and “{(¢) = 0),

2

Jropof Let‘Té = G. Oomabruct the net N sg

el

T0llous let 1 be the index set Tor the 51'5.

for each subset © of . gupply an Iintermedliate cell

to 3., Tor each

Ips ond a covnection 4y from i

da
oL
1 e b. Let Ib be 2 con-junctlon. (Ib la o #p

neuron with thréshnld‘ﬁib = EE;1_) Then
' ieb

(3 21,(1)),=z.52 U 3 (0,

ileb
leb
Mow for ench b and each (J,b) Ior which
ﬁj(t) £ 2(3,{C)), congtruet = chain of cells of
total number 4, the firgt of which is Ib and the
‘1last of which 1a Rye Let all junctiona in such
chains be é&ﬁ-junctians; each 93 will be g multiple

Jjunction with threshold ﬁﬂj =~ 1, MNow the pathwaya
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we have constructed ingure that
PE(3,) D P(5y). [ (1)
On the other hand, suppose that\Rk(t)sPﬂ(Bb(O)).
Then, Rk(t) wags fired by a pulse arriving along a
chain which originateg on aither I, or on some Ic
for which C€b. For 2ll chains originate on some
T, and only the above ones can fire in resnonse tp
3p(C). HNow since P 1s monotone, 2(3,) D R(sc),
hence such a chain can exist if, and only if,
%{(t) > ?(Bb). Thua
2(35) D ;;?-‘c«-!(fsb). . (2)
Hence the net ¥ reslizes the function 2.

2/3.3 DISCU33I0N:  3erious difflculties appear when
generallzotlon of the above theorems (2/3.1 and 2/3.2)
1s attempted for more general inputs., This i1s due
partly to the fact that, as the nets have no
internal clock, their responses to time-tranalated
inputs muat have time-translated outputs., Thus one
cannot congtruct arbitrary monotone functions over
any class of inputs which contains any two patterns
which are time transglates. Theorem 2/3.4 below
refers to a clasa of innuta whlch cannot have any
such palrs.

The fact of translatibn in varisnce plus
the guperadditlvity of nets of monotone Junctions

might be éxpressed by saying that a principle of

h Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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suparnogiftion operates in these nets.

Definltion: n admigslible class II of stimull

ia one which is finite, and contains no palr of
time-translated atinmull.

2/3.4 Jongider the class II(a,b) of stinull,
defined by the relationag 3 g II(a,b) if, and only if
1. 31(t) £ 3 =D astshb
2. (H4) Si(a) e 3
3. (33) SJ(b) e 3
It may be seen that II{a,b) cammot contain a pair
of translabted nattermas, and}is an adwlassible class,

Definition: an oubtput funcition P of atimuli
in IT{a,b) is said to have dela& a if
-'zk(t) e P(3) tzﬁé.

THECR®M 2/3.4 Using only con- and dis-junctions,

n net § can be constructed to reallze any monotone

output function which © is defined only on

1
IT(2,b), has finite lencth, snd has dalay > 4wbea

Proof: It is sufficlent to prove the theoren
for tte eosea IT{(0,b). Cther cises are time-translates
of thege.

“omngtruct a net with the Followinu ¢ells and

zconnectlions:

1
Por II,(b) the delay can be > 2+b by theorem 2/3.2
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-.;’,1,..., Sn are the given input cells.
Iﬂne 35‘118: Iij Fi?}d ”ij; 1 bt 1,2,..-,?.}. j = G,}.’-tu'bo-
Mo addiftionsl inner cells IO snd Ib'

2TotRas SnPu L b
SOTHESTTION 3

33 =11y IS N

I1,3+1—;;Kij all 1, =11 0{g<b.
1:3-43“ 211 4,).

I,™ 54 3 2ll 1,7,

L .'3:” all 1,/

:31'“’Ibv all %i.

In’_)IU A1l 1.

This net is repressnted on the following

pape, using the NeCullooh=Pitts (1943) symboliem o
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1%
Y
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¥
{
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1
—
!
4
m
i.
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In (- L) 1 ge
Sn -{>___,_ _—— - — e - >,
=2
=y
.:fg

=

-
N —
l,LK-:D_J L_L"_‘:D——J

THRE NET OF TTECREM 2/3.4
Now 59"\’0) = Qt=1) o 10(t-1) o IP(6-1)
and  s§(6) = (mx=1) o 10(471) o 1P (£=1) ]
Also, IP(t=1) & (31)(54(t~2)) and
19(t-1) % (3 3)(54(t-b=2)). These two conditions oan hold if and

only if t = b + 2, Henocs,
X x
Sy(t) BE Ty (b+1) Sy(x)e

b4
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Al cellg are &la-~-junctions (tureshold 1) oxcent for
the 393 vhleh are con-junctions with threshold ,ﬁﬁij = 3,

From the given net, we can see that

3 1 ] % Voo s - o« T
3, (0) = L, (owd) o T (t-1) - 1,{t-1), (1)
for 4% hag threaghiold 3, ond Iixs Tys Iy are the

orly cells wiiich comnoct wilth 35+ Jurthermore,

Io(t-1) z (J4)33(t-2) (2)
and
I (t=1) = 131145 (t-2). (3)
But |
I,0(672) = T,,(t-3) = oog T3 (6-b-1) = 3y (t-b-2), (4)
and (3) and {4} iaply

Io(t=1) = {F4)3,{t-b-2). (5)
Jonditions (&) a0’ (%) ean be sinultincously satigfied
(a3 is required for 1) fo hold) only vheh b = b

ad Lhe fact that 5 g XII{C,b) inasures that thlg will ¢

be the case. Yence

3« = [t = 2 e I, (t-1)7 (6)
1o,
I, (6-1) 5 Iy 4 306=2) D .00 DI, (t-brx-1)
= )1(t-b+x-2)
lgnes
3 (t) =037 & £ b2 (7)
and
31x (b+2) = 34 (x) (7")

/
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Equations (7) and (7') express the important
feature »7 the net. it time t = b+2, there 1g
dianlayed on the celils 312 an sinultanecus volley
which containg nll $te information about the

stimulus 3. Tec comnlete the nroof of the theoren,

one needs only to adjoin a2 net of the type deseribed

in theorem 2/3.2 usings the 3ij ag the Input cells
of the nsw net,

A function »f elementa of II(0,b) 1s a
function of seta of nairs (1,1),(1 = 1,...,0)

\J = 0,>...,b.> .

F@nlace Lhe =0ba of nalra Wy ssts of the corres-
nondin~ events 31J(b+2). iy monotone function
on IT1(C,t) with delay =4 can be realized by =
nmonotone functlion on sets of the %ﬁq(t¢2) with
‘delsy >2. 3lnce any monotone funcllion of gets
of the 5, (t+2) =ith delay 2 can, by 2/7%.2 be
reallred Ty a nel wiih the Bij as input cellis,

) Cew

the adjoining of such a net to the abovevwill rive
n net which realizes the corrgsnonding monotfone
function of II(C,b).
UCDE.  The necessary condition (D) = 0 must
old, but need not be gtated, since neither
iI{s,b), nor any other admissible class,

gontainn tre O stimulus.




2=31

2/4 TIHISITO W ICNL IO

2f4.1 Intibitory connocebions »7 hhe "afulleoeh-'45ts type

e = . [ETTEE SR A SR N 3 &
v 21,3 mointltltory connection

1) haog Sie oropesty Lhnt 40 »n» inhloliory connec-

tlon oririnstes o0 o cell . rnd teriin-tes on o

1
cell :j then ﬁi(t) :>~:Jj(i$l} repaxiless of whatb
other connceblong nay te-ningcte on 33.
AP 5 eh L TN I3 T, 1oz !

foropecaong bbat will be elsar in 2/5, we

lizve a 2necizl Inlercat in binary inhibitory

DOMINITIOHY L Dinary intdbitory junclion

1.3, 45 ¢ call  on owhich terminates exactly

ore excltatory [y ani one inhlbltory connection I.:@

1
sy, e — > |
" © F

I

2/4.2 “iven nets wlth inhibitory connectlons, as
well =3 with con- ond dlsg-juncilonas, one can

conairuch o larier closy o0 reghonss Tunctiona.

Jo O TUIII0H S Leb 31,...,3n we the input cells
o7 a net . Jhe elass IT,{b) of stimull is

3e Ilgb) = 5y(8) & 32 agt<e o (A1) (35(a) ¢ 3).

1

(This 2o the elasa or gtimull whieh berxin with one

¥

or more ~alases at & = a, and for wiich firing
ceagreg after t = b, It 13 sn admigzlble class

(Bee 2/3.3)0) Mo Mfrvi(e wetisan TR L4 N, )

nl
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. - . .
Firadvm a7 ¢ ormoe Hpvied T X LR )
afner onl COTl = OO LI UG, \.1..»..,}",311.33\;.}. OliB,e &GLG

Llosry dobliitory tunciisng, o ne. gan be gongbiructed

~

TN

Lo realilte any oub ub Juneition | defined on 1T, ()

ciong sre nermitied Lo fterrinaie M oa cone-

* JURER . Dt P N T o [ - b
gJunctilion, ‘be delav mav e cubl bo> LiZee For

the elasgs I3 (), the delov mey be enb fo 3 and

= AIn Lbte

SALCeT deonung any auch nst must e time-
transletion-invardant, 11 Je sufficlent to nrove
the lieore. {or wig <lrauea IIU(“D). ere are WWo
casea; L~ (4021,
2/4.2.1 dase 0t The procedure Lo iike that in Theorew 2/3.0.

. A 4 . 2 - » .
Let = {3/80 = 1,.00,n) = the not ol indices of tne

3 8 '8 a3y H em Y ovr T gy P e | W
g0 Tor gnol gubeed 1C o aunply Thras colle iy
T LN 0 . 4 nrabd Rl R

i ., o in s copjunctiom vdih threshold

- P : B O S & Py
2_41, and oon o, tersinsten a corneotion fprod eseh

34 Tor woish 1 ¢ x. I, i3 a cla-junction (threshold 1)

pn whink termin~bes o comuaction from ench 3y for

wihish 1 ¢ xe Yy ls o Gede)s onn ubilah terlnztes

one arcitatory comectblion from ¥

ani one intibltory

«
conmeolion irom I,.. Then, 17

i

“w(2) 2 [ () e~ 1,007 2 fTex 2 84007 = 3y
cr

b
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“= a2

Vav, Jor oecech '.'k(u) e ©{.,) construct a

cialn of Tisiune! long lecivvdine wifbh

. T IR A D s ean s ot Y e = PR PRCTRI T I

: BRSNS 2 U3 Y ks SRS S S -1{, S YT AN AT [
F I : - - PR 1.
LI e oA L ne3l 3 ,{9‘ (Yl o 130.,\: j ° Hi 3 18
e a3 E e U R LA S J o ”
cosainie DO0oL 2o Ui omild bhold 10 0 () has

e D g B > E 08 2l

Hence
o) C Hlsg) e (1)
Cn bthe other hand, Uk(t) g xﬁ(ax) means that
el Is lirel by a pulse from 53(“)’ since pulses
can peb Lo bhue Rk’a only throurh 2 iateruadiabe
chalns woich originate on lne o, sad A (L) = 3.

sab Lissn Ak(t} £ Y, oy sonatiuction of Lue

- D,
A 4

N
SYFL P I
- ia:AiLl Se

L3 ) e M) B L (6) ¢ Bla,)7, or

N3 )C:.?\sx}. (2)
ons:  If free uase of inhibitory connectlons
are peranitted, we can replace ix,I ., und F.

¥, ¥

by a con=-Junctlion Gy with threaghold %é; Ll on
which terminatos an exclitatory connectlon
from each 31 for which 1 ¢ x and an inhibitory
coniectlon from each 33 for which 1 ¢ x.

%
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Z~%4
. The remalinder of the naet

: o ) 2 o IS 3.
T ooamatoaiatel no o anove, bHub due o the

rovav ol o7 poa aomoubtation lawel, the fune-

i P - - ey 4
Lioas vy oaarn oang Ay 22,
- e . . Ia
Miw oeridludon Lig orogfl Yoy cang O,
~ 1} ry o < C N
/% 2oz riu 2l

che B 21 owa aonasbeuast o onet in two parta;

- L o the Tival nert gonverts the seguentinl stimulus

intn o egulvalant simulbaneous volley, much
as in “ie preof ol theovem 3/3.4; the second

ony of the unet of cesse 0O,

o

\,‘
§
-
D
<
.
o

vhioh coaverts fus eimultnneous volley (av

tlie Del) Into areltrary outputs. The

. ). . Lo . g ) »
gatuentinl neb ia gonabruciold an follovas:
h{
‘4. { Je .i i:’ 1.‘ ﬁ,oou,“

/

o4 . ¢
21l 1
211 i1, ).

all 1,).
all 1, =11 J=1.
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RTINS S I RO R0
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¢ IR -k g c_....L..L )< [
p i}
vhe wial Lieie 1 oled CRECSNE I NN Sy Y
e s . Dl BN LA
2.t 4 Qa c aity ki 0l w22l
‘ (RPN . N £ W & st
. ij J <~ Llj ’ Vindidea L e LI b s @ ,} e
HE e, \
il s MR 4 e

.

.iij'.i a0 Con-

¥
[
L=
i

v

v

»~

w
{2

Juncblions, the athers ure dis-junstions or b.i.j}'s.

31(,‘5}<; , oz ..;ij(t+l), aad Eij(t:‘ =t = bals

Jroofs (ke counecblon scehene reveais Lhab
(t) 5 v (b~} ser iy g {b-b)

= (T k) (o (b-is-L)

S GStm-lg D

= LS+
(2): sellg(u) = (F)(5(0)) DV 40)D .o Vo

Dl ji‘m 1y ¢ 4 I<b

313000 0y ,(6-1)5 e Ty ;}.ks(t-sa-l)((xs@-.j)
(3b) DTy = 3y (J+l=l-D)

o

)

g

Lt
&
o

(hence OgJ+t-1-Lgb).

Now, let ® = t-bL=-i. _uppose thab x> C,

il
R
R
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Then, :31j(t) = {oy 3=)
JL 4% = (Jot-b=2)Kt  or 04x<h-} (%)

Yence by 3a,

T, (E-babe2-1) = Ty (bal) (5)
However, byv (2), nmad (4),

~n Ty, (041), (&)
(5) nnd (£} 2re » contradiction, implyins that

1t fe not the ease thah x> 0. Hence x<«< 0, il.¢.,

3ut by (1), 52Dl
Venpe . b= bl

md by (37 5;(1).

4
"ence, _}i L) t=hael . .Sig 1. (7)
o
Also,
Ji(:} T’> '?‘} ’;—,_,,l(.]"'i) :Z> "r.‘j. :V‘_a{j"‘i+l} :> KR T
= :."} !.<b)' (.:"'u)
end

eI (D) (T 1) (53 (1)) Vg (1) ¥y (@)« o3 (D) o (B)
It 'Ji(j) e 3¢ II (b}, then (1), (E’)and the
fact that f£3., = 2 Inoly that

35 (1) 5 3y ,(bed). | (8)

llence the elements :31(,1) of » sbtimulus €II.(b)
L)

are dlaslayed, at time t = bsl, as pulges

.S.i"ib+12' (R‘f (7) and (8)-
Mow let A = (1.3) L ::l,...,n J:‘:C’,oo-’bO

3
i
9

E
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=37
“hen enck subget x ~f 4, for vhich there is
an (4,0} 4n ¥, correanonds (nntnenilr amnd
unienely) %o ' element ol TT (1 “op

ench: aunt . cunly thiree cellns, ©.,X and

e :".;h', PR ]
S S

TL,ouddn e €972 ovine comneotionar Par
. 4 -~ - - 3 Bl " N » ey
cach {3,1) - » o oeommection Dron }*j to uU,. Vor
L X

zazh (A, £ ¥ o conmection from 319 to I..

den i oom 3nhinitoxr conmnectlion from Iy Lo

0 Am exedtntar o conmectlon from oL to Fx‘

o

ot T e o disjunction and I, = con-junction,

ot T, e a BJill.te W oan zraunent norallel
‘o "
[N ot e PN L
b argn Cne nay then

from the

.0 a b Lhe oubtoulb cage Cf

and na in goz2e O, ohow that the net reallzesg

ad

the riven function (i), 7 munt have delay > b+bd-q

re bafsve GLhie tire, I1

by

k] ~ , o
slnnre Ny <, Tan Ll

Lo ree
i

=

use of inhibito-v commentions is ﬂermittéd (or
17 one 21leowg on arbiirsyy nanbter of inhiblitor
aormnotione to fteradnnte orn what would otharwlse
be the non-lination Fx) then the delsy cnn be
ent to » 4+ 3, aas in scase C.

nit th

uge of inhibltor

%
e
D

2/4.243 Howaver, 17 we 9o
corneations as nbove, the functions of delay > ba2 ~w

(on II_ (b)), cun nlao be reallrzed, by the

i3 -
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. Tollowine net,

level 13 elimina

03118 31 j .
in the 0O guse, t
furttier aut i 9

net ng followq:

[®1
<3
. “t
[¥X]
..
ol
oo
-

3
=y
L

SOMNECTION 34

(=xXoIm, T.7>
1]

(I6118,) T, 0
1

2«38
In this constmuction one

ted; that ~f the "Jignlay"

(Meecsuwe thisz leval is not oreaent

-
@

here 1z no oonortunity for

elar there.) Ionairucht the

k hoged ‘()'%1,.00,2}.)
X ranges over 211 stimull

for which 5 eTIn(b),

. Tor all i, %,x =ush that (i,}) e x.

wm ) H (1 2 L v 1 [T 1} g 3

g (=1,...,0)

?
()',\..: A \‘ ".,f}r———) ‘-:”"4-1 {eehal yoeass a7 _1)
T \—) (277 4
i fb+1 (a1l 1)

(TMIB.) 7 ——OF (a11

DA FIOLD 3¢ 1.1

%

3y “’,.11 k".b-’l pgeesy 2b "l)

»

thraaholdy are 1 excent for
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Operation of the net ls degeribed by

Tij(t’) = Tij+1(t-1)-=_:...5 Ty p(ted=e) = 3, (t+3-b) (1)
or 33 (1) = Tqy(p).
(t) = (1,}) e x = ?13(‘3"1)
o(1,3) £ x =«>~T13(t-1)

ir
Y

L (6-1) X = bal,...,2be (2)
(1) follows from the connection scheme.
(2) follows from the connectlon scheme and the
definitlon of #i,.
| YMow % £ IT(b) means that Tor some 1,(1,0) is

in x. Henece by (2}, ?K(t) inplies that {or some

i, Tig(t—l), which in turn, by (1), imnlies that

:.‘51(t-b-1). Hence Fp(t) = bels & $2bsl. (1)
Also, [Xell. ()7 = (31)(34(0)). (56 F. »of II.(b))
= Ty 0(b) (by (1))

D Vi1 (b41)
D Vi, p(D42) oo Vzb(;?b) .
Hence,
bsl < 6§ 2b4) SoF (b)), ()
it = e IT. ().
(4) and (B) torpether show that 1f x e II,(b),

Pty D t=b o+ 3. (3)

(1), (2), snd (3) combine to Torm

*ﬂx(b) =z (t = b+ 1)'(3}:).
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Uaing this faet, and constructing the chaing

from the ¥, to the Ry, one can show, exactly

b as in the twe previous nets, that the complete
net realizes the given funetion P. And, while
the ¥, ocells were at the t & b+3 and

L. b+2 time levels in the previocus nets,

they arz on the b+1 time level for the

present net, hence we can reallze any function
definmed on sz(b) whose delay is b+2 or greater.

This completes the proof of theorem 2/4.2,

Hote that a‘t ‘i:ime % = 2bx%k

t\he ntento\i
f thx rﬁt is ¢ ear, \ami\its \ctiM propexties
ars re,:,\taréd.
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2/5 ¥on-monotone elencnte.

Dafinition: »"finite network elsmont” J i3 an object

with a saot ei af Inout terminsla, a2 set fj cf outnut
terninal e, 201 a resnonge function J(i) with the
properties:.

1. J(c) = r.

2. J(X) operates within the fixed synantle delay
scheme .,

3, J hos a "Tialilte recovery time' L., This means
that Tor any stim:lus {, 17 the last firing of
any e, occurs ah tine & , “hen the asctivity of
the fl seases before tA + L, md J has its
orisinal resgnonse propertles (translated) at
Birmgs & « 1. nor later.

Definition: . reirork olement is non-monsionia 4T

for asome nair X, X' of agtinmuli, XCX' -nd J(>-;)¢J(X')

2/5.1 Lemma (2/5.1): Siven s non-monotonie notusrk

alement, a net EJ gnn _be constructed, uasine only

J, con~-tunctiong ~nd dls-junstions, which hag two
’

7

. . . and
inout cells ;1 and 3., ané one ocubtnout gell 30 wbich

(29

(for 3oMe dC(J) and all u)hﬂs Lite property:

L3 (a),3,08) 2 (s<t-a.) (8 = t)v(sz,t+d0_)_7
== /R {td,) g 3 (8) e 5,(8)/.

DROCF:  Let 1 a2nd Y' be such that XCY' and

J(':»(),é T

y | € L
% T"\\; “’\"Mh A 1s «}— «ARAU*) ) f‘—“(‘ A )U% M\L VJﬂ\‘. \Qr ‘

|
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- . - - K K4l -
Tarmect s o2all I, K0 aaan Ynal faerinnl ¢, o7 J.
f - e o o by 73\ Y4 N D - .
Tabt A - 1, Tom oacah s f8Y 0 0 anngteunst o
b } M
vy Yo Oy o m - s | B TP LR . E R - ”
abain Trat 3, Yo W, hvite B oitormatiots cella.

.
LT

{1y AR 0 R (1)

?
kR R
DINSIRE -8 7
‘I’“.’,DY‘
RREISRL

"
]
-]
o
v
o3
S ]
i
3]
-y
3
M
-

o~
[ge
~
- i
-

A TR A ()

"

O
ct
L
Nt

te ~lmn Atat L (e ey feY o v (

oy )_ DR PSR ]

. A o
Var w40 ,’f‘f\ﬁ»*{""'\ thavn et g oo (O 9} farn

51{0)- v J;(,fij =2 b’K‘»t“
"\~‘th L‘___(__'_"__'\, _,> -f' v"-«\ e ‘ l'} ','?/b’n (-\’)
4

- . . ol
& B S
vy b e A ATe Ay A g N8 T R N T A SR ,.f; 1+
o W R G PRI £ - M S . St . Vel . : e I
I3 .2

n - PR, -+ A £ Py - il L i

N Ehg T ameaat shalv Trgmoan G bt oo, 7T 0
-
"ﬁ'.i?‘! Yo oy - LI R ..‘,.,'_}‘(,1( 3‘, S P B | v, L T "-'lh 2 .y .1.\, .
Tha gy 4 7 1. I ,‘_) &} - 1‘{',.:1’ ‘.5"5 o ..i-,'t }3‘\,
L -
: r PR -t

Pt s 1 R ..(,,}l s R RTe kR R N LT,

NI o
MM A ety T P ta v bl =Tl b v inte

« Nl - & ~ Y
cells, Tig o omrr e 2t aln froy %L 4o 1t
o ot

“ ~ fae } ZENPUGN

1Tl Amteroedi ot o011, a7 et £ A
.
o~ Al

let 4. - 7.7

coEY e neT Yo (h-d ) {4

b L 1 /
' ol A : X S
a2 R
£onn Priom

05 e b)) = (e o 32(t\) (5)

oy

e

Mo reverse fmolicstlon followe Trom the gongtruction,

]

the forward direction follows from the condition

.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




o 2-43
on &, since 31(?.) aiﬁd sa(b) and sl(t)-sa(b) are
the only atimulli that could have ocaused fk' to fire.
{Otherwise the net would ba in the resting state of
timg t, by definition of do). (4) and (5) imply
the conclusion of the lemma. Oall the whole net Q7
&~ a;i celly ——p

~ *D_'"—"_"D.—i——“\

L.~ Re
€, "! >
D_-{ ' | N — ‘-L—‘;-\ 4“1-9

J E=b-
. e ——

CRAINS

B ——

2/5.2 DEF‘INIT!OM A neural net quratea in the g¢xpanded
time sogle Ta it n:l{‘l1 pﬂﬁaaga o,ccur at times gh.
DEFINITION: A stimulus 3 1s in II3(b) if, and
only f

'si(t.) e 9= (3n)(t = ke) «(agksd) and alx?o
(TT(5, (6] & 9~—t—=82) ieS) RS
Tris clase is II_ (b}, "expanded"”,
Theorem 2/5.2. Using only oon-iungtions, dia-
Junctions, and copies of any given non-monptons
network element J, a net oan be gonatructed tn

realize any oubtput function P defined on I;&(b) with

i
; ) -

Re . . .
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Okt S
delay (bilddy (o (

. . w g . - -
A nnrt 2, thagorpm A 0 e At ade o o antls

shavbln~ itk 7 SRR TR R S A 5 RN RIS e

1

oy e o R T IS N N . -
cella, owaenh fhet panb DoAY ghonld e ranl oo
by 2 oannar a7 tha omof S IR CTIR Peas D7) 9N 3ond
’h(‘f a Qh"’ln rne et LY A 0 by ..3311»{‘_ A
AMore gy Amyenhy Fliaas mode T e BT Sy g
t4ma gesle T . Terma 2/5.1 shnrag flat 7Y wata
3 .
-~ Lt n P e 5L -~ -~ . -
Tike ~ HA, 50 In T, omd bt the awten ohindn,
e
1ive 2 M 3,4, An T Terk 040, 0 Slaneen /42
. .

donag Nt anrly 2ines 1 e ptlar metoonelr 23 cmantg,
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2/5.3 Definitions A&n element J is "IIepotent” (for an

admissible Clase IT of stimuli) 1f copiles of J,
con=Jjunetiong, and disejunctions are =uflicient to
consiruct a net to realize sny given Juncitlon on II
which has delay equal to or zreater than scowne time
T(IL,J).

Jote: In the followlng sectlons, no effort will

be made to determine the minimum delay times realize
able for s»necial nets., For any rarticul.r J this
might be worth while.

Detinition: A Ileclock is 2 net C{II) with the

. follewing »roperty: C(II) has input cells 8, and
& c
an osubtput cell ®¥6, For any stimulus 3 in I, R
fires exactly once, snd at a tim@'Tg wiich is ine
dependent of the stimulus &, provided that 8 € II,

2/5.1i  Theorem: Any non-monctone element J is ITepotent

if and only i a II=cloeck can be constructed using

only cone=junciions, disejunctions, snd copiscs of J.

1. The forward direction of the theorem is
trivial: If J is IZepobent then a net can be cone
eonstructed using J, con, a2nd digejuncidons to
reslize the funcbtion P(8) = RE(T(II,d)). This net
1z a TII-clock with ©C = T(II,J).

2e The reverse direction reyuires & con-

struction which ia =& ﬁ?“ﬁﬂﬂﬁﬁhﬁof those in Theorens

2/3.L and 2/l.2,
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The first stepy in the ¢ onstruction iy to describe
a "display" net, D, with whilch the stimuli anay
be converted into simwulitaneous wvolleys. (The ned
of 2/11e2,2 1s a special case cf this nets

Let TII be the time of the 1gtast pulse in
G9 TII).

any S of II. Let z = max (T Construct

the net D agz Tollows:

{1
Ii{ (i = 1,0 e ¢ ’n)‘
{j = 090 [ ] ® ,2)

i

lg¢ » » on) (input cells),

Ncte: Cells &, and cells Iim
are ideéticale

Celle S; avre also the
input c¥lls of C(II).

(1

1’0 s 8 ,ﬁ,)

1]
(j = 0,0 ® L ,z)

Bk (k = Qso @ o o8 = Tc)

Note: Cell BQ ig identical with

RCQ There may be nc other

Byl
CONNRCITIONS ¢
(all i; 3 = 1,02. e,n)

I s P

i3 1j=1.
Iy — 813 (all 1, all Ja)

(k = 0,0 & o,z"'TC"’l)v

B s S )

k k+l

B

2aTC = S (all 1, all Jo)

1J
Thresholds: All cells have threshcld unlity

except the Sij which all have threshold 2.
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It ean be seen, by sn argwent
similar to that of 2/3,)l;, that for this
net, if 8 €II,Thar, ;
Sij(t}.g‘[t = 2+1] o [84(9)]
To complete the proof, & net is ade
joined of the type constructed in 2/h.2.1.
and 2/le2e2 In 2/&,2.2;f§;ch subset x of

the 315,3, there was adjolned & sulnst of

g cells E_, snd F ( » I owas a
threes cell - Ixﬂ nd F_q where x
b.i.j,)in cush & way that there wss & cone

voR X7 . :‘3 2 ;.fi o S
nestion from 544 o B if snd only if 13 8 X,
d one from &, , to I
and one fron g3 %0 1, i

I~

and omly if Sij Xy

7
(with #_ 2 con=junction, mnd I_ a dis=junctio

Y

For the pressnt proof, instesd of using a
bels jo¥_, supply, for each x, a copy of the

d

xD
as conztructed in 2/5.1. Let R, be
d

net

the output cell of the {§ associsted with Xo
Let d(J) be as defined in 2/5.1l, Then 1t is
sagy to show that il x{?) = :‘;Ssij/f:':.-i(j) 8 3},
then for any S e II,

Rx(t}‘z [sloft =2 + 2 + 3(J))]

Thue for any ¥ in II, exacily one Rx will

fire, and at time z + d + 2. This R will be
the cell Rziﬂ) as defined above, The last

step is to construect cheins of the proper lengihs
from the Rx's %o the output cells, as wapz done

in 2/li.262

 E
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2/5,5 Theorem 2/5,5
Any pnon-monotone slement J is IX{a,b)=potent

for all II{(a,b).

Proofs A II{a,b)=clock is constructed as follows:

Gellsg s ] i =~ i’ L] ~ [ yno

|

Cj j = a’ a+l, a+2,, c o o ,bn
RC. {an ocutput cell)
%‘37 =1 #RC =

2e
Connections: Si > Oa all 1,
GJ ——y Cj+1 all e < j<b
iy C
Cq R
c, — r°
Then RC(t) = e, (t=1).Cyptt=d). (1)
Cp(t=1) = C_(t-1=D). {2)
(1) and (2) imply ‘ {3}

Rc(t) =0l telab}, € (tel)
Also G (t) = @1 (5,le-11}. | (L)

(3) and (l) imply that

RY( )

fa

(21)(33)(8, t»aab)eﬂj(*b-c?) (5)

- Because the stimulus is in II(a,b), the event

on the right side of (5) occurs if «nd only if

twZeb = 3 and te2 = b,
Y

Hence the cell R” fires exactly once, =znd at

the time + = b+2, and the net 1s a II(a,b)=clock

G

with 77 = b+,
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Yote: The abovs net was constructed without
uging any non-mchotone clements. £ similar cone

struction was employed in the proof of theorem 2/3.l,

<

but in that coastruction, there was no lsolated
"gating" cell RC, and the Sij?s with threshold #3
absorbed ihis funciion. This technique could also
be used in the vroof of theorem 2/5.h, with the
saving of cone unlt of deley itime.

2/5,6 The definition of II-clock can be weakened
somewhat and still be sdoquabe for the iruth of

theorem 2/5.M.

Definition: & weak TI=clock W(IIL) is a net which

has the following properties:

W{II) has input eslls Sy and an output cell

P
i3

v
ey & n - g t
', For eny input 5 in IT, R" fires exa€tly
; . i .
once, but the time of this pulse R [(S)] is

not necessarily independent of o,

Theorem: 2/5.,6 If with o non-monotone glement J,

and also con= and dis=junctions, & weak ITleclock

W(II). can be constructed, then so can & strong

Il-clock, snd J 1s Il=potent.

gggggg One can either show that J is Il-
potent directly, or that a strong Il-clock, can be
constructed, The latter is done below:

Let Tw be Lthe time of the latest response of
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WLII) to any stimulus S of II. Let TIT be the time
of the latest pulse of any stimulus of IIs Construct
8 net exactly as in the f irst part of the proof of
theorem 2/5.l, except with j = O,...,TW + TH, and
with k = 0,. . .,7%%,

TT 4 TWeells in \enqth - em——
>------—---~T%~w¢>

=D
D
\h r‘\“‘dk I \cn1th ' .
W ""D"D" - ~-.---.._'.'.‘D—+D__J

Then it 1s easy to see that for each stimulus

S of 1I, the S“'s can fire only at some time H8)

for which

II W

Il < sy < 21+ 1 4 1,

Let the pattern vwhich appears {as a simultaneous

* "

at time T(3) be called S, Lhen,
U (Fast g =47)

5,5t o II A= 5%, (1).

The reverss directlion of (1) is trivial. To prove

volley) at the S

the forward implication, note that for any S in
11, and at any time t for which

II IT , W (2)

Tt <t < T
the display net Iij contains a pattern which is

a comple te spatial display of the stimulus S.
Furthermore, any such pattern determines the stimulus
unignely up to time translation, for 3timull in I1,

%
Purthermore, for stimuli in II, the patterns S~ on
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the Sij at time T(8) wili be in one=one correse
pondence with the pzitterna on the :ij at time T(3)el

{vhich is in the intervel derined im [2]}, But

since 5 and 8! are both in II, il they ave distinct

they caunnot be translates, msnea S # 817,
To compiets the proai, the nst is completed

in 8 manner similar to that of the proof of theorem
2/Selis  For emcin 5 & II, adjoln ceils Eg, Ig and

nets QJS as in vne proof oi vheorem 2/S.lL. Then,

J(t) = 8(0)(t = () 4+ 1 + a(J))
(where Af{ J) is the delay of ths net &J), Then if

7o (T e w¥ w3 1w @a) o+ 1], 1%

=3

e a ‘ ol
follows that for 2 given gilmuius 5, the only &

b L

J

& cw s ma
that cen fire is Q"g, and that Qg will five at

exactly ons time t{") and ithat for all 8§,
T3) « 1 + a{J) = 8{3) < T,
Lot B be an additional seil {(with threshold 1). For

sach S, run a chain of length 1T = ©(3) from the output

e ]

cell o st to He ‘lhen for 212 & e Ii, K will fire
at tima T and only then. <hus tha.antire net iaz a
strong IIl=clock with input cslls Si and output cell
He

dence IIepotency is equivalent to the con=

structabllity of a weak II-clock.
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The DURATION of timulue i 1 plus the dife
2/5.7 The DURATION of a stiy

+

~
ference bstwsen the tlmsz of the last and first
pulses.

LEMMA 2/%.7s Lot L he the duration of the longest

if an slement J is IT (D)=

element of I.

o
L

E
o]
@
-2

potent, 1t is Tl-nmabent,.

Progfs IEach elomen®t of II 1s a translate

of an element of IIQ(L)g Hence any net which is
a strong IIQ(L)-clock will be a weak IT=clocks.
Then by theorem 2/5.6 a strong II~-clock can be
constructad, and by 2/S.l J is II-potent.

2/5.7.1 It rfollows from 2/5.7 that if an element J
ia Ilo(b)npotemt for sach b, it is IT=potent for
every admicainle nlass II. (Note: It iz obvious
that 1f an elemer - iz LI {hlepotent, 1t is IIc)=
pobtent For all & < h, For than IIO(c) 18 a subset
of IIQ(h).)

2/6 PARTICULAR NON-MONOTONE BLUMENTS.

2/6,1 Refractory periods.

Let us consider =zn element K which has the
following propertiess

1o Kit) T~ R(t+1).

2.' Except for (1), X has the properties of
an ordinary cell., (In the theorem below, X will be

used only ss 2 junctlon with one ondbulb and thres-

hold #K = 1,)
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Property (1) above is read: "K has a refractory
period of unit dureftion”. In the generalcase, K
has a "refractory pericd of duration d", znd this is

expressed formally by
H£)=D ~R{E41) . ~H(542) s oue o ~E(£4d)s

Theorem 2/6,1.1

The element K lg II-notent for all admissible

classes I,

Proof: Consider the class IIO(b), Construct the
following net.

1, 2,...0)

Wy (3=0, . . .,b)

s My Mg, M, Mg, M, Mo, Mg, Ko,

Kg and K? ara'gfelgments. MT has threshold 2,

fl

Colls: s1 (1

All others are disejunctions with threshold 1.

Connections: N ——> W, (j>0)
¥y, — }Jj+l (5 < bj
My — %
Ky —— Uy = Ky — K,
M}-wa;&a
Sj—-—-—»ﬁo all §
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]
i
i
|
.
{
i
i

Now consider any S in IIO{b). Ve know that
for some i, 5,{C). Let ty be the time of the last

pulse (or nulaes} of f, {Then t, < b).

Now 5.{t) = N, (t+1) (1)

And, N (t+1) = W (t+2) (§>0)  (2)
v ]

Also, W (t+2) = N (£+2+b=]) (2)

{1), (2), and (3) imply that
8, (t) = W (t+2} M (5+3), c.e SNy (T+b¥l), (Iy)
Then

$:(01.8,(85) = [N (2] 2o N (DHLITW [N (5420 ...

oy Eotb+li],

Theza two sequences must cover the interval

Hpl2Ya e M ltyn1),; since $5 < be (5)
Murthermore, the nulses al Nb dus Lo any other Ek(t)
must 1lo In this time interval, since 5,(0) is the
first pulsze and Sj{ta} 1¢ the last. {By theorem
2/2.7, (8) glves the completo responso at No). Thus,
S{0) = ﬁhie}»'b(3)n e o @ aﬂb(tgwﬂ) snd only

therse,.

Now K., will fire first at time t = 3, and

1
et odd times thereafter, Let T be the last time
that Ki fires. (T = tﬂﬁbﬁa if this 1s odd, t0+b+1
if not.) M, will fire three units after K, fires,
80 Mﬁ firegifirst at ¢ = 6, and at gven times there-

after up to and not after T3, (6)
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-

, fires two units later than M, , so M,
i (&
r

fires first 2t & = 8, and at all sven times up

to but not after T+5, (7
NowMa(t) = My (t-1)\/{k,(5-1), From (6) it
is seen that M8 fires 2%
8.} all even times between !i and T#l, (8a)
be) a1l odd times between 7 and T+, (8b)

between
Secause of (Ya), K, fires at all odd times,5 and

T42. (and each firing at an o5dd f4ime in this interval
prevents a pulse at the succsedling sven time). Bub

then, bacauss of (Bb% K, firss also at time T45,

T+5 is an even time, and it is the only even time at

which K, fires, (9)
Finelly, because #MT =2,
M7(t) = M (t-1).K(8-1). {10)

But M, fires only at even times (including T+g),
by (7). And KE fires only &t odd tmes, except for
the even time T45, by (9). Hence condition (10)
is fulfilled when and only when t-1 = T+45, or
T = [40,

It follows that the net constructed above is
8 weak IiO{b) clock, for when presented with any
~element S of IIO(b), 1% responds with a single output
pulse. Hence the element X is IIG(b) potent for

each b. By 2/5.7.1 K is II-potent Ior every admissible

L
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5, clasas II,
. l N

Note: It %3 possible to construct a net with
gimllar properties in which all oalls
have & refractory pericd of unit duration.

Theorem 2/6.1.4:

Theorem 2/6,1,1 holds for elomenta K with -
arbitrary refractory perleds 4,

Prooft The proct 47 1liks that »7 Theorem
2/6.1.1, except that betwecn cells X, and 4, ens
must insert 2 chaln of ‘dei interacdiste cells,

The remeiinder of ths proof L& aassentiallv the z2ams,
1f for "olid tuines™ we ure "iirime® lmod(d)" and for
"even times" wusr "times = 2 moA(4)".

Thus all elerients with refraztory nerlods

are II-potent gver all admiscikle classes of stimull

II.

2/6,2 Inhibiltors,
Theorem 2/6.2. Any element wilth one or more inhible
tory conusetions 1s II-potent over any admlasible
elass II,
Proof: Let L b9 the elument, Jonsider the class

IIo(b}. Construct the net:

ﬁ
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2/6,3

doter IT L nes threshold #L greater thar cone, run

#L fiores from ecach Ly to Ly oy (1 < b)), It is
easy to soo thab Lb first Tlrec at tims t = bl
(since =zome Si onst Pire £t time 0), However, when
L firss at time b+2, 1t rrevents any L1 from iring
at t = b+, Thus at time b+3 there are no.pulses

in the net, zince none can enter from the S1 after

t = b, Since thers is nn¥ no sourcs of pulses,

the nst will renain urist, dence the net is s
{strong] Ilé(b) clecles, ‘The theorom follows now

from 2/5e76 s

NOTE: Thaovet 2/4.2 is pralated te 2/1L,23 4t as erts
that with Inhihitors one san conutract anr funcilon
on anvy admissibje clasa which has sufflclent delay.
Theorenn 2/4.2 assarts the constructabllity of
arbitrary functions on a sma ler set of stimulus
classes, but 1%t specifies a minimum delay,

The clements X and L of 2/6,1 and 2/6,2 are
the only non-monotons elements of immediate interest.
It was shown earlier that any non-monctona element
J is II-potent for 21l II in an approprlately ex-
panded time scale, but I have been unable to establish

the correepcnding result in the unit time socale.

Reprod i iSsi i
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N¥elther have I found 2 counte

i)

examprle, it I incline

tovard the belief thet there 18 one.

2/7 Phyaiological note,

We camnct remain restricted to monotone nets

g hove 1o ¢biain machines of mush interest. Theorem
2/2,8 sows that in beth nrobebilistic znd none
probetilistle casss, a3 net which has a nonemonotons
outvut function wust contain ons or mors nonemonotons
elemente, In additlon t¢ he {miven) 2lements of

the threzheld tvra, In o

i

erionsg 2/6,1 end 2/6,2 it
was shown that either "inhibitory” or "refractory®
elanents are sdsguate for tho consiruction of funce
tiong which are erbitrarvy, excep! forths restrictions
ta sufficlient delay and to domseins of "edmisaible
classes of atimmli., (It shoulsd ka2 noted that the
restriction to "admiseibls olaszes” l.e., those
classes of stimuli which are finite and contaln neo
palr of timeetranslates, ralfleat the Ciniteness of
~the nets,; and the manner in maiuh they are used,
rather than any coarse limltetion of their functional
capsabilitliea, If vt of the net were to be set into
operabicn % the origin t = 0 of timsz, before the
presentation of external stimull, thms seiting up
a2 sort of abasolute clock with r sfsrence to a deflnite

polnt in “ims, then soms tracslated stimull could be
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N 2 [ . o e Sa'b s s o om 13 ~de Y
diztingulsneds - von su, thoere wuld 24ill neve o
ve wome reutriction on translatss, since the cloek

seing Uinlte, would ultinatzly Lecome voriodle, snd
suimadl bransiated oy this period werld be funciione
8liy indistingalshable., The zame argweaent would

‘3

hold fer the brain, Lo s fap es 16 were regarded
as 3 fipite aetworki howsver, the pericd of that
clock need not ve shopier whan a lifetime, and what

smlght 5e palled the problen of ‘dating’ svents need

‘"

not arisc,)

tu
&
[
forn
la-l
2
S\-}
o
*

12
Jou
%
jc.
]
e
ot
o
ot
g

The origin of i
of the central nervous system iu Tar fpow clear atb
prosent, buv 1t 1s appropriate, ay shia polint, bo

gramine a few nossibilities, and Insidentalily o

dizcuss the evidencs for the existencs of thas monoe=
tonle sleaments that have played a bLasle »ole in
ssetione 2/2 %o 2/5.
2/7s1 Conejunctions and 2is=junctlions.
The existence of these basic monotone elements
a3 relatl vely discrete eniities within the brain

o

cemsz Yo ba ganera 11y accepted by physiologisis. ihe

E+3

svidencs ssoms to be of two kinds. In experimental
pudi ; zs b idence for "spatial

studiez on spinal rellexes the avidence ICI o .

swenation" iz generslly songldersed Yo reflect tne

presenas of junctlona widch r equire a minimum of more
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then ons impulse for trauu.iasicn. wecondly,

2 -

sach of The major theories of interneural tracse

40

miselon predict such effsct

w

e LG the anstomy

.

of Junetions aprears 0 be such as o omaks 1t

plausible that such effects can take nlsce. The

alactrical and chemical Pransmiselon theorics
sach require e minimwn denslty of stimulation at

the surface of th@ efferent cell, in the one

cage & minimum current density, in the other a

minimom concentraﬁion (or quanitity, in Hasheveky's

o
¢ b

le

!

a sing

&2

tngory! of the excltatory chemles’

.

eadbulyt can zupply tae miniomam, we would have a

P

dis=Junciiongy if the firing of several endbulbs

s Jjuncll o with threshold higher than

rus

S Peguired

i.-m

v 2 ot

ed,
univy results. {(Ths possibility of variabion ol
threshold iz discussed lsber.; Anatomical photow
graphs support this vrincipls, in that they reveal
terminations from several c2alle in any small surface
reglon of a given effersnt cell, {Generally spesk-

ng, wost of this Type of svidence iz derived from

studies on large motor cellws, where & good deal of
structure oy be discerned,)
2/7.2 "he nature of nonemonofonic junctlons 1s not

nesrly vo clear. e shall discuss a few possibili-

) tiea,

&
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2/7:261s
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£ Pivine of render L, MNresnone
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" then there are 2 number of possible inhibitory
mechanlsma,

A, Inhibition could be produced by an
opposing electric field; such a field could occur
by the firing of fibres so placed {geometrically)
that thelr firing notentials oppose the excitation
potentials, This effect could be loczl, confined
to the neighborhood of the junction, or could be
due to larger electrical “lelds covering relatively
large neural subnets,

Be An electrical transmission theory ia not
incompatible with a chemical inhibition theorys. The
inhibitory substance could act to render the membrane
unaeble to fire. (It i1s conceivable that the inhible
tory substance could affect the dlelectric or resis-
tivity properties of the Junction to un extent sufl=
ficient to prevent threshold stimulation of the
efferent cell.)

2/Ta2al Anatomical theories:

It 1s concelvable that the axon hillock could

be so affected by nearlg excitation as to prevent
later exciﬁation from reaching ithe axon. (There
is no evidence for this.) Infact, any process by
which retrograde conduction 1s established from

the axon, or axon hilleck, without simultaneous
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initiation of forward conduction, would put the
cell into a refractory phse, and thus act as an
inhibitor.
2/7«3 Location of inhibition.

The location of the non-monotone processes
of the nervous system.is also a matter of specula=-
tion, All neural slements have a refractory periocd,
hence every net is potentially capable of none-monotone
activity, ihcluding behavior which r esembles iInhibi-
tory. Nevertheless, there may be more specialized
forms of inhibitlon than this distributed local
type. We shall later consider more global formsj
suppression of activity in the "final common path"

or motor tracts, and processes which extinguish, or

N

greatly modity the activity of entire nets. Some

of the machines to be described will contain subnets
which exercise a comparatively large control over
inhibitory processes in other sub}ets.

The basic physiological fact that all neural

elements have appreciable refractory periods, coupled
with theorem 2/6.1.d, will justify our subseyuent
lack of concérn with the problem of non-monotonicity.
There is far too little real physiological infor-
mation available to justify the assumption that

any other particular non-monotonic element is present
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in the nervous syctenm,

2/8.0 Apstomiecsl structure of jfuncil onse

2/8.1 Livttls 12 lmown about the .natomy of intere
neural junctions within the central nervous sysitem.
The best informszticon ig to bs fcound in miscrophotoe
graphs of the surface of the glant motor cells of
the ventral columns of ! he spinal chord. Fibres
terminate, on or ncar the dendritic or perikaryon
surface with distinpuishable "endbulbs", wmnd it
1s believed that these represent the ﬁnatomical
site of the interneural junci ons,

Whether the same structures exist throughout the
C¥S is not clear, and there is no reason to believe
that the endbulbs are the only possible lnterneural
Junection.

2/8.2 There is another pozsible site for transe
mission of pulses, and in order to describe it,

1% 1e necessayry bto sugrest a modiflcation of the
nangl view of the role of neurons in the functionling
of the nervous zystem, It i2 unnatursl to regard
the neuron as the baslc unit of sctivity, inasmuch
as a sgingle neuron usually has more than one junce
tion assocluted with its dendrltic and perikaryon

: v
surface. £ the nerveus syctem 1s to be described
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in terms proper to a neurale-analogue nst, and the
neurons are taken to be the "cells" of the axioe-
matic theory, then the condition for firing of a

neuron will be a disjunctive expression where each

term is the firing condition for one of the Jjunc=

tione on the neuron., It is more nutural to regard

each junction as a basic unit of activity, and to
regard the neuron as an "luentification® of the
output fibres of sach of the junctions on the neurcn.
This identification can be taken to be a multiple
junction with threshold one (with probability one)

and haeving 1little or no synaptic delay. Let the

symbol —::%_,arepresent such an element.
S
g

Thus, suppoce a neuron N has three junctions
on its surface so that its firing condition 1s
N{ %) =— [Sl(tnl)]\/[Sa(t-l).iét-l)]
VIS (8-1) Sl t-1) 05, (t=1) ]
{following McCullogh-Pitts.)
It is more naturalhto regard

the junctions as functional

units:
Jy(t) = S4(¢-1)
Jz(t) = Sz(t-l).SBQt-l)
JB(t) = Sh_( t"‘l)os‘s( t-l).86(t-1), and




dJd
Sq 'E:>__lu‘ then to introduce the neuron 28 an

elemen®
33-—0 j -
sy —
—— cf -

Note that the element W In the sbove exprese
slon has no synaptic delsy. Such an element cannot
be represented in the Pittseilelulloch axiom system.
The resson for this 1s that the firing condltion for
¥{(t) has a computation time of just 1 time unit. A
Pittz=fcCulloch net having ons output fibre and time
depth 1 can only be a single cell with a definite
Tareshold, T. Each of 5,;...5 can have any number
of endbulbs on‘ﬁ, say 5, has b,, etc. Yhen

(&

[5 > Tl. B +b3 > T), [b + b; + b, > T.].

by

In thls case, one of b, or b must be > T/2, :nd
one of @h + bﬁ\i (bS + bﬁ))(bh + bamust be > 21/3.
Let, eefley by 2 T/2, and bﬁ»(bsg-z‘; Then

[by + by + bgl z [T/2 +21/3] > T
henes thm_aombination(bg * bh + bgbexcéeds ine
threshold, and

”2(t)"l(t) Sﬁ( 1) => K(t+1l). This contradicts

the original firing conditioen,
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Note: If clements of the form 4 ¥ are permitted,
then minlmum delay may be cut by 1 unit in several
theorems 4 2/3 snd 2/h.

2/843 Jow 1f the biological neuron iz regarded
only as an assoclation of junctions, with sn element
i, nets can be constructed without sny biologlecal
neurons at all, at least in the axiomatic [ramework,
simply by not using any elements of the N-type, In
fact all previocusly described nsts mey be regarded
in this wasy. 7This could concelvubly have a direct
physiological paralilel, as follows,

2/8.3.1 Consider & branch point of un {actual)
nerve fibre. The branch cen be regarded as an

entity from which originate

F 2 three nerve ribrecs, The Tiriag

Fs of any of the fibres Is some
funetion of esrlie  firing of the others. In the
usual case (anatomically), one of the fibres will
be larger than the others. For each {lbre 1s
part of & tree terminating on some neuron, l.e.,
of the axonal or dendritic tree, and that one of
the %hres fibres which is neamrest (topologically)
to the neuron will usually be lurger, HNow 1t

seems plausible that when an impulse arrives at
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the branch point from the larger fibre then both
of the smallor fibres will be fired, with high
probability. For the amount of slecirochemical
activity at the junction 1s then relitively large.
On the other hand, when ths Input pulsé COme s
along one of the smaller [ibres, or even both,

the amount of activity mey not be enough tc firs
the larger., Certalnly the probability of [iring

Libva (s _
the largerﬁwhen both small libres lire, than when

n @
AR T

Just one flres. Hence the branch noint has to
gome extent the prope:tles of s binary junction,.
2/8.3.2 In the absence of & welleconfirmed guantle
taetive theory of nerve fibrs conduction, there is
no way to estimate the plsusibility of 2/8.3.1.
It is possible that all ol thesze probabilitles are
20 c¢lose to 1 that whaole symaptic and dendritic
trees fivre as one, but to ssswae this to be the
cane 12 not legss reckless than to assume that
the probabilities are such that summatione con-
ditions are nscessary for firing & branch, at
least from the smaller fibwes to the large anes.
There L1 one likely =zource of asymmetry
between the small and large fibres; for all peri-
pheral fibfes, the refractory period iz longer

for smaller filbres, and the relation is quits
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marked., Thus, 1f we have & smzll branch snd two

large ones, ag in the figuwre, and ¥y is fired

twice, with an interval

" vetween which is lece bthen
the refractory werlod of F,,

G :

then I, will fire twice, but
[>4

m

ES

3

logically. I point 1t oni, not to use it in oy

only once, This would seem very 1likely, physioe

ecaential way in the theory, but to Indicate that
the branches may ul<imately have to be regarded
as functional elements.
Anether fTaci bearing on ihis braneh theory

12 thst all known cazez fivrves conduct eyually
well in either direction. It iz generally belioved
that anatomical synapres (with endbulbs) can only
conduct in one direction; from axonal itree to den-
dritic tree., If this ls trmie, and 1 there are tho
only interneural pathways snd 1f t(he neuron must
fire te initiate axonal aectivity, then the neurons
play an essentisl role in the nety for thsen a
neuron must fire whenever asctlvity spreads to in-
volve the [ibres of another ncuron.

2/8,3.3 1f, however, there iz any way in which
agtlvity may be conducted [rom one iree to anmther,

without firing of & neuron, then, st least in the

A

vy
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axiom syatem,; the neuron loses 1ts snecial impore
tance and becomes mersly & convenlent logieal
M s junctive connective, Sueh conduction might

g
exilst in the nervous system slmply &g & properdy

Py ,,.

transmisslon is iikely. Thus the close proximity

of two or more {ibres mlzht have Tlring conditions

If there sre sulliclientlyv wmanv af such pathways,

then the neursl net cen ve regarded as a huge

network of flbres in thres dimensions, in which
junetions ocecur in the form of branches, contigulties,
and claszical synapses, and which the neurons have

a role of coupling the Ciring condlitions of large
nunibers of fibres. The rnourons probably eflso nave

a role in that they set up relatively larpe {ields
when they Tire, affecting bthe transmission probabili-
ties of all nearby Junctions, It ia concelvable

that the neurons will not pley a fundamental role

in & neurologlcsl theory (at least in the cortex)

and that thelr presence is larpely & matter of
biological necessity, since the neurons are the
metabolie center for ths fibres, One conolusion
would be that, if the neurons are rsgarded as the

10
primitive element, there are only about 107" of
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them, while il the branches and cther junctlons

are regarded as also primitive, then there ars at
17 ‘

least 1012, and perhaps 1077, slements 1In ths

numan brain.
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CHAPTER 3 : PROBABILISTIC ASPECTS OF EZURCLOGY

3/0  Arguments Por a Probabilistie Deseriptiom of the CNS

3/1 The concept of excitatory threshold

3/1.1 Definition of threshold for peripheral fibres
3/1.2 ippliezkility of the netwerk axioms

1.3 Postulation of a transmission probability
3/2 Fiucituations in Zxeitability of Fibres

3/2.1 The recevery cyclse

3/2.2 Mazsification of fibres

3/2.3 Applicability to Junctioms

3/3 Junctions

3/3.1 Recovery cycle of a junetion
3/3.2 Iltiple junections

3/3.3 Symaptie delay

3/4 Remarks

3/5 Nets

3/5,1 Loecal structure of coriical nets
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Chanter 3., PROBABILISTIC 3°BOT3 0P #LUICLONY 3-1

3/0 In thig chavter we attempt degcriptiong of two

agpects of the central nervous svstem: The behavior of

S T AR 7Y

central interneural junchtionsg, and the structurs »f the

networks of the centrnl wervous ayastem, In each case

the amount of raul exnerimenbal ané theoretic:l informa-

tion is s5 amell that any such dlscusslon must be } :
[

regarded za highly speculative. b
Cne thing aospears fairlv certzln, however., In each b

cage the gystem s almost certalnly so compllcated that
an exact deacription is not feasible. Interneural trans-
mission probably desends both on hlehly fortultous reo-
motric contingenclies, and on highly complex neural events
occurring in the neighborhsod of any given Junctlon,

And the structure of the nets, 1l.e., locatlons of cells
and connections, probably depends on a tremendous number
of blologlcal varisbles.

In regard to the possibility of determining experl-~
mentally the ouantitative laws involved here, there are
serious difficulties both in nractlice and in prineciple.
The practical difficulties are due, in the case of the
behgvior of junctiona, to the fragility and minutensas
of the junectionsl structures, and the consequent obstacles
to isolatlion and exts-ded study of single or small numbers
of Junctions. {Note: This does not apply to perlpheral
Fibres and Jjunctions; for thils reason most information is

derived from study of peripheral (and invertebrate) nerve.)
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In the case of the structure of the neural netas, techniques

for visualizing neurnl intercomnections are as yet incom-

nlete and undependable. There agsems to be no technique

at present which can nrovide rergonnile complete iInfoma-

tlon about all tuhe conrections in a volume of nervouas
tiassue.

In the c¢nge of the interneural Junction, 1t seenms
that even if the transmlssion lavws wWere completely known,
they may be so complex that a preclse computation of
neural activity in o net would still be impractical, e.r.,
1f many of tre varinbles indicnted below play an Important
role,

Tor these ressons it would seem avpropriate to
attemnt to replace thoae laws whose form is unknown but
which ére susnected to be dependent on many fortultous

-
L

vardables, by simple gtatlatlic»l hypotheses and para-
meters, amd attemnt to find theorems which have a minimum
dependenecs on the exact Torm of theee laws.

This ennroach seems at least as sound ng that of
those models in which comnlex and unknown denendencles
ars renleoced by gimple determiniatic functiong, and the
conclusisnng are exnected to have come validity by "amalogy’.

Tt msy seem nroner, €.v., Lo assuns that an unknown

monotone Jdearesgine Tunction asymntotie to zero is

]

+

I-kp ; a
anrovimabted by, say, kie 3%1 tut it 1s not proper to

asgume trnt Lhe derivaotives of the unknown and the hypo-

theticnl functions nre then also approxinmations.
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Zﬁaahevsky's extenslve uge of dliferentlnl wnd integral
equabtlong geema to heve 1i4tle Justification in bHhis
regard,/

The gbatisblicnl saosnroneh algo avolids gertain AifFL-
culties attendant on the uase of the dlaerete modela 5f
the “arm of 2/1.1 - 2/1.4, In nets composed of theas

1

L}

disorefte alaments, bthe hahsvinr gesma »fisn to be dominated
by apeclal comhinatorinl n-tifrela, e.r., nericdicities,
whizh comnot he exnected uneritically, In the blolorienl
ayatens,

3/1 Tre concent of exclt:tory “hreshold.

3/1.1 If a nerve fibre is isolated and maintained under
congtont isho-atory conditions it will exhiblli certain
uniformities of behavior over relatively lorg intervals.
A nobable such uniformity 43 that of "thraghoeld"” to
2lectrical execitablility. ILat » flbre be abinulated by
nag3a~e of =& moagured eleoctrical current Tor s conabant
time, Tt is obssrved that, 17 the excltations are spaced
anart by a suffizient Intsrvel 7 then the Tibre will fire,
(a pronagated innulase will arise) 4, end anly if, the
atimulatines current exceeds a certain vailue T (which
denends only on the lensth of the noplled stlimulus, for

a glven fibre -nd exrerimental asat-un).

7 may be a2alled the full recovery tine of the fibre.

If the fibre 1as stimulanted at a time closer than 7 to

the nrecedinc exeltnt ion Lhe minimum current redulred

i
;
:
B
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Tor Tiring noy ba greaster or less thav 7. Ve will dlzcuss
these fluctuntiong in 3.20F.

h

,-J

Vaous

45}

g0 obtained 1s o=2lled the fexcitotory)
"thresnold” for ttz filre {(=nl fo- *ha exporiment).
Presunably tho exisgtence o anceh a threshsld reflacts
aome nroperty of the excltable tissue whizh 1s common
to sll nervous tilzmaue. (“luscls Tirrss cxhibits the sane
aropaviy sa vwell.)

owav -y, aven 1f we were to zccepnt Lhe nropoéition
tuat essentls ily the s2we procegses occur st the inter-

neural Junctlion, »ad that Tfirln~ fthere tuo depends on

the stimulation excseding a deflinlte ihreshold, ithere are

somne conailerationsg whi b m ke

o

t SN0 ar Ly;dl‘i} t‘lﬁa Situation

or

may e onore compllcated. “oth the motions of "Internszural
Junction" and of "atipulotion" reoulre elarification.

3/1.2 The cuestion oy arlage ag 4o whether thers is
Justifilcation Tor ithe balief thst there exlst distinsulshable
Junctions; l.e,, thot the nervous avster has e2n aceentoble
model In the axlom rystems of tte natworks 2/1.7% or
2/1.6. If the zomaastiorg Tyy ore identified with ana-
tomlce=11ly digcemarle fibres orisinsting on neuron Oy a2nd

teralinsting nser or on neuron 0., then the ariomatle model

s

19 reallistlic 1f, and -mly if, tre firlne (or for 2/1.6, the

Y

probsblility of firing) of Jj dependa only on the getivity

of thoae 21 Tor whioh thers are Tibres 713'
it thia tg cerhalinly not true in the braln.,  The

firine of = «iven cell =111 depend on a number of factors
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which are not so directly modeled in the abgbract network.
wWith any theory of interneural transmisslon involving
electric intensities, chemliocal concentrations, and local
membrane thresholds, the flring condltlona at the junction
will, almost certalinly, be a complicated function in-
volving the gpace-time dlgtribution of sctivity over the
surface of the cell. There 1s no evidence that any of
the following features can be completely ignored:
a). Vetabolic products of nearby cells. The concentrations
and gradlents of such subgtances will depend on the
activity of all nearby cells, and may be expected to have
an effect on the excitabllity of any glven cell., 3ub-
atances directly involved in nerve transmission may be
expected to have important effects. The distribution
of electrolytes will affect the geometry of slectric
flelds.
b). The electric flslds incidental to nearhy activity
will influence the actlvity at a given Junction.
c). Activity of nearby cells will be reflected In thermal
chanpes, whizh may have nan appreciable effect, Thermal
changes in the general clrculation cannot be neglected.
d), uven local mechanlcal effects may be considerable.
There are distortliong due to clreulatory pulsabiqns,

variations in mechsnlenl strength of structures with

any metabolic change, osmotic forces chansing vith re-

distribution of metabolltes, and varlatlions of the local
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ceometry due to ameobold activity of supporting tissus
cells. Flnally, there ias reason to believe that the
endbulbg themaelves may underso chuanges conaeqguent to
recent activity.

e). Each oell and {lbre involved will itself haove a
fluctuating internal state, causing variations in the
magnitude of exoitatény nulses,

f}. ‘lumoral substances in the locasl and general clrcula-
tion will affect fiving conditions loeally and generally,
(and not necassarily unifomly, since there 1s considerable
differentiation of nerve gells). It is known that certaln
nervous geuntersg avra especlally sensitlive to the concen-
tration of apeclial substances.

g). Flnally, the structures that are observed micro-
scopically and believed to be "interneural Jjunctionsg”

are onall, near the limits of optical resolution, (and
these may not be the asnallest). Little is knowm about
their strusture, mmd thers 1s no reason Lo belleve that
they are the smalleat entitles involved in Interneural
tranamission. Tor structures of this size operating at
bidloslicnl temperatureg, thermal agltatlon effécts

may be aporeclable. (ol knowing the magniltule of the
processes eassntial for transmission, I cannot compute
the Importance of thermal effecls.)

Note: In recent years it has been dlacovered that the

central nervous system ie provided wltb an
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gffzctive gilaeld from hne lergo soneentrabion
fluztusations of mogh substances In hhoe ceneral
eirsulation, IL o teleological arpuromt ig
pernibted, thls nay be taken to indicate bthat
tiwe nervoun systam 13 ogneslally senalbtlive to

-

[V " Vs aemp o S vy ey ey et ke
chemicul chonges, hencs ouch probe

v
I'

abion 1s

nuesgsayy, b thwro 13 np evidence bthat the
gane prohestion ls avell-oble for local Tluctun-

vlong within She nervouas tlasue,

D
3/1.3 e have no vey of avaluating bthe impsrbanes of
thege effoecta. encae 10 would seen that 1P ooy thoory

is %o e congbructed, hYiae fleing condlbtiong ab o June-
tion must bo expresse’ 1n srobabllisble terms,. e will
srocacsd o bhe asswastion that Sthe Dlriw somdiitlion at
a Junehlion Tj i3 a nrobabilistic dlgiribublon ubish 1s
a funcbion of the activity of those cells Tor wihlch
Lhere are fibres Syg0 @B in axlom 34\-%n (2/1,€). hila
mzang hhat In gnlte of Lhe posalble non-net Influences
of 3/1.2, we commlt ourselvaes %o the bellel Lhat bhe
vigible nobtwork structure of narvous Slame lg of
agsgenblal Imnortance, and Lhab the abther asnecta of
noural activity may safely e consldered as aontvibutlng

indeterainasy Lo biw nabwork ghructure, Tn the final

ahnohors we aball resturn Lo tidls dlscuasion.
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3/2 wlectrizal ‘exelibavility in usrve fiores.
3/2.1 conbalns a genseral Gescripbion of certuln
fluctuatlons lu tho electrical threshold ol soue nerve
fibres. J5/2.< discugses the qQuestlion of which Fibres
bghave 1n Yuls wauanor, aud 5/¢.3, vhe sxbtent Yo which
Interneural Jjuncltlions may e exsectel Lo Leliave in an
gnalogoua TIZXNE L.
3/2.1 Uo conaslder Loe Lehuvior ol & nerve [ibre undoer
the same conditlione as iu 3/L.1. asswue that at ¢ = ©

)

2 e 4 L L R, K T N .. £ 4 L . .

the fiors i3 In its 'Lﬁasﬁlu;--; suate’, d.e., il has not
Lomudnted lor o sulliclently loum blus

Ceitey A 01 3/1.1) that iva progerties are conatuat,

o weardy so. Lot lius Jdlbre e Jived at b = © by a

-

sulliclent giimuius, L.6., al slsctric current of

T ey - ‘ oy o oo e . . b e E 1
IV 15 an experimental Zact Shat tie exceliabniliiy

i tte size of e atimulus ut L - ¢, providad bhatb
pulase L3 proater than and not so larss as Lo psr-

oA T PIC O fo A wmym [N S PR .- 4 e i A i
depend on tioo tinme d. In faci, suppose bhab the Iibre

Y

ig fired filpgt at b = O by an adequabe stinulus, and
next exclied ai time é.  Thon the tihreshold (d) at time
d Jgpendsg on d In the following marmer: T{2) varles

conbtinususly and may be sald to pass successively (in

cr
Py

ne) tnrough five "phases”.

ARSI eS AT IR A e
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3-9
An “absolute refractory period"
during which; l1.e., no stimulus
can initlate s pulse.
A "relatively refractory period",
or, to use another squivalent

"

expression, a period of "sub-
normal excitability”, during
which a stimulus greater than 7
is required to inltlate a pulse.
A period of "supemormal excita-
bility" durlng which the fibre
can be excited by stimuli smaller
than T.

A period of “subnormal excita-
bility" again.

An indefinlte period of resting

or normal threshold T.

Figure 3/2.1 1llustrates a typlcal curve of "excita-

bility" as a function of d. ("Excitability" is the in-

verse of "threshold"; H(t) = 1/T(%).)

EW@

I\
o

/21

/31 /4]
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The ourve does not aocﬁrately represent the propor-
tional duration of the phases, (or the accurate values
of £E(d)) for any particular experiment.

The relative lengths of the phages ls 9f Amportance
in the later chapters. Tor peripheral fibres, thege
quantitieg vary in different aspecimensg, asnd thig is
not the plage for a detalled study of the experimen-
tal rssults., Inasmuch as our real Interegt i1s in
Interneural }lunctionsg, detzlls of the properiles of
peripheral fibres sre important only insgofar as they
supply a model which the Junction may resemble in gome
regpects, Althourh quantitative data is available as
to the relatlive lengths of the phases i;.fibres, thesge
data are not directly applicable to our modcl of the
Internesural junction.

3/2,2 For the theory of the later chaplters, the nmost
Important aspecta of the excituebllity fluctuatlions are
the existence of phages /0/ and /2/. 7The exigtence of
phase /0/, the refractory period, ls certain for all
excitable tissue, muacle and nerve. ‘‘or nerve fibres,
the abaolute reflractory period has duration .5 to
2.0 milliseconds, in genersl. DPhase /1/ may lasb
longer,

Phage /2/ plays an important role in the theory,
and without 1t the chapter on the "theory of cycles”

would be empty. In the mammalian nervous system three

Y
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types, "A", "3", and "¢" of nerve fibres are distingulshed;

"a' and "o" types exhiblt a well defined

of theae the
/2/ or /supernormal/ phase. (Fulton 99ff) In the "3B"
flbres, therse ls no supernormal phase; recovary is
through a continuous subnormal zourse. However, "u"
fibres appear to be c¢onlined bHo the autonowmie nervous
aystem, (and there to postzanslionic fibres) and it
i3 plausible thald the fibres of the ¢entral nervous
syastem generally have g gupernormal werlod. This is
true of 211 somabtic nerve.

A possibly important feature of the aupsrnormal
phase 13 the fact that 17 o fibre 1a stimulated re-
petitively at very abort intervals, the supernormal .
phase will shorten or vanishk. (See agaln Fulton p 105.)
Inder the same conditions, the subnormal phases will
lengthen,

3/3 Junctions.

If tre recovery cycle of 3/4.1 is essumed bto
reflect & baslc process in the surface of the Tlbre,
ag is generally believed by those who hold to a "mem-
brane" or equivalent theory of conductlon, then 1t ias
plausible that the sane process takeg place at the
surface of the efferent cell of the intermeural Junc-
tion. At such a junction, it may or msy not be the
case that the excltatory stimulus is an electric cur-

rent {as 1% was In the experiments on isolated nerve

fibres). But in any case it 1s still plausible that
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the interneural Junctior zoes ﬁhrou@h a similar exclta-
bility cycle following stimuiation. If we define a2 |
transmisgion probability for internsural conduction,
as wag propoged in 3/1.3, it 1s reasonable 4o expect
that the fluctqations of the recovery cyelec of the 1
efferent cell surface tlssue will Le reflected as flue-
tuationg of the Lransmission probebility of the junction, i
ILet us conglder a simple cuse.
3/3.1 Let J be a Junction formed.by 2 nusber of endbulbs
from a fibre 7 terminatinn on the gurface 2f a cell (.
Tor simpliclty suppose that these are tie only endings

on N,

¢

Then at eny time t, the Junction so formed will have a
certain transmission probahllity xXP(:). It is plausible,
by all tre arguments above, that under circumstances
like those in 3/2.1, the jJjunction J will pass through
corregpondln nhasss of excltablility, or wlth the
probabllistic interpretation, AP(d) will pass through
corregponding nhases., ‘e shall therefore assume that

AT the junction J 1s fired at t = 0, and that prier to
this J waa in a "resting state”, thew 1tg transmlssion
probabllity X7(d) a%t timesd > 0 will pasa through flve

rhages.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



XP

7/

e

AMthourh

~ F
Ind, a0
reslnce L

e L I S
IR AR AL R
e tr v'g + E
[RISR IR AL T

abinll

fancbion Tr{2) is sreounchly continucun

3/’3018;.’ \3{¢] (.'5_11

. omes
ene rally

function by » step Tupeiion o nke certain

feanille., Pov vhle atey Tuncllon approxi-
. - - ke PO 3 . 4 cale -
shrasea Wil e Gonated Ly ,spl/ wihwire py 1o,

Tor th

#1¢] i't‘l

. !L«‘} 3:',,13 ] 01 ut 5}137 e .f‘ “Re tl Ofy

~erilod. Gin

ry - - Bl
nreaurinhly due

auT e

ce to Tire during thias chege, none oo

3 . L S 4 .y g, A T e oy - 4
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trinasie incovseily of the elferent

- s

Llong ol 3/1.2 would geen to Justllr the nnsirnnant of
even n ver g1l nosiblive KT ta the himatlon Tor thlg
shase, The ~efrmoio-y nhase wilil be densted by 00/,

e guimom.l ohases will be denoted Ty /oy/ end /po/e
Tha oupormomel phase w11l e aolled J7/, an? tho
(RN no reattoe nhage L2 o/, Ty dafinitlon,

“l L0y Dy Ly >0,
tobes  The exiatence of /u,/ soems Yo te of minor

importance ia our theory, Its exigltence

will usually be ipnored by the deviee of
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gettine p,, = n, rnd 3*' = '’

S
[~

. — T — — — i — e, —ates g e—— e W S— o S— a—

| /
VT 4 VA4 v
d =

e, 3/3.1b

Mate: aren tthen we nonalder o continuouns <{F(d),
v w111l use the dlacrete notetlon /p./ for the

phngea, If we heve sevepsl cells M., then /7,/

tv 2 ahsnter on evelen, e aball wake some agtimotes

52 the daration g neooh-ilitics o the chnoeg, ueing
Hiohly heuristic mnthad i, dome aunporting hiologlenl
avilence will b Introdusesd thern, alao.

3/3.2 If =ora thm nné fibre, fi’ hnag endincg on the
Mrtasa af n 201l 1, the junation zo foraed 1as multinle,
md Ity U7 An a funetion of the stimulus, na well ag
af tha macgvery nronega.  “here would not be suffi-ient

4
i

Jnatifisation for agsuming om evnliclt form for thlg
Tunatieon, o= 1ittle 143 kmowm about the effect on
threahold of an-called "subliminal” atimuli. Pulses
whish 911 %o 7ire n junction may or may not affect

1ts recovery nhasn, ond little Ais lmewnm about this,

(Por fibres, subliminsl pulses lower threstold for
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later pulses, if the interval is very short, e.g.,
0«5 ms or lega.) It would seem safe Lo agssume that
if pulses arrive together, or very closely, in any
small region, thelr effect would summate by virtue
of summation of the chemlcsl or electric transmitter
agent, It olso seems fairly safe to assume that (if
the recovery cycls 1s a property_of the cell ) when
the Jjunction is in phase /¥/ due to an earlier firing,
that the transmission probabllity is ralsed for all
gtimull, or at least for the origi§a1 stimulus and its
subsets. Thus a stimulus which ordinarily has only
a smell change of firing ¢, may have a large chance
Af ¢ (or the part of 2's surface concerned) is in phase
/¥/« Thus, for this kind of junction (a locallzed
region of cell surface with several connectionsg), we
will assume that the XP for all (simultaneous and
near-gimiltaneous) stimuli vary together. An analogy
in the Pitts-Melulloch model would be the varlabion
of the numerical threshecld of the neurons following
firing.

It &ould be convenient Af the propertles of a
locelized multiple jJunction were similar to those
discussed in 2/2.5, with a relativély sharp numerical
threshold, for then we would have more or leas ideal
con~ snd disjunctions. “e will have occaslon to estl-

mate the effect of assuming sharp thresholds in 5/9.
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3/3e3 Synaptic delay.
The time between excltation and fliring 1s called

"the "aynaptic delay". The time quantization axiom would
asgert that this interval i1sg constant for all junctions
and all timeg. MHowever, thils is certainly not the case
in the nervous gyatem ("ulton p., 190ff) and if any
theorem‘depended on this assumption, it would be sus-
pect, 1In accord with the general policy of this theory,
1t must be assumed that for any given conditions of
internal atate and exeitation, the gynaptic delay has
a probabllity digtributlion with posltive dispersion
(and, presumably, coentinuous). The quantization axiom
may be approximated by having all such distributions
sharply concentrated around unity. However, even
dlsregarding the probabilistic aspect of the synaptic
delay for a single Jjunction, 1t would be reckless to
agsume that the synaptlic delay is the same for ﬁifferenb
Juncetiong. It is known to vary, in single junctions,
with the recovery ohase, and for different junctions.
Thug any theorem which depends on such constancy must
be suapect.

It i1g known, at least for gpinagl nmotoneurons
(Pulton 140ff) that svnaptic delsy 1s, for a given
Junction, greater when stimulation is earlier in the
recovery cycle, at least in the earlier phases. The
fact that 8ynaptic delay 1la a decreasing function of

d(the time between pulses) has an important

|
:
]
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consequence in the theory of cycles, in particular on
the question of storage of information in cycles.

There are thus two aaspects of variation of
synaptic delay; that due to individuazl cellular
differences, and that due to the probablliatic fluc-
tuatlions. It will often be necessary Lo make the
quantization agaumption in order Lo make a typloal
calcoculation practicable. In such a case 1t will be
necessary to verlfy that amall changes in timing of
the events concerned wlll not make the calculatlion
invalid.

REMARKS

There 1a no Justificztion for clivosing any parti-
cular distribution to represgent any of the phenomena
digoussed up to now. Ye will concentrate on theorems
which depend only on the form of the distributions as
gpeclfied already. In particular, the mere existence
of the exocitabllity phases / / and /F/ will be the
basic condition for wmost of the results., An abtempt
can then be mads to examine the consequences of
agsuning particular distributions. When a particular
distrivution for the transmission probability function
is assumed, then any result obtained as a consequence
muat be regarded only as a model, whose applicability
depends on the extent to which 1% can be safely

generalized,
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The probabllistic aspects ol the behavior of
Junctions misrht best Le regarded as though thresholds
are determlinate but that nolse iz oregent, Hoat of
the arguments of 3/1.3 lend support to this inter-
pretation,.
The description of the junction, up to thia

1

point, must bLe regarded as covering only the "ahort-

term" properties of the Junction., In the learning

- process, it 1a possible that the Junctions also display

long-term, and even permanent changes In exeltabllity.
We ghall take up the theory of nermanent chanres in
5hapter €. |
Globel structure of nets,

There is a pgreat deal of avellable informatlon
about the groas structure of brain tlssue, but rather
little real knowledge about the nature of the connec-
tion structure within any amall portion of the braiﬁ.
A mioroscopic inspection of brain tissue reveals, with
certain important exceptiong, the following typlcal
picture, (Note:s It would be easy to expand the
description in much greater detall, sven with present
infTormation; the descripbion bslow 1a a simplification
for reasons of brevity. It would be feasible to make
a much more detalled analysis of the nets of the braln
using only present informabtlon, and it 1s hoged that

this will be done presently.)
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3/5.1 "Meural cubesg".

If certain "specialized’ regions of the cortex
are excepted, ULnen examinationl of a small section of
cortex glvea the followlng limpression.

1. 7The neurons {l.c. nerve cell hodles) are
dlatributed throuzh the aection in a manner
ahiowine locnl irregularities of digtribution
with 2 more or leas clearly dliscernable over-~

(vres ~ecfrore
all structure. In any aube of cortax there
are many ¢ifferent mornhological typea of
neurons; they are digtributed in such a way
that there 1s a gross appearance of (six or
nore) lavers, of high neuron denslty, sspa-
rated by lamina of relatively fewer cells.
However, thilg laminar structure 1s far fronm
well defined, 1n moat cases, and it would
azenm to be most aospropriately descrlbed by
aayinz that ench type of cell has a dlatinet

nrobabllity dlstribution of locatlon, and

1 Narvous blasgue can be so prepared that only neuronal tissue

ig visualized. The description omita, of course, the
supporting snd vascular tilgsue cells. (This might ulti-
mately turn out to be a serious misgtake.)
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that trhe gross laminar aspearance of the
cortex 1s a consequence of these distridbu-
tions., Tnn my opinion, the laoming ara
sufficiently Jistinet that 1t would not be
unressonsble to sunposs Lihst thay have funo-
tionsl sismificence.

For example, the fact that the motor
(pyramidal) cells »f the cortex are largely
confined to the central lsyers may be impor-
tent in that this mskes it »nezsible for them
to receive impulges from a larger 2lasg of
calls than would be Lthe czse 1f they were
not 8o cenlrally 1ocated{
If At vwere not for ithe lapinar distreibuitlon,
the cortiecal dlastribution of neurons mlent
wvell be cslled "randog”, ﬁertaiﬁly within
any one lamina the dlstribution appsars qulte
disorderly. (.igain, thers ave certain exceo-
tiong,)

1i. The connections betwesn cortical cells alao
ahow » vartly orderly, partly vandom, pattemn,
“or the most part, comnectlong shovw horlzontal
(parallel to the lemina)} preferences, but there
13 a rich guoply of dlegonal and vertical filbres
28 well. The vertlical {ibress have a very

special tvpe of distributior; most of them have
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tielr solgln or branches It a Tew loyers, and
thwr run vertleally dovnward directly out of

the sortex. In general, tie hocslzontally

[o)

wented Libreg are rotber stort, while the
verticsl flbres wileh run out o2 the cortex
ite matter ore longer
by a l.rse oxder of mappnilude
111, Jhe facl Luat the norizontal flbres teud tao
e ahort, Lopether with tre fust of the
generous guposly of vertlecal flibrzs sutering
2ad leovinT the cortex, five the lmpresslon
thet these vertical fibres (tracts) are the
>
634 11a rv input-oubtputl chumnels {for tiig saomple
neural cube. It ig .y inoression, fron exzmina-
tion of wvariovs preparations, ithail o pulss
catering on an Incounlns verticzl fibre would,
tyoleaily, nass throurh only a very few {(u...,
%0 %o five) Juncilong belors 1t wouuld mest an
sut; oing vertical flbre.

iv, Tha vertical fibres leavin and snlering the
cortex moy he dlagtincuiahed inte abeut four
mroups in the following way: "

a. elatively short fibréa running from one
side of a convolution to ths other.
b Longer fibreas runninz from one convolution,

under the separating fissure, and rising lnto

an ad jacent convolubtion. ,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



L
-2

8. 3%111 longer bundlea of fibros ruming
from one part of the sorbex Lo remobe conbi-

E - .t ~ - . R
cal sreas 1o anobther sart of Loo bBrala.

Ihrer pnine balveen

$xg

. e - PR
sioand non-coritlanl pard

G

of Hthe narvous gyashermn. {(lote: Tha “ibre

s 2lilrhbly larger than "loeal” faoture of

tre brain, Thay -re uniformly oressent 1In the
earvez. he tesabta of (2) vere o different
stabug, 28 Uiey d2 n0L exisd tatween every

palr of cortin:l reglions, but hove deflnite

i . -
anetorlce:l" lozations.)

- - Yy rea gy Y M ] -~
ve The cortex then muy bLe plcitured -z 20llec-
tion of “"oubes ', e@ach of wrish 1lg fexcent Tor

tihe lariner prefere2ocen) o randon rab, lth
definite input and oubnubd 2tanmsln (tie

varebioal eolumig) wpd widleh arve connsclted

torether, throurh the insub and oubtput tracts
nri=arily (the intrascorticszl conduction betwasen
cuten mey be ipnored, or conaldersd as part of (a))
by a g2t of =more or lsgs delinite (nov-randon)
bundleé. In additioﬁ te the Intercorticel
comections éve gsts of gulicorticsl connectlons
tvhiolk enter the cubes Tron speclalized midbtraln

orrans. Jertain "apecialized” neural cubes
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recuive or send speclal btructs vo aud Jrom

HOLVOr anud 3eq4s0ry OXguus.

!

~N
(%1
[ ]
N

In cinaster ¢ tnis plebure ol toe brain will be
invoked Lo show bow seriain procesgses (in particular
certaln learning ULneorles) might be reallised by the
brain., In dolng so, Lnere will Le ag atbenpt Lo show
witich paris 0l lhese proocesses alebt e realized by
gartaln narvs ol toe vrailn. Ib will be necessary then

Lo return wrieily Lo tulas disoussaion,
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CHAPTER 4 REINFORGEMENT SYSTEMS

&% Introdugtion

4/0.1 Learning theories
0.5 Association,or comtiguity

4/1 Reinforgement

4/1.1 A primitive reinforcement syatem

4/1.2 Disocussion

4/2 A reinforgement system with an “evaluatex®,

§78,1 - Deseription of the aystem (M,Z)

4/2.2 Training progrums

4/2.3 Deseription of the system (¥,Z,V)

4/2.4 Dissussion

4/2,4.1 - Distinetion between "learned® behavior
and "ailt-in® behgvior

4/2.4.2 “Open® and *glosed” systexs

4/3 ZEnvironments

4/3.1 The syptem (M,Z,V3¥W) and its asymptotie
bghavior

4/3.2 Structure of the emviromment ¥

4/5%.2.1 Valubtions on the transitions of ¥

4/3.2.2 The activity graph

4/3e2.3 Asymptotic behavior of the model

4/35.2.4 Injuryeresistance of the model

4/4 Discussion. Seguentisml patierns
4/5 Elementslistie Reinforeement uystems

4/5.2
4/5.2 a 28 £ RELLE Bk %
with a 1aea1 reinforecement operataz
4/5.,831 The individual Snaves
4/5.2.2 The Zéaystem
4/Be2s3 Technieal notes
4/5e2:4 Operation and performence
4/6 Loeal vs Globsl Reinforgement Systems
%ol interference with previous training
o2 Unlearning

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTTR li.

fos

REINFORCTMIHT SYSTLUS
L/0 The object ¢ thiz chapter it o describe

Flal

a fou types of reachlive systems (See Chgpter 1)

and introduce some concepis whlch will aild in the
behavioral descriptions of Lthuose ayatenms, the

models and descriptionz are oll related to a

general consept of "reinforcement®. Tais concept

iz very closely related to that useld in eeveral
surrent behaviorisitic models of learning processes

of animaise. i will define speclal types of "reinforce=
ment”, in connsction with the description of particu-
ilar reacilve systems, iowever, i have found the

terms "

reinforcencnt”, or reinforcement operabor”
veesful in informal discussion and feel that prestrice
tion to a precise delfinition would resulibt in « loas
of conceptual power,.

/0.1 A "learning thecry’ {or an organism, or Jor
& maverial system, is a theory of lhose changes

in the reactlive and/or the internal properties of

the object {or the abstract svemtem) which are "due

8

to Lhe effect of Lhe .revious texperisnce’ of the
object®. ("Experience” here meuns, gnerally speak-
ing, n description of the history of the object
with special emphasis on the vole played by intere
setion with the environment.) & "learning theory”

thus attempts to expleln aspects of behavior which
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are not known to depend on inexorsble internal chanses
of structure {(o.g., "maturation”), or on "built-in"

reactive systems.

"

It ie possible to distinguish, in the behavior
of many animals, several {spparently) different
typse of "learning®. Hany paychological temms
suggest such divieions., It is quite pessidvle that
these divisions may in many cases reflect the
influencs of physiologically distinet processes,
and 1t is likely thaet any satizfactory theory of
the behavior of a reasonably complex may entall
descriptians’of several fundamentally different
physiological mechanisms of "learning”, wnd a theory
of their interaction. 7This 1z the case im the theory
of Chapter 6, In that chapter, two types of "learn=
ing" are especially prominent; "Relnforcement” and
"association”; others also play a role.

/0.2 An objset exhiblts "aszoclative learning"
if 1t tends to scyuire "related" behavioral rolas

ki

for sets of stimuli (or "experiences’) which thems

selves are, or have been in the past, rel:ted in

"experience” (e.;., by temporal proximity, or by

. e i N
virtue of common, o {("previously assoclated” sub=

stimuli)e. (It would be futlle to sttempt to use

"associstion™ in any precise wayj this would only

invite misunderstanding and confusion with the many
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fundanentally different psychological concepts that
. 3

parade under that title.)

L/1 "einforcement” 1s 8 form of learning in

which "an element, X, eof *he bensvior" of zu ohisct,

M, is ecaused to become more {or lessl!) "prominent”

in the future behavior of ¥ as & result of the

"activation" of a speeisl entity or process, Z,

called the "peinforcement operator") within a (rela-

tively) short time after an ocourrencs of K. -

The entlty Z 1s not to be resarded as having
any spaclal relation to the parsicular "behavior
aslement’ X. The object (or organlsm) iz to be re=
garded as actually containing an objsct 2 or at
least & diztinguished "channel™ 2 ﬁhrough whalch
inforcement 1s effected, and it 13 also to be implied
that Z can "reinforzce” ("inercass, or decreass, the
'srominence! of") sny, or at lecast & sizeable class
of, "hehavioral slementd?.

Two aspscts of reinmforcement are crucial.

1, There must be avallable an Interpretae
tion of "prominense of X in the behavior of M.

o 3 ’ i ) . Wt Y
2. In order for a "behavipr slement|, X,

, st
to ba "peinforced™, (l.s., "learned by reinforcement’),

Asaociation is deiined here only in order to emphasize .
that "reinforcement” is just one typs of "learning theory
and to prevent the misconceptlion thet the present empha-
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In order to make the dlscusslon reasonadbly
" meaningful, we introduce a simpls model, and some
of its resllizations.
/1.1 A primitive reinforcemont system,

Zonsider the following stochasticeneural-znalog

nst ¥Xe
X hes four cells:s &, R, 2 8, 4 @,
5, 2 8, and 2 8 are input cells~ R is &n

cutput eell, ([The following depsndency law is not
intended %o resemble any proper-ty of blological

cellsas

K -y TesponEe )

)
S ) ! D2 S(t-1l} => probiB{:)] = £{t)

203 Z@ { Q(LNL

Ze( t=1), R{%~1), £{t=1)]
whers £ can huve any of a cequence
of wvaluesgs

o v o Bon T B <8y < Ay T8y 0 EfI]

for whieh lim s = 1 and lim a_ = O.
b 2 - b g k]

and for which

{0, 0, x, an) = a, = £{1, 1, %, an) [fZ}

sig on peinforcement will leud to 2 theory of behavior
based solely on reinforcement. Certalnly a rein{orce=~
ment theory cannot explain all the behavior of any
complicated organisam.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



fli, 0, 0, 8} =&, _, = £(0, 1, i, )

f(la a2, N a’.’l) = an'i'l = (! 1, &, &’)
Suppose that ne ast 1 placed in an envivonment for
whichn (t)3(t). ‘hen there ars onlv two "elemente
of behavior" posslble: [S{t~1), 2(%)] and [8{$=1)J"

~R{t}}. Call these R(ight)} and L{eft) respeciively.

(The system can e regarded as an "idesl" or "Stotle
rat, placed, st each %, at the cholice-point of o
T-mazs, The ret makes the decision to furn rirmt
with probability £(%) or left with probabllity lef(t).
The event 26 (t+L} iz an ideal "reward” for the
decicion made in response tc ({t}); it re'ses the

.
.\}

future probability et

decieion, The event 4@

(5+1) 1= an ideal "punisument” feor the rezronse to
s(t); results din a lower futurs abLility £ that
response.) .The joint sventé@@ (t)e 2@ (t:}is G Onw
gsidered t5 be without effect,

Of course we now that in rewl life, and in
exp@rimgntal psycholosy, "reward” and "puanlshment’
nave no such duszlitv. s 2211 use the tepas "posie
tive reinfovcement' and "negativs reinforcenont”

for models in which there
perhans wordh nobting that

ig not too inapproprl.te;

"pawapds'

is such s duslity. It is
. - ¢
the notion of "reward

the eflfocts of conventlional

s animzls almost always
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causes a futurs increase in the prooab.lliiy i

b [ - & . Vb LI P P
whe currssponding ciolice. Yhe effects of punishe
. e 1 Y e See eyt g S o L (Ve f1 g g1 g N
ment  on wnimall, nowever, I often 90 Lizarrae
L N
Lnola proposterous Lo & dualiiys  Yhe

1 > " LS P P RS, S
withwolding of an "expected' , or wsual, rewerd Lus

» E s ma s
8 more rogul.r elffect gt "punlsmment snd it i

g -y £ Lo Vg o -7 PR : .y Y FY i pen ;e £
in the diresction 0F Lhe aboeve "negatlve reinforsew

it G e . . - 1o s
ment', #iltholdlngy of a reward Ly, or resilbs in,
: : 4 1 LR NPT . FE e, B 2
‘erticcotion’ Pl 3 ve i blelopioal

H -

extinetion” can be o%taiaea by providing that iF

{2} = &,, before sny training has occurred, then

>

<
rio, ¢, 1, an) iz betwesn sy nnd a . Uhere exlst

severel cuch rtochastic modeis of simple learning,

howsver, =znd wmo do not Interd to adjeln cone here,
Thz medel 1z intended solely to exemplify def, L/1,C.

In this model, the conditionsz (1) and (2) of

L/, 0 are fnlfllled by this net: Since the probabis

& : e Tmtapmesta o ios of Tihe pPromlinenes of
supplies the inisrpreta ion of " the promineacs

Stoor oyt &% 2 EO A Cigme P
it ! .1)‘ }.‘l TS n( *L,Vl.'.,‘f" JL  ive A Lh e

anplins Z+ whanever X doss 4he deslired thing, or aw
Al hy - " T Sy 4 i
when 1t deas the undezired thing, or both, then

condition fl) Zmplies that the behavior ol & will
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appreach the desired bhehsvior, +ith sroitmerily high

/1.2 If the probablility of s bzhevior olament
wera zoro, then 1t cculd never be roinfoveede Al-

thovngn v provsbillistle reasctive system ¢ n moot

eanily 3nti"fy “he reguirements (1) and (2} for a
reinforcemnent theory, 1t lg perfectly vossible to -
construet determlnaste ~roeesscz whlch have reine

forcemonts In o luter seetion, it will be sesn
thaet the LHARC «@{, csn be =o regarded, Sith this

exceptlon, discuvsion of reinforcement theory will
be confinsd %o probabillstic systems,

2

The definition of 1/1,0 of "reinforcesent” is
~neomplete in one regard. There i3 no zpecifisation
as to the e ffect of 2 on the praninence of helavioral
elements which 414 net heppen to ccewr shordly prlov

L%

-t

te the apnlicatlon of Z. Obviously there musid
some such offest, rince the nromlnence {(or prebability)
of an elemont can be sltered only at the exponse of
others, (In the model of /1,1 this effect i3, of
course, specifiad,)

Rather than apecialize the general concept
of reinforcement to some specifiec description of s
behavioral scheme, i1t would seem prefersble tc define

different types of reilnforcement operators, distine
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guishing then by their manner o bt rezting behavior

J
elements which h:ve net occurred shortly prior to

'

the application of the operator. HNo zysgemstlc
classification ir contemnlated here,

/2 4 peinforcement svstem with sn "evaluator®

The following systen ls constructed in order
to nresent additicnael ceoncerts whieh are assoclated
naturally with that of reinforeement. It will be
zeen thal the reinforcement operator of thie parti-

culay svstem has quality of dicjointness that
certainly cannot be expected in & blologlcal orzan-
ism, (Nevertheless 1t may be an Insiructive over=
simplification.) The dizcreteness cen he regarded
as a canaequénc@ of the axterminution of all traces
of association theory. In splte of this artificl-
ality, the rel-ted concephs are dircctiy applicahkls
to oiher systems to be unalyzed,

W/2.1 i, The construction is started with the intro-
duction of a reasctive system ¥, ¥ has one Input

gcell ¥ and one output cell F. & has m input states

kil
» j_'

®5 0,5 ©,3 ¥ has n output states fi,000,f The

n
system operates in time guantization, wnd st any
time t the dependency law is an m x n matrix ¥M(t)=
([mi}(t)B), where

t=1) => [prob(fj(t)) =m, (t)]

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Taeam

-

H(t) may be regerded as the 1lnternal ztate of
B at time T,
ii, The internal stats ¥(t) of ¥ is under the
control of ancther entity 4, Z has threes inpub
cells F#, ™y and ¢, 14 hec m shabter s,%, F& has
n states, fjﬁ and v hag three states, callsd =1,
-O, +1. For sach input ceondition {e #{t), j%(t)g
vit)l, & applies to ¥M(tel) an operator Zi‘J to form
e new internal state M(t) = Zéj H{t=l)s The Z
operators are required to have thne form:

Z0s Zij Tt ig a moilotone (T}or l,or constant)

function of Iht,

N
w

& ij - wn
§ Ay myy, g, =0 (1

1
Z2; sign [213 mij - mij] = gsign (v}

1

Z3s sign [23Y myp = my, ) = esign (v) (] # L)

)

it 18 convenient also to s=sume that

= 1 1f v

H
td

v mij]

Zhbs ATE 6 if z -
Zhbs h%geg(év ) mij] =0 if v 1.
and that for all i, J, %,
Z5: 0 < mlj(t)
21, 22, end 23 imply that application of
13 increases the probabllity that ey will be followed

by £ and decreases the probability that e, will

jD
be followsd by any other f;. Application of z2d nas

e i . -
the preverse effect. Zﬁj is the 1ldentity.
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2. T ) 2y S S L2 IOV L1 e
veainad with arbitrarlily high .

LR N, - “" W ”‘1. L - 1)‘1 f:
sgngs bhal Lo 3ae 2, , any Iy can ol biaasaed, @
- d
25 T et Y Y s I B R
iz negessury to provids llexibility in the lfollowin

111 Z, as above defined, 12 nuu & ialorcament

arent since Xt 1 not connected in zuch a way that

its effect depenis nn the rsecent astiviity of A,
L3 PR S S c Y. | .
This can ve remedied by connecting (or ldentifying)

E owith E¥ and & with &, In

elx) \\[\ ‘f(ﬁﬂ) D £

z(‘k‘*')

‘ 2
(Je(fy) e y (f:, ) W/a
V4 o’ =

such a way that ei(tnl} = e?(t) and fi(t) = fz(t).
See Flg. h/2.1. (The operstion may seem simpler
1f s unit delay 1s inzeried ss shown in Fig. /2.1
and Zij fegarded a2 & funcition of [ei%(t),fi%(t),
v(t)] rather than of [ei(t-l), fi%(t), v(t)],.)

Then Zij becomes & Tunetion of th@.immediately prew=

cading reaction [ei(tol); fj(t)}, as well as of the

o

. . Hoin s e 1 00
value of vit), If wig) = +1, then 4 acts In =u
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& way a5 to Ilnerease the Muiure probahiliisy oFf tha
preceling reaction, and to depress ctherresponses

to the st'mulus e,, If v(t) = -1, Shan 7 onerates
L

.

in such a way as to depress the Tuiure probabllity
o’ that rezallon e v = 2, Mteps arcbabilitiss
are 'maffested, In each anse, Z{%) affosts only

the distribution of responses to the partlsnlar
stimilus e, which waz present at the precsding

moment t=1l, lence L+ daos not, in any way, influence
the effacta of nrevious "troining" of responses to
ctimnli other than that ey, For this reason 7 may

be calisd "disiocint™,

Ths entivy 4, when so connectod, 1o 2 rolne

oty
6]
2]
W
[
ol
s
2
(=)
4
3
1]
<O
ot
aed
ot
3
o)
bl
b
[
fech

forcement operator. It

by
\4—
¥y
?
¢}
m
2
i3
foud
S
!
-
.
=
ond
ot
I
e
s
A

through the channel (or

end whern v

[
i
-
..
*ry
Q
0
[N
(2
Iole
<3
5]

is 1, the reinforcement

A - - - A - . o 2
lg =1 the relinforcement iz "negative.

{Note: "ithout further elshorastion we shall
rogard 1t as meaningful to epesk of freinforcement
channels" through which one can control the "magnie
tuds" as well az the "sign" of relnforcemant, if
necessary by the control of continuous paramcters
of the reinforcement operators.)

/2.2 T

;5021

ot

ra

is easy to describe schemes by which sets

a

s can be trained, Suppose that 1t iz

O
5
H
D
@
)
or
L
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desired vo train the rescilons {ey{t-i); Ye(1)
“hen the functlon k(i) describes the set of de-
sived reactlons. Fresent succersively Lo o all
stimuli, either In an wsprderiy seguence, 0r in &
time sueries In which sach stimalas ooours wotd
positive denslity. Any of unc following “reinforce=
ment schedules” will $raln all reacitiocus:

i. v = 1 for dssired reacuiiong,

- ii. w

H
<

]
ot

/111. v

T
{ i. v = { for undssired reactions,
w $i, v =1
lii. v 2-;‘\.

Bach stimulus ococurs wilh poslitive density,

-
oy

end by 25 each response tien has positive prebstllity,
at eny time., 21-43 then lmpliy thet tho desired
responses never rall below their initial protabllity,

hence the desired resciions always have at ieasy

neir initial vositive density. Then Zlie-b chows
that schemata 1 and iif will raise the desired re-
gponse arbitrarily close to probability 1.(21-Z23 show
that the rise is non«decreééiﬁg.)

Scheme ii works cecauss no undeslrod resctlion
can maintain probability »€> 0. For let [ey3 £l
{u # k(1)) be an undesired resruonse., Let 8, have

. If

f
L)

density d > 0 in the stimulus time serie

-
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m,, 2 e for all time, then the reaction e;=f,
ocours with density > d.e, and with probabilivy 1
occurs infinitely many times. BEach time [ei fu]
asccurs, so does Zfl. Hence{by Zlib and 23)miu

. approaches O which ie a conuradiction.

h/2.3 The scheme of li/2,2 introduced three more
entities into the system.

(1). There was a selection of a clasz of
desired reactions, defined in the
above case by a function k(1).

(2)s There nhad to be an agency which re=-
cognized whether or not the preced=-
ing reaction belonged to this class,
and then activated the reinforcement
control channel v accordingly (in
accord with one of the schemata of
i/2.2).

(3)« There was a source of stimull pre-
-sented to E.

Mow (1) and (2) together are equivalent to
an agency V which "obssrves" the reactions of the
object M, assigns a mmerical "evaluntion" to each
reaction, and transmits this evaluation to Z through
the channel v. In li/2.2, values were 1imited to

-1, 0, and 1 (and to just two values for each of the
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. " Y I e l >3 I ° P Y () k4t 4] " iy LT - &Y
threes tuggested schemats} WOoanares wAth & more

Tiexitle rainlorsement svitem 4, bho e valusior V

comld assign a mors elaborste signal 1o cach pas

3 S Y ees oy vl ey P .
aotlon, and the oysbtem o ould aszlign varicus degrees
of relnforcement vo rcaptlions rabtigr than Simply

catepcrize Lhen as derireabls or wadezireablie.

LN

File, 1/P.% 1llustraies the formm of & realizstion

1?

of the svuiten #ith V sdjolned,

ea(*') \—’—7 (w)

T

]
(Again 1t may Le convenient to imagine & unit
delay to be pressnt in the Yeside of 2 and vV, to
emphasize that ihose entitiss respond to reactions
[E(t=1)g F(t}].

/2. DISCUBSION

#1111l be no-wed toat now the system has

0

high degree of autonomy. It can Le regerded as @
reinforcenent machine [M&), wiih sn sssocisted
trainer ¥, It iz at this lovel of organizatlon
that many individuals aseuris

Muos can one c2ll this @ ¥lsarning® machine

whan obviourly the activity Lo Le learned
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/2.1

L - o 2 & I ) -
1z 2lrveady innealloed 1 VY is
e
~7 R T [t B T S oy O S 2 a =
lrsady 'vulils G operfomn the desired
oy o ”
t»a‘: '{&
T - P} 3 2 A -
.L v oseamT nian (Vs ) ‘ e LhsE mha
R R ES (PR 9 A,

ot

Imit tha ol . g o - 3 3
S GY w ut [ R T I “ ST ') {a@'n {?ﬁ. ,4."..1 1 ¥ W ,E, L..‘L sz ",‘.[.‘1\,6 G\;\:i 2
nears 1 L RO D i
an 2 o be a8 Tlzarning machline” so lomg as the

At

channel zontroliled by Lhs

ST S
that in zomo =zenso

QO
8]
5
N
iz
N of

is acting in a less

Juilrer has nob percelved thes

between an object in =hich the desired

w) " o ~ P4 vt !
themeolves ars installed, and the object

Fha
which inforamation about the canctlions 15 ptorede
{One wmight say “hat In ¥V, only “he "nauzes” of the
desired reosciions occour,) Murthormore, the infore

mation In V doss not even cuggsst the manner in
whiich ¥ 1s to reallze the roactinng, nor dces Z

2 KAl > - ar
informatio~. We shall sog cramles

& Y . SR aya - e =
in which i1 can reallze a reasctlon in ssveral ways,
and whope V doos not ganlect aneng thesze, Mundas-

mentally {[#M,72,V]

.
svaliictes and

.. Ll
tharough 2,
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el

A
L/2..2 Anothar viewpolnt for this guestion of
autonomy is indiceted by the notion of "open' and
"elered” struecture, A "resctive system” is dise

tinguished from other zhstrsct svysbtems not by any

IS}

Intrinsic gualiby, mt by ths characberization of

certain cells a3 "cbservable" snd others as "adjuste

2hle". & eyctem A will be called "opsn™ to ancther

syastem 3 when 2 large fraction of the cells of A

2

t

ars "obsorveble ov adjusiabls by 8", ind "eloased"
to B when this is not the ecane, {A cell ¢ 1is
"observable" by 3 when the state ol cells im B
depends on the state of =, and 2imilarly for "ade
justable”. Yo do not nced more foraality.) A
typewriter 12 gulte open ito the typlat, a desk
caleulator i3 substantially more closed. 2 laborse
tory animal is rather tightly closed,

Now in the system [M,Z,V] as described iIn
i/2.1, ¥ was more or less widely open toZ. For the
channel from 2 to ¥ 1z sufficlently wide to pernit
Z to adjust any olement in the nmatrix ((mi?)) in
elther of two directions, and {(assuming that M is
itself not very somplex, l.e., that Zxcts relatively

dirsctly on the cells of ¥) it would be falr to say

x

»
)

that 72 has an aprreciable direct control over the
structure of H. Hence if a (say) human operator

has access to the channel from 4 to i, l.e., can
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select arblerary operaiord Zvijg then 1t would be

fair to say thav the system ¥ doos not “really lgarn“,

but that the hwaan operator is wmore o le-s divectly

adjuéting ite structwre Lo porioms the dsuliped ros

actions, i.€., 26 ic ‘bullding=-in’ these reactlions.
Howover, when 4 and ¥ are connecied as in

Plge /2.1, the entirs widthx of ihe ch=nnel bebtwoen

4z and ¥ 1s not really essential, since the wvariables

g 2 , . i
i:znd jJ of @ L are not independent of what 8pPPen=

iz h
v
ing inslde M, in fact, ihe values of these varie

ables avre accesgible from within #ds One co:ld theroe

fores conabruct 8 new vysiten [M,2,1] which is externe

_ e s e ) 1
2lly equivalentv te [M,2] by connecting all the cells

;- T

4 . D e B X
of % whose states depeni an 1 and § to appropriaie

ey

LS R ST AN nEaFT . 3Ny i,
poinss «ithin ¥y ov simply defins wbia as the ciw

ST i TS 850110188
on ol Jig. U he 8 vaguous

fad

}.Jg

closed rag

2t with ihe cnannel

said to be widely open to
t, HNeither can it be ssaid

£ Ao

ta bhg open ta Y. Thuw one cannot assert et the
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informaticn in {or the activity of) V scts directly
to adjust the structure of M (or ¥#2Z) to perform
the reactions, |
There is no reason to expeect to find a sharp
boundary betwesn "learning by experisnce'and "al-
teration of internal structure by an outside agency”.
It would seem that the notion of "degree of openness
of A to B" is 1ikely to be mors useful than that of
"built=-in vs. learned", in discussions like the
rresent one, In ﬁarticular, the greater the extent
to which Z3M 1s open to V, the less natural is the
descriptlon of the system in the terms of reinforce-
ment theory. To the extent to which the structure
of the whole system {¥,Z,V] 1s open to the environ=
wend, ita.bégévior is the less dominated by the
reinforcement system.

/3 COUPLING WITH ENVIRONMENTS

In order to provide the systemi?,z,izwith a
sourcs of stimuli E(t), it will be embedded in an
environment W, Because attention is directed to=-
ward the reinforcenient system, it will be assumed
that the system 1s closed to W except for the cells
¥ and P, and that W is closed to [M;Z,V] with the
saméﬂéxéeptions. Both W and M,Z,i]will be regarded

as reactive systems, with common cells E and F.
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3

L/3.1 If the systenx [?,d,f] of 4/2 is taken intact and
couplsad tc . through ¥ and ¥, the behavier of the

1

resulting system will ol course depend on the properties

of ¥, and the behavior of the whols systaem viewed as a

time serles may be very complex. However, the behavior

of the state ((mij)) of & will be, at least in the
1imit, rsther simple, inaswmuch as the system is so
rigid thet each term m; ; is monotonic (or constant),

if ey occurs infinitely often then each e 5 tends to
either O or 1. If the behavior is such that e, does
not occur infinitely often, then mkjis, after some tinme,
fixed at some value between I and l. Dut this value
has no influence ou hehavior since e, will not occur
again! Thus as time goes on, o approaches detcrminacy
in its behaviorsl properties.

The above srzument applies only if ¥ applies re=
inforcement after each reaction. I1f ¥ never applies
reinforcement after some reaction [ﬁo{«b~l);f°(t)], then
the response Lo ey may remain probabilistic, In any
case, because of the monotone behavior of all terms
o 42 the state ((mij(t))) of ¥ must approach a limit.,

It has been =sgumed throughout that for a given input
€4y V applies positive reinforcement for not more than

one response fip(4). 1L this is not the case, then the *
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the above arguments fail beecause the terms of ((mij))
do not necessarily behave in a monotone fashion. In

this case, the behavior of {(m;;)) depands on the

ij
behavior of , =2nd it can be seen thot (by providing
with a history-depeandent internzl st-te Tunction ((M*ji)}j

complicated stochastic processes {t) can be generated,

L/3.2 there is one outstandidg feature of the behavior of
the system under discussion. The object [M,Z,Vi} seems
to be more loosely coupled to / than would seem
appropriate for a theory to be aspplied to brain meodels,
The fact is, so long as reinfcrcement depends only on
pairs [%{t-l);f(t)]; the reinforcement system of [M,Z,V] |

is controlled entirely by the reactiocns of M. The

system will succeed in "leazrning" the reactions
*nreferred” by V, but in a sense it does not "learn
anything from the enviraﬁment." The structure of =
tends rather to influence the rate st which V trains .,
kven if V has the flexibility surgested in the previous
paragraph, the situation is not esssentially changed.
For it can be shown that the state of o at tine %, is
independent of 2ll aspects of the time series L(t)
other than the simple statistices:

gei(to) >~ the number of times s; has occurred up

_to time te.*

“This depends on the fact that L is disjoint. ‘If this were
not the case, M would depend on other aspects of the time series
E{t)s In generel, however, thls dependence would have little to
do with the relation between ¥,%, and V.

i

|

g i
’li[
t. -3 i
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Thus from the point of wiew of ¥, . acts as a
source for these simple funciions, =21nd all other
aspects of the behavior of .. i3 ignored.
very small alteration in the structure of [? > j]
will e2lter tidis situstion, and provilc an oprortunity
to introduce s few more cuncepts naturally relsted to

rainforcement.,

1f the valuation made by V is a function of e{t-1)
and f(t) alone, we hnve seen that behavior of [F,Z,VJ
depends on that of the environment % in a rather trivial
manner. However, if ¥{t) is made to depend on the
values of e ana f at other times, then reinforcement
will depend more essentially on the behavior of u,

Fige b/3.1.1 is a diagram showing the dependency
relations between the virisbles of the model of L4L/2 and
L4/3.1. @(t) is the internal state function of .

¥(t) is the matrix {(mij(t))). The changes in M(t)
depend on the values of v{(t) which in turn depend oniy

on the reactions Le

w(©

e ©)

M)
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how let the connectlioms Lo chunead se thet vit)

. . i o ! I - k! F - L 3 4
depends on eit=1) and elt] insicsd of alt-l) and £{&):

0] ;) L@/ SIAE]

Y SR P w et PR ¥ o e . . " -
“he behavier of the reinforcoment systen is now

At A S S AR am ey o . - 4 S JCH
quite differciv,. ‘he activivy of

A4

no lenger devends
solely on tne ruactions of ., Lut alse ou the effsct

ol Loese rzactions on e et us iirst consider the

Lelavior of tnz gystes Jor a porticulerly simple /.,

L/3.2.% ngsune that the state of & is changed only Dy the
action of i, so that 1f -(t) is the state of . st time t,

af{e) = o o{e=l),f{z) j= (1}

nggume also that the stateu of + Covrespond in 2 one=one
fashion to the possible stlmull eq.®¥ Then we can write
el{t) - «( e(t=l),f{t) ; (2)

The (finite number of ) states of .+, together with

the transitions 7y 4 defined by ng@i ERC ei,fj ) form

-

#HKota that {(for convenience) we assume that « rezcts to £
without the usual delay.

#*#This corresponds to & model in which the envircnment 1s
"completely observable” to the systez [+,4,V].
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an oriented praph, 0. “The preopertiss of | detormine the

i
connectivity of %, <nd the systen point will remain in
the component in which it ori inntasz, ‘s may assume,
ther, thnt 5 is connectel, lfer o finite tise, th
system polnt will romain confined to o subrraplh each of
whose pointa re sceesaibls from any othesr, (along a
Finite oriintoed chain of “ransitions) and which is

rmaximsl Uor this property. It will be assumed that G

If3.2.3 Suppose that vi{ej,e,;) hss the simple form
13
viej,eq)= 21 (3a).
Let [} be the set of zll ey for which, for some i,

vies,e;) = 1. Then

lim Jproble(t) €bj] = 1.
td00 i
Proof: Let eq be an arbitrsry point mot in D. e

show that_tlm(prob eg{t)} cannot be positive. Low
200

probleg{t+l) )= (i,k) prob (eg(t)). myp(t)

.

summed over all (i,k) for which eq < w(ei,fk). Then

Tin probles(t+l)) 2 (TIm [proble, (t)).(m (t))].

(
o0 i,k) tdeo ik

i
If any term {i,k) is positive, then the event ei(t).fk(t)
must occur infinitely often. Bub then the reinforcement
operator £E§ is applied to m infinitely often, and

gsince q}{ never occurs, ijp(t)—>0. But
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lim( prob eg{t)em, (t) i< TIm(prob e, (t).Iimlm, (¢t)) = ©
t =300 i ik £ 500 i oo 1K

hence lim prob eo(t+1)= lim prob eo(t)z- C. This
t>oo too0

completes the proof,
Hence, if V operates accordiﬁg to (3a), the system

learns to iniluence the emvironment in such 2 way as to

bring it to and maintain it in a subclass D of states

defined by the values of v.

L/3e2.4 The evaluation function v(e;,f ) not only determines

the class [ of preferred states og W, but it also defines

a class P of preferred transitiong; namely those Tij
for which v(ei,ej) = 1. If P¥ is the subset of P for

which both e; and ej are in [0, then it can be shown,

by an argument similer to that in 4/3.2.2, that not only

does the system peoint reme2in in U with probability

approaching unity, but that the transitions within
(and without) D belong to F* with probability approaching
unity. If P* divides U into connected components then
the system will tend to remain for increasingly longer
intervals in auy component.

In general, however, the behavior of the system will

not approach determinacy, for it may occur that for

some i,J,k with j # k both Tij and T,, are in P*, In
this case, it may turn out that several distinct

regponses to the stimulus e, are positively reinforced,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



b=25

end the asymptotic behavior may, if Z has the proper
form, show a non-trivial probability distribution for
the transitions from éi. (The behavior here will
depend critically on the exact values of the arbitrary
functions in the definition of the /4 operator.)

The important aspect of the system of 4/3.2.2 and
4/3.2.3 is that the function v distinguishes sets of
degired states and transitions of W, and the system
lezarns to resct in such a way a2s to bring % into these
states and traznsitions. The role of the individual
rezctions (ei,fj) of ¥ is subordinate to the behavior
of 4. In fuct if a transition (ei,ej) can occur through
several reactions (ei,fu).(ei,fv),..., the reinforcement
process is not basically influenced by which of these
reactions actually occur. For positive reinforcement
of any of these reactions results in increasinz the
total probability of the transition (ei.ej), unless this
probability is already unity. Proof: If iy, 18 increased,
then_g‘;g«ik is decresased by an egqual amount; and each
non-zero term is reduced (by 73, sec 4/2.1). If myq
is such that ejﬁé-ﬁ(ei,fL) then the total probazbility of
the transition (ei,ej} must thus be increased by at

least the amount (. 0) by which m_ . is reducedes Thus,

iL
positive reinforcement after a transition always increases
the probability of that transition (¥p<l). (If there
is no such m,;, then (ei,ej) has probability one to

begin with,)
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if [&,z,v} were so "damaged" that one of the
alternative feactions for (ei,ej) could not occur, the
system would remain capable of learning to cause the
transition by uéing the remaining alternatives.

#OTEH: It is further possible, by suibable choice of the
arbitrary functions of Z, to srrange the reinforcement
to so uet, that whichever alternative reaction first
occurg will with arbitrarily high preassigned probsbility,
remain the reaction through which the desired transition
occurs. Referringz back to the discussion of 4/2.4, it
may be remarked that in the present case, the content
of V does not even determine the reactions which ¥
will use tc bring about the desired states and §ransi-
tions. The behzvior is even iess “built-in" than in

the examples discussed in that section.

L/t Discussion

It would be interesting to examine the transient as
well as the asymptotic behavior of the system%‘b,/B.z
in further detaill, and slsc to study the effécts of
allowing v(ei,ej) to take nn the value O, but this
particular system is slready too speciallzed for appli-
cation in the sequal. ‘there are two important direc-
tions in which the model rust be generalized. .

1. In any real situation w(t) will not be completely

determined by the behavior of i, and e(t) will not

supply complete information sbout W(t)e
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2. The reinforcement processes with which we shall
be concerned will be concerned with reactions and
valuations that extend over a period grenter than one

or two time units,

L/L.1 If e{t) does not supply complete information about
d{t), i.e.y if the state of £ at time t is a many-one
function of the state of % at time t ., then the class D
(4/3.2.2) determines a class E"1D of sots of states of
W, and the class P* determines a class §f§2* of transi-
tions between members of these sets, #deither in reaction
or in reinforcenent can [ﬁ,z,v] distinguish between
elements of the same E"lei. The reinforcement machine
can learn to mznipulate (as specified by the values
of v) only those aspects of the behavior of i which it
can "perceive," i.e., which can be defined in terms
of the values of e(t). The events &; rather than the
events %i are elements of the "perceptual world" of ¥,

If the transitions between states [e(t);e(t+l)] do
not depend to any great extent on the most recent
response f{ttl), then the reiaforcement system of 4/3
can do little to control %. Such a situation may arise
in several ways.

i. The behavior of ¥, i.e., the values of f£(t),

might have little influence on #. Then clearly
[#,4,7] cannot exert much comtrol over # (or

over ).
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it. 1If e{t) provides too little information about
“{t), or about those aspects of the behavior of
‘ﬁ(t) whicl are affected by i, the reinforcement
machine ¢snnot be expected to be able to learn

Lo exert muchn control over .

’_l.
(=5
| dd
e

it may he that the values of ef{t) do not
immediately reflect the changes in w due to the
setivity of e Then when a change in . is
finally observed by & (through &}, and reinforce-
ment applied, this reinforcement will affect
only more recent reactions which will not have
been ceoncerned with bringing about ths change
of state observed at M., Henrce this reinforce-
ment cannot be expected to alter the probability
distribution of that state change in the desired
direction.

The limitations imposed by i) and 1i) occur when the
relation between i and % is "closed” in one directien
or the othef. (ee L/2.4.2) iUnder such circumstances
¥ could control # only to the extent that ¥ contalns
tpuilt-in®" informstion about the behavior of ¥, since
if either the & or the F channel is closed, it cannot
obtain such information directly. But 15, of course,
does not contain such information, initially.

The limitation of 1ii) is deeper. The system M,z,v]

as described in 4/3 is, in two respects, incapable of
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dealing witi. events oi extended duraticn. tirst,

the valuation v(t) depends only on the simple tronsi-
tiong oi the time series el{t;, sc that reinforcement
cannot be assigned te events of rrecter dursticn than

simple trausiticns. Ssecondly, the o operator affects

only the future distribution of tie most recent resction,

50 tiat even if V were able to distinguish special

suvseguences of e(t), reinforcerent could net be applied
to influence cll the resctions inveolved in production
of particular sequencec,

Thus 1f . exhibits extended resctions to its stimuli,
or exhibits special reacticns to catended stimuli,
[Mgﬂ,{] will uot e able to influence these uspects of
w's behavior. .any acceptablie brain model must be able
to "cope witn” environments which reguirg sequential
activity for their "control.," If ‘},d] is such that
extended observation of e{t) is required to gain informa-
tion about %(t), then V must be able to regpond to
special seguences. This can be sccomplished in two
ways: (1) © can be sltered directly so that a stimulus

can be 2 sequ.nce of states of %, or (2) 4 can be

as}

ltersd so 2s to reinforce (as directed by V) all
reactions that ¥ has made in some relatively long past
interval. The latter scheme (Z2) will not be very
flexible since it means that i learns to rcact, to 2n

extended sequence of stimuli, with a sequence of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



30

respenses eacl of whlich is en imwmediste resnense to the
preceding, stimulus. Dehavior built up out of imredizte

respouses cannot be trained to mnke arbitrary responses

to ciiferent secucuces of stimuli whieh hove common

elements.

in the wodels ol late. chluplers, . response to and
producticn of nou~trivial sequentisl sctivity will
usually be a gropsriy of ecach net, sni the reinforcement
systems used will operate on the behavicr of zpwreciable

intervals of the past.

L/5 Elementalistic .ieinforcement 3vstems

A/S.O Discussion

sections 4/2<4/k have been concerned with cartain
properties of the activity of z model rainforcement
systenm EH,J,V]. mach of the objects . ,i, and ¥V were
regarded as reactive systems, l.e.,, they were discussed
behavioristically, exclusively in terms of the behavior
of their input and ocutput channels and of their internal
state function, ({The internal state functien is a
behavioristic concept insefar as it is reparded a3 &
desceiplion ot \.d'efﬁ' -HFO"" corp ot activit o and mot
-@s a . . deseription of the physical internal state of
an actual material system.) +#e now ccasider the
construction of material systems wbich 2re required to
simultanecusly reslize a reinforcement thecry snd a

neural network. igain, the models in trhie section are
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constructed only for purpcses of illustrition; serious

propesals will (necessarily) aneot be for. ulated until

2]

essentinl resulte in the thecry of cycles heve been

established (Crap. §).

L/5.1 "Loeal" Reinforcement Cperators

The term "reinforcement™ has been used up to this
peint in a behavioristic sense, as denoting a process
or operator which acts on the (observable) behavior of
a reactive system ¥ in the manner indicated in 4/1.0.

A more elementslistic concept will now be introduced,
that of "local reinforcement” or "lecal reinforcement
operator” (LEO), It is felt that this motion is
sufficicntly \c‘odﬁf«[wug te thzt of "reinforcement®
to justify thé similar terminology. “hile a "reinforce-

ment operator® acts on the behavior of

48]

reactive system

2

iy A "local reinforcement operator” acts on the elements
(abstract or physical) of the structufo of /7, and
influences behavior indirectly. s in the cmse of
“"reinforcement,” too special =& definition would result
in & loss of usefulnese of the coucept, and perhaps
invite irrelevant controversy.
sefinition |
et ¥ be an object with 1nput and output channels
% and ¥ which contains, in its interior, a collection

of distinguishked objects Cn called "choice cells.”
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fancticen . whici deternines its reactive rroperties,
wuprose that Lle reactive prope:ties of & are deter-
mined, ut &ny time, by lhe reactive properties, at
that tise, of the Ch. (Lt ¢y be assumed that o is

.

a neural-nnclop netwerk wits Lhe  being the cells,

n -~
snd the connocticons of In znd On {feraing the {ibres.)
ack reaction of - is sup.csel to be 2 alrect conse-

quence ol rvsacticns of the C, {responses of the
to stimuli from & or frew othor Iy).

finally, supiose that with gach O there is associated

n
o . n P -
a reinforcement operator ., =nd that all control
v
n
varisbles v_ hove st oany time © the saxe value zi{t).

n
Let this value be under the control of an external

entity =

sueh a 2 will be called = local rei

o]

forcement operator.

L/5.1.1 lhe basic concept is Lhiat of wn bbjac& v Whose
reactlions sre consequences of the reactions of some of
its peTUS wpe Juring any recctlion {ai(t;,fj(twl)] of
i, some Qi Lhie Ln "wake g vhoicel.” application of a
positive value of z results in the incrsase of likelihood

3

hat in the future, under the ssme couditions those

ct

C, iavolved will hove tie sawe resctive properties. 1t

does not follow, that this must necegsarily result in
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the increase of the probability that e, will be followed

i

by fiﬁjn the future, i.e., that local reinforcement

implies behavioral reinforcement.

It will nevertheless be necesscry, in l-ter examples,
to szgsume that they sre, to a large extent, eyuivalent.
“hen this must be done, plausibility zrgumsnts will be

provided.

L/5.1.2 As a first example of s local reinforcement system,
we will exasaine a system which may be considered of
special interest in that a witerial realization has been

constructed.*

"

/5.2 The SKALL machine. ¢ neural=-aznalog net with a local
reinforcement operator,
b/542.0 The following is a description of a realization of a
. LAC in a neural~snalog net. The mzchine, being a
physical object, =nd not digital in operation, cannot
be described completely; the system below resembles the
machine closely, but there =re some essential qualifi-

cations that must be made. These remarks will be

*This machine is the 5¥:iC (Stochastic teural-Analog
heinforcement Calculator) constructed by the author with the
very generous assistance of kr. U.5. idmonds, Jr. at the Harvard
Psychological Laboratory in the summer of 1951, Valuable advice
and encouragement was provided by ir. G. A, #iller, formerly
of the Harvarc ’sychoacoustic Laboratory.

The research was done under contract aF33(038)14343 with the
United Ststes Alr Force.
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enclosed in triple parenthesese—=({{...))). The

basic element of the machine is an electronic unit

called a "Snare" (".itochastic Heursl-inalos Heinforcement
Cell"), <Lach Snarc provides z "probabilistic" transe
mission characteristic for electric pulses, and provides
also a means {or altering the transmission probability
in 2 manner dependent con the recent behavior of the
snarc. 'The remainder oif the machine is made up of
equipment for interconnecting the Snsircs into nets, and
for the introduction and display of tulse patterns
for the nszts. The "synaptic delay" for the snusrcs is
uniform, but overall time-guantization is not a property
of the machine. Additional apparatus could easily be
added to provide for variazble synaptic delays and gpecial
types of Jjunctions.

hach "inarc® corresponds to 2 dis-junction (with any
number of input ¥ibres permitied). To obtain con-
junctions, or junctions with a numericel threshold, =
simple resistance net is attached to the inpubt of a
snarc. [ﬁach snxre has a reiractory period so that, in
princiﬁle, an- response function ecan be obtained.]
{{(in the machine as constructed, the refractory period
is very short, and to obtain dependable non-monotone

operation it is necessary to add special circuits.)))
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L/5.2.1 Description of the individual iaarc.

tach “narc may be regaurded ss a three terminal

active network element.

e>— S 7

-

in zddition, the snire has twe internal state functions,

X and ¥,

4{t) is the transmission probability of the snarc

at time t. If & pulse enters on fibre e at time t,
then, with probability «(t;, it emerges at the fibre f
at time t + s (where s is the standard synaptic delay).
({{in the actual machine, it is not the original pulse
whicr appears 2t [} each Snare regenerates the pulse,
just as in interneural transmission. - Thus the pulses
never lose their original form, no matter how many times
they "cross® junctions.))

#{t) is the internal recorc of pulse hisgtory which

must be contained in every Ychoice element” of a locel
reinforcement systes. 1in the Gasrc it has the fullowing
form. Let {t] be the time of the lstest firing of f up
to time to (1f { fires at t, {t§ = t) There is a

fixed constant M {(representing the "memory span” of

the “nare) and %{t) has the values

e l'% R tiﬁ N R PTD PN I

0 (t = Jef)> ™
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(({Bote: 4t 1s possible to set the 344U so that the
internal record is of the form
E¥{t) = 1 ¥4 t - §tf)

<.
=0 if (&~ fti}y M. Furthermore,

"

b

the value of i is easily sdjustable over a wide
range.)))

The reinforcement channel % operates ss follows.
There are two kinds of reinforcement pulses, z+ and z-.
There is an "increment function” I{:) wrich is positive
ancé c¢sn be adjusted by z constant sultiplier. {{(The
actual values of 1(X%) are determined by 2z rather complex
circuit, and sre not ez adjustable as might be desired.)})
If a z4 pulse enters on the B fidre at time t, there is
a change in the value of Y(t) which persists until the
next reinforcement. 7This change has the form:

A{t+) = i{t=] : Kit)eL{X{z=})
Note: I{X) has the property that iib i{i) is less than
1 and {=I{i) greater than zero, so that X is always
between O and 1, '

(n the other hand, if 2 2z- pulse enters at time t,

% is changed so that

Kled) = L{t=) = K{t)T{L{t=])

{({{vote, if the function K* of the note above is
used, then the reinforcement operator has the form

for z+(t): A(t+) = i{t-) + I(X(t=))
z-(t): Alt=) = T{x(t=)) if(t=-fth)< M
alt=) if (t=it})> ¥e Here
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reinforcement is "all or ncne” depending on whether

R

or not the snarce has [ired within the previcus ¥

moments.))) . -

L/5e242 In the machine, the z channels of sll the 3narcs are
(usually) connected in parallel, lience the effect of a
pulse of either z+ or z- type is that of a local reinforce-
ment operator (as defined in 4/5.1). The machine can
be connectsd so that z 1s operated manually, or automatice-
ally, on occurrence of some event in the net, In either
case, z will be controlled by some kind of V-gysten,

The remarks of 4/2-4/L will apvly to the machine to
exactly the extent to which this local reinforcement

cperator acts like a giobal one.

L/5.2.3 Technicsl liote.

({{The “probavility i(t) of a pulse passing through
g cnure is debermined Ly ithe instantaneous phase of a
wultivibrator which gates the input to the Jnarc. The
vaiue of £{t) is determined by the setiing of a potentio-
meter wrich fixes the duty cycle of this multivibrator.
Jeveral different techniques are employed to insure the
incoherency of the multivibravors of the various OJmarcs,
among these ure selection of differest zverage frequen-
cies for the different multivibrators, and changes in
the mean frequencies over short intervals. In addition,

the phase of esach multivibrator is subjected to disturbances
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of random magnitude and at random times; the sign-ls
for this being cbtzined from 2 thermionic white noise
generster, islaborate precautions zre taken to minimize
coupling between the oscillators. slthough no rigorous
statistical checks were nade on the incoherency, pairs
of multivibrators were observed over long intervals,
while set 2t the same mean frequency, and no coupling
could be noted.;,) ({{The reinforcement operator, in
the physical machine, consists of the rotstion of a
countershaft t¢ wiich the i-potentiometers are coupled
through magnetic clutches, [ne internal memory unit X
determines tie time through which the magnetic clutch
for any particulsr snarc is engaged. The standard
increment I is a function {determined by the circuit
associated with the & potentiomster) which depends on
the total rotation of the reinforcement countershasfit
during any reinforcement., The duration of 2 pulse

and its refractory period is ol the order of 2 few milli-
seconds, making the net operzte at realistic (neural)
speeds. The reihforcement process, however, being partly
mechanical (in the physical sensel!), operates over
intervals of the order of .5 to 10 seconds, and the
internal memory span i of the snares 1s itselfl of this
order. This is slsc, probably, not an unrealistic

figure for simple organisms.)i)
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L/5.2.4 The BHAHU mschine w2g tested in 2 series of maze-
running prdblems in the followin<t way. Tirst a "random"
net of snuircs was assembled on an input-output plug
btozrd. Vertices of the maze were represented by distinct
stimuli (simulteneous input volleys). wuach of several
possible responses were interpreted =s a decision in
favor of some transition to zncther vertex of the maze.
vther responsges were interpreted as "no decision" (or
"hesitation®)., Thus only certain transitions were
permitted, The complexity of the mazes was up to ten
vertices, and up to four allowed transitions from cach
vertex., spprratus wig constructed for sutemstic seguences
of the mzze-running problen.

ihen certzin vertices were distinguished as being

"bad" (V¥ z -1), others as “good"” {(V =1}, and the

remainder neutral {(V = 0}, the o ©

- perator wasg sc

connected thet when the Yrat™ arrived st 2 distingulshed
vertex, the approgriste z4,2- or no z-pulse was azplied,
The "training" could alsec be done manually.

In most cases, the Leecal “einforcement Uperator of
this machine did in fact have the effscts of 2 zlebal
operztor, and the le.rning propoertics wers evident to
the observer, For certzin mazes and nets, the system

~was unable to accomplish the assigned task because of
special combinatorial obstacles. In general, howsver,

the machine displayed gratifying ability. The assigned
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goal (the set of "goocd" vertices; in most cases we used
only cne such) could be changed during the operation
of the machine; in sucl cases the system displayed an
appropriate period of cenfusioun before "learning®™ the
new task. Perhsps most impressive wus the fact that at

any time during operation, the random net of Snarcs

could be rearrsnged, wires pulled out, tubes removed,
and even fuses vdlown, and yet, if not Loc many snarcs
were inactivated, the machine would, azain alter a period
of confusion, adspt to the new situastion znd find paths
to the preferred vertices., In most cases, tne initial
settin;: of the trznsmission probubility of the srarcs

nad no appzrent erfect on the asymptotic distributions
(if there were such;; to detervine whether this rolds

in genceral will be 5 subject for later investigation.

It certainly is not true for more ;general nets,

" L/6 Loeal vs. Global reinforcement

The question of when z local reinforcement operator
is equivalent to a global one is s very difficult one.
I have made some progre-s in this direction through the
? medium of a theory of "selection" or "evolutionary”
processes. It was originally intended to include this

theory as an additional chapter between the present

chaps. 4 and 5, and the decision to omit it was made
primarily for reasons of compactness. This theory has

? been worked out in considerable detail and will be the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



L=kl

subject of a later publication. The theory of sclection
processes 1s concerned with the behavior of distributions
of polnts moving in oriented rrspns with transition

probabilities which depend in » certsia specified manner

on the past trsjectery of the points. I.e., the theory

is cencerned with a certain class of stochastice

processcse. ihe theory seems applicable to the reinforcs-
ment preblem bzcause both leoezl and global reinforce-
ment have siwmilar ropresentations in thise systeg. ¥or
global reinforcement, the points ¢’ the bazse graph
represent states of © {sse 4/2ff) and the transition
probabilities n2re those of the resctions eiufj. for
local reinforcement, however, the creph is wore like a
phase space, in that tho vertices represent the internal
states of the whole net, znd the transiticns =re the
ehanges in this total internal state consequent to the
applgfation of" the local rveinforcement operstovr after
different reactiocns of the net.

f1lthough nn sdequate theory of the behavior of local
reinforcement systems has yet to be developed, some more
or less gsneral remarks can be made about kinds of
behavior that may ve expected from such systems. The
followlng example illustrate o Yew feature. that seem
to be important {at lenst in contrast to what happens

in the simpler global systems).
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h/é.l Interforence with vrevigus trainins

. R e s
The followins simple net will occur 2g07in and eeain

in any com licated net,

-’ J’
s’\—/{. . D.—i‘__/ le

< N 3y L)
Sy

i

Zuppnse tihat an extremely simcle LEG is available
whiech when applied to o juncticn which has recently

s A A Tama G4 YT Do s :
fired ralses its 17 frowm a "reatine” vnlue

Wisnhar yelue POwW o o Bt 3 1093
rhar veolue fye  OW supfosc Lol it is desired to
3 v IRy o D ¢ oy - . «
train the rasponse Jl.&l. 2 ueed only wait until this
response occurs znd than apply S+, Then the “P of J

1
- i T P 3 4 o e 13 &1 s .
and <3 111 be raised from £y to Fie :n the future,

if 1 is fired, the respousze %l will oecur with
reliability le(l—ﬂn). (¥ is 2 dis=-junction with

P m lelze 2/34.2) The response SpiT, will have'probabi—
lity fig?(1-Hy); 1f we assusme that Hg is smsll and By

ia close to unity, this will be gmall., Now if it is
further desired to train the resction Szzfz, and this
iz done by waltinz for sn occurrence of that resction
and then applying L4, then all four junctions will have
iP = Hl. Thits the relizbility of the first renction

be reduced from Hy (1-1g) to le(l-ﬁl)

which iz muck lower., The second reaction has the same
low reliability. This is a simple example of the type

of interference of new learning with previous learning

that will be found ia LA0 systems.
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L/6.2 "Unlearningz"

Consider a situation in which # net hes lesrned (or
started cut with) a reaction I:i and that it is desired
to remove this raccetion. If a - operater is aVaiiable.
it is simple enoujzk to awalt tle occurrzace of the
reaction snd then apply 4-; tHhis will reduce the 47

of the junetlons concernsd in the occurrence of the

reaction snd, in zeneral, will recuce its probability.
(Ir»,.-‘,. vy ot PR ~ T ix /oy e S
fy the undesired responsg 1s 19/ respodse iy akl,
Pl v 7 . 2 e
ul/ yd L/ e
this ﬂethoé/w1li not work, o ‘cournd,) -

However, 1f the system is not coulpped with a4 ==
operator {and the importunt systoms ol chopter 6, wi.ich

are propcsed as 2 brain model ~re not so ecuipped),

then the above routine cannot he used, 7le only

pete

altern-tive, then, i to walt v.til an application of
5 does not cuuse the ccourrence of o, and then apply o
(In chapter &6 a thire course, rolated to "extinction,”
is indicsted in the discussicn oxyﬁ/& (D3 and@Vi/ﬁ.B.

Zuch g »rocedure may or may nof be successful; if the

failure of B to occur is due merely to » failure cof
one of the links in the establishmsnt of the response,

then application of i+, is unlikely to depress the

future probability of the reaction. (In fact, it will
tend to increase it, by railsin~ the . of those juactions
| that do fire.} However, if the failure of Z:R to occur

is due to the inclusion of an inhibition or similar type
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of interfersice, tha reiniorcesent may be successiul

$ S YR e A . . -y v 3 -
1l SuLprensin frhe Tedction.

» P f—
-

swb-———bﬁ, "> i

2o

;

T

2N

Y

Imagzine that the undesired reaction involves the chain
dy v - Jg. Then the ncn-cccurrence of the reaction
might be due to the firing of a junction (inhibitor, or
one which alters the timing of some part of the mechanism
for the reaction) like J*. Then reinforcement of the Sys-
tem will reinforce J, and the suppression could become
reliable, This mechanism is particularly applicable in
the theory of chaps 5 and & where the timing of pulses is
important and in which extra pulses and paths have a high
capacity to suppress cther organized activity.

It is important to note that there is a3 great difference

between this process (of reinforcing noneoccurrences of
undesired responses) and that of applying a Z- operator
(te cccurrences of sn undesired response). In the posi-
tive case, slong with reinforcement of the "inhibitor”

é link goes positive reinforcement of these parts of the
reaction which still occur. The process thus ousht to be
called, in contrast to "suppression,” "Hepression." For
if, &t a later time, the inhibitor path fails for &any rea=-
son, the undesired reaction will emerge and with possibly
grester reliability than it had before the "repression”

was applied.
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Further rerarks on the lecal-slobal problem will
~ ALy e b Sl ] -~ P -. v *

Qe f,:.IO!.‘-:‘.‘;O\th chanter (,’ rut no Sj"StG.lr":th theory

is 2ttempted,
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CHAPTER 5, 1
CYCLLL INW wANDOR NETS

5/0.0 The model reinforcement systems of chapter 4 each

involve operators on the transmission properties of
nets. None of these cperators have a form which can
be realized, in a natural way, by a biologically
plausible neural-ecnalog network. The present chapter
contains the foundation for a more nstural reinforce-
ment theory for nerve nets., In this theory, the
"functional elements"” of the net will be "circuits®;
i.e., subnets which contain & closed "cycle" of
Junctions, and thus are capable of maintaining
sustained activity after cessation of outside stimula=-
tion. In the present chapter, attention will be
concentrated on the gtability and the interaction of
such circuits in random nets., The reinforcement
theory itself will be presented in chapter 6.

5/0.1 In the first six sections of this chapter, isclated
cycles will be examined under various synaptic
postulate systems. Following this, we will turn to
the examination of cycles embedded in nets.

Lach synaptic postulate will be a specialization of
the general recovery sequence (3/2.3). For each
synaptic postulate we will examine the response cf
simple chaing and cycles of lengthnto a single

stimulus pulse, and to stimulation by sequences of

el
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5«2
pulses. Discussion of the role of multiple junctions
is deferred until section 5/9ff,

5/1.0 e first consider junctions for which

(d) = 0 (d$r)
= p (d» r)

r is the length of the "refractory period";
the AP of any juncticn is p oxcept when the

Juncticn is in the refractory phase.

5/1.1 Simple chains (Cells: Hj, i = 1,2,... . Connections:
i"lg Ni‘f"‘lo
NI a 3

Let a single pulse, f(C), enter on the input fibre f,

4

Then, prob{Nj(1)) =
and, prob(ut\ t)) = pt
The probability that N, is the last cell to fire, i.e,,

that the pulse dies out at cell Nyyq, is pkq° Then the

mean distance the pulse will travel, or the expected

number of junctions that will fire, is

o0

k=2 ilpta) = p/q = p/Lep.

V3
In the case that the chain is not infinite, but has just

n junctions, the expected number that will fire is

n-t .
Mp = E:: iplq-+_npn = P (1 -~ pf),
g

5¢1.2 Repeated excitation of a gimple chain,
Let the input fibre f be fired, with probability a,
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5-3
at each moment t. Hach firing of Nl must be
followed by a cuiet period of duration st least r.
ifter r moments of non-firing, Ny will fire with
probability p when stimulated (the latter event having
probzbility & ot each moment). Hence the mean time T
between diecharges of Ny is
{r¥l)ap +—(r+2)avﬁ+~. . ..T(xﬂi)agﬁi'l e o . =T
| wherq/g = {1 =« ap)}, ﬁnd/3i‘l is the probability that Nl

does not fire qugpe orecedinr Z-l moments,

’ﬂ

-1
pi— #apZ:zal X

Iﬁ%? - ;rf%:;grz = Ty ap* This is just

r, plus the mean spacing that would occur if there were

Ty, [ag
Then T = g

A

no refractory period. After Nl, the pulses are certain
to have a minimum spacing greater than r, so that
the refractory period has no further effect. 'Ths
mean spacing of pulses at ﬁ& is, therefore ;va

p~Xtl(r +1/ap).

tach pulse travels @ mean of

( 1 ) fapg t 2ap2q—r o o . -rjaqu1- « o of= 8P
rap + 1 [ «] q{ rap + 1)

junctions. If r =, this is ap/q, as would be expected
from 5/1.1, since then pulses travel independently., If
as=1l,i.e., if stimulation is regular, then the
frequency of firing at M% is pk/(l+rp). If r is O,

this is Jjust pk.

In general nets, of course, it is not true that the
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refractory period plays no psrt after the input cells,

since pulses may arrive by dlffercnt routes to an

inner cell, ot intervals smaller than rmyl. 588.5/752-5)////

5/1.3 {ycles of circumlercnce n.
,«/:"/\’,D\NI
N \ Ny

D .
ao =-n o Ny

If r>n, then no pulse can travel further than n
Junctions, and continue to circulate around the cycle.
then the analysis is the same as for the chain of length n,

If r¢n, then for a single pulse the situation is
the same as for an infinite chain, and the pulse will

3ist £ / t o 1 P v om
persist a mean of p/q moments, or %, cycles. The

e 33 4 4 nl ~e 4 - .
cycle can maintain up tC,E%:I‘ circulating pulses;
each time a new pulse is entered, any pulse that
follows within v units will be eliminated when it
reaches the junction at which the new pulse entered,

. I3 *%e” ~
since that Jjunction w1llAbe refractory.,
5/2.0 Now consider Junctions with 2 supernormslly excitable

phase in the recovery cycle. The simplest case is

pr) O(cl '> 0r more ‘aener\a"’ *F@) O/A( ;}
| | (A_ p= E (r(é( 5>
p>3 'FQ*‘D

1 Y u
U

"

< ab>c|u* e“ "?ac_;'."'a* fon

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5=5

l. For a single pulse in a simple chain, the behavior
——

is exactly that in 5/1, since eack junction has

f

P=p

when the pulse reaches it.

2. If the fibre f (5/1.1) is fired st each moment t=l;

the situation is cuite different. Ny will have XP = 7

until it is fired; thus it will first fire at mean time
&wsﬁh

1/p. Let t; be the time of the 1 "'firing of H,. Ny

will fire first at t;; it then must fire at all ﬁimgg

t1+2i {1 =1,2,... J. For AP =1 at cach of these
times.

It follows that i, will be stimuiated at all times
t{#+2i+l, and after it first fires (at t;) it must
continuve to fire st alternate times thereafter., OSince

.

Ni+1 is stimulated at all odd intervals after the first

firing of &4, the mean time EE;E—:“EE is <§@—l .
= p4+3pg +5p .« « o =(2-p)/p=(2/p)+1, wnich

does ﬁot depend on 1i.

It follows that so long as stimulstion of Xy continues,

the activity advances down the chain at a (meén) rate

of p/(2-p) junctions per wunit time. The activity may

be visualized as follows: ach pulse of Nl travels

down the chain along junctions which have been left in

the facilitated phase by the preceding pulse. This

continues until the pulse reaches the Junction at which

the preceding pulse was lost. From this point on,

the given pulse meets ("fresh”) junctions with the
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normal AP z p. It traverses an average of p/q of these
Junctione before disappearing.

~ 03

Lxcept for the transient period (of duration averaging

"'“{.'5 -t
1/p) before Iy Pirst fires, a nes pulse enters the chain
at every othor roment. lence if regular stimulation

continues for » periocd 7, then 2 mean of slipghtly less
I !

than T/2 {almest exactly l? 4_{T-lgvz])pulses enter
2

the chain, ant since esch pulse ultimately ~advances

the =ctivity p/q Junctions a'ong the chain, the
liy
about E.E Jjunctions before
g

4

getivity trzvels a mesn ©
it ceasec. The activity does not cease as soon as
stimulation ceases; if at the time of the luast input
pulse the chain contains K pulses, these pulses will
be lost at the rate of &= 1 - p/(2-pn, per wmoment, and
activity will persist for & mean of ¥/% moments,
3e { a eycle, of circumference n, is composed of
such junctions, there are twe kinds of behavior that
can occur, depending on whether n is odd or even. (This
is 2 combinatorisl accident, and should not be
regarded as holding in more peneral situatiéns.)

If tre number n of cells is odd, and Hl is
stimulated at each moment, then any pulse originating
from Ny, will, if it gets as far ss Af» excite By

vwhen Hy is refrsctory. Thus nc pulse can continue

to circulste around the cycle, while regular excitation

continues.
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On the other hand, (with n still odd) when excita-
tion 1s removed, activity will eventually die out. For;
i. The nurber of pulses cannot increase after
stipulation cesases,
i1, If at any tire t, there are uore than'(n‘l)/Z
pulses, then at tg 1l there will be more than
{n=1)/2 refractory cells, and hence less than
{n-1}/2 pulses. iy i, then there will remain

less than {a-1)/2 pulses,

P-
[
[
-

llence, trere cannot at =ny t7t, be more than
(n-1)/2 cells firing, or the same number in the
facilitnted stoate. Hence there rmust 2lways be

at least one cell in thefpfstate. Juch a cell

P-
U
)
R
]
4

will remain in that state until it

hence i there are any pulsaes left

‘._h
v
ot
St
(D
o
ot
[¢]
H
o
-

at least one of them must mset a junction in
the p-phase in each n moments. 5o pulses will
be lost from the cycle at a2 mean of at lesst
q/n vulses per unit time and all pulses will
aventually vanish.

If n is even, then once alternate positions rre
{filled, each pulse will always meet junctions for which
P - 1, and activity will never cease. Iowever, if
any nulse is removed, the rest will drop out 2t 3
finite rate, because pulses will then meet non=-

facilitated junctions.
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5/3.0 Fore interssting is the case of non--dsolute
facilit.tlon, where the .07 of the facilitated
Junctions is raised, but not up to unity. It will

simplify walculations, CJithout (restly altering the
plecture, to sosume no refrsctory period. (presence
¢f & refractory period would only #dd 2 coendition on

minimwa spocing of pulses.)  “ssume then, tha

S

[

[l

'

o
IN

= P d > s
For further simplicity, let s = 1. Then a junction J
is facilitated at time t and only if it fired at time
t-1.
Ze will assume, of ccurse, that I'dp. and that F is

less than unity. Let g= l-p. also let G 3 1-F,

5/3.1 Definition:

‘he initial segment L{t), at time t, of the chain is
the segment of the chain irom { (the fibre at the left)
and up to but ¢t including the {irst junction which
does not fire st time t. (e assume that [ fires at
each roment, )

o! the initizl segment has length

T - S e
LD ot time t

Ny, we will write U(t_ /= n ¢ will also say that

¢

the chain is in state “ng at time t,.

bl

If #{tg) = n,, then at time tg+l there sre several

0!
possibilities. #p 1 may [ire (probability pil, also

thrl
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cne cr mere of the H, (ig¢n; may fail tc fire., 1In
the latrer ovent f1<'nO the initial segment is said
tc be "brcken,” by an "FTefzilure.® (For if an earlier
Junction friled tc Fire, it must hirve failed to fire

when stimulated in the /F/ phase. 'f F is very close

tade
n
=
s
-t
Jot
oy

to unity, thi ce an event specia encugh to deserve

=

s name.) The followine disrrar illuetrrtes what
happens when the initial segmont is brecken by #n F-
failure. (Tre dissrar was obtained with the use of a
coin and 2 tr-ble of randem numbers, and is based on

the values p= 0.5, F=o 0.95.)

T
&
N> 12345 ¢ 7805 100)12),14) 16,518, 20, 22,24
tl XXX X X XX XX XXXXXXXXX3XXZXXXK %J
2 XXX XX XXXXJIDXX XX XXYXXXXXXXXX
3 xXXXXXXxxX xxxxxxx(Oxxx xXxx
L % XX XX xXxXxXxX XX XX XXX XXXXX
5 XXX XXXXXZXX XJ X X X X X X X X XX
6 XX XXXXXXXXXX ¥ X X XX XX XX
7 xx®dOx x xxxxxX XN X X X X X
8§ X XXX XXXXXXXX X X X X X X
¢ x x x % XX XX XXX X X X X x
10 x x x x X X X X X XX X X b
11 x x x % x g] A X X X X X ¥
12 x x x x x X X x xx xQ) X
13 xxxxxx x4 x xC) x : .
1, XX XXX X XX X X a
15 x x X xx X x x X ¥
16 x x x x Xx X X x X ¥

denoteg an F=Ffailure

I\
N

denotes the end of the initial
segment
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5/3.3

5-10

It is clenr that the initial segment tends to grow

[

at tha rote » when there ars no 3aps. ~nce a zZap

develovns, the sezment following the zan is destroyed

at a rate of at lasst (l-o) = q. |Stmos THe applicatiom
witibe %o the ancitation of cycles, and a cyele excited :Z
itk gap will die out at a relatively rapid-rate oniy- ’
the initial sement will be imhortahti]

The stites 5,0 which sre the lengths of the initial

serment, form the states of » Markov chain., The system

is irreducible sinc: there i 2 positive probability

of goint from any I, to Edf1. _(this probability is
just F%p) hence all stites are in the same component.
It is aperiodic since, @.5., trers ara passages from
any state &, te any othsr state ﬁ} having both odd and
sven numbers of steps. This is true pecause there is a
positive probability of remaining in =2 given state
gither an odr or an even number of times. Finally all

states ~re non-null recurrent {(Feller, p. 342), for

state EO is recurrsnt, and in fzct occurs every time

Jl fails to fire, an event of probability.not less than Ap/

min{q,%}. 3Since the state %, 1s non-null recurrent,

k]

and the system is an irreducible larkov chain, all

states have this preperty. Hence the system is ersgodic,

The transiticn matrizx.

Let P, be the probability of transition from E, to

,; - /g’

| 7
Eye Then If m)m 41, py. = OuPp, = Flq. If rim, then 7
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oo 3= VW AP ;
Tar 1s 7. lhese relitions hold for my,n.r Oslyenne Iﬁ\
7 e il N “
1s0, wympl = Pe To sunmarize,
Pgriti = Gnlf idl.
Pry™#l 2 Fp
- - i
‘.-,m:m - f‘;
Pryr 2 FYY i r{M
The matrix of transitions is
T 03 - Iy '
ij ] 1 2 3 N1 m m H;. m 'i"i,} -t
? qg £ O ! 0 0 0 O
1 v g Ep o 'y d i v C
2 s FG F2q F4p ¢ 0 0 0
3 ¢ FG 1R #3q N S0 0
_—_ - = = A - - — -
M~ 2 falal P2'\ \'"3 3 {Tiem e
1 ; FG PG F2G | é wik ;p 0 0
m a ¥a F25 £33 | =t EBg R, 0
e\ G Fe ot da o wieleng el pnd,
The system has an asyuptotic distribution; let M 3
prob of being in &, The T satisfy the linear system
& = n.p. ny >0 E S
n’kg‘ SRS K Kml‘“l'
These may be written as '
oo
I o 3 2N '
- i
© J o) '
[ o Pk X4y m
k= ald P+ mPq BTG 3
=kt
4
‘11 -
or M = MW, NS lp + mkFKq + Fily . jz_, m.
A U ‘}
‘hiese can be solved successively for . . MeysMygeee '

but this is very tedious. mg= G/(ptG.), oy = m"p(l+p}

9\ F F(G-q)
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5/3 ¢4 For our purposes, it is important to know, at
least approximately, the distribution of the time of

the first passage from Eg to En. As will be explained

in detail in section 5/6 and ff, it may be assumed, in
the applications to be made of the caleculstion, that F
is .e.r% wal(: to unity., If this assumption is made,

the matrix becomes simply

q P O 0 0 0 De ¢ ¢ \\
0 g9 p O O O 0O04.-
g 0 p U G 0. --
o 0 g p O 0O4e-
0 06 0 0 a9 P 0s++ -

® 6 » e & e & ¢ = s o e s e °*

The probsbility that the system first reaches state Iy
at the time of the m'th pulse, is the probability that
in Bernouilli trials with probability p of success,
mit failures will be recor:ied before n successes. For
let =ach unit advance along the chain represents a
success. &cach failure means that new advances must
await a new pulse. lience m pulses will be required

in all, if there are m=} failures.

The probability of O failures before n successes is,

of course, p%. The probability of m+] failures is

Pn~lqm-l(n'éfT‘l).p. (For the last trial must

be a success (by definition), and the earlier n<]
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successes and m~1 failures may occur in any order,)

This is the Pascal distribution; it has mean_ng _,
P

which is thus the mean time of the first transit to En.
The same result may be inferred from 5/1.1; each new
pulse meets a chain of junctions in the /p/ phase, and
advances a mean of p/q junctions., Hence it may be
expected that it would take a mean of nq/p pulses to
advance n junctions. (In order that the approximaticn
be meaningful, it must be assumed that Fnz or better,
i (F)HZQ/zp is close to unity. This would imply

that the chance of F-failure, or the.chance of transition

to an earlier state, is negligible.

5/3¢5 The application to cycles is as follows. Let C be
a closed chain of n junctions. Let one of the junctions
JO be stimulated at each moment., How long will it be

before the cycle has all junctions firing in the /F/-

state? This is < e time that it would taks
*f”'e fn:'?‘lu/ 5¢f&""7$”1*
forsa - e reach the n'th junction in an infinite

chain, and the distribut}on of this was computed in
5/3.4. The mean time of activetion of the cycle is,
then ¢ ng/p.

OCnce such a cycle has been filled with pulses, it
will continue to fire until an F-failure occurs. 'The
average time until the first F-failure is easily seen

to be (noting that n junctions must fire at each
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moment) Tp = FI/(1-F2), Under the assumption that
2 .
(as above) FR® is close to unity, nG will be small, and
- oo ™ 1 -—.
expansion of Ty in terms of G yields Ppngi=1,
providing au estimate of the time the cycle will

continue to operate after stimulation ceases.

5/b F-stability and pulse distributions in cyeles.

For the remainder of this study, attention will b«
concentrated on forms of activity which have appreciable
probabilities of persisting for more than a very few
moments. In particular, we em;hasize the notion of an
"Fegtable® activity pattern.

Definition: A pattern P of activity in a net is saild

to be "F-stable" or "Feactive® if it is such

that until the occurrence of an F-failure

in the pattern, sach cell of the pattern

is in the /F/ phase at each time of

stimulation.
(Note: A "pattern" is a:distinguished set of pulses
and cells. The pulses of an F-stable pattern may meet
cells which are outside of the distinguished set of
cells; these outer cells need not be in any particular
state when stimulated.)

Any F-stable pattern has a definite "half-life"

which depends only on the number of pulses in the
pattern, in the case that this number is a constant,

If m is this number of pulses, then m junctions must
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fire st each moment, and the half-life is the L for which

gk 1/2, i.e., L::;liézp). In the case that the

number of pulses is not constant, there is no such
simple expression., 1f time-qugntization is invoked,
however, then any finite F-stable pattern muét'be
periodicy and the half-liie will not be difficult to
compute for any particular case,

«& will first partially classify pstterns of pulses
in simple cycles, and establish some theorems which are
important in the present theory. The results will then
be a,plied informally to more complex nets, and to the
classification of activity in general random nets. It
will be seen that while exact calculation is feasible
for simple cycles, rigorous extension of the theorems
to more general nets would be difficult because of
combinatorigl difficult:es. Cuazlitative, and topological,

arguments will be necessary.

5/4.1 Patterns in cycles of length i.

e now asgsume that all cells have the same properties,
and that they each follow the full recovery seguence
of chapter 3. Thus we will have to consider phases
/0/3/vy/3/¥/3/pa/3/p/. BHowever, as we shall concentrate
on F-stable patterns, the classification will be
simplified and not essentially changed if we set p, = p.

+e ask what are the possible patterns in a cycle of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5-16
length N, and which of them zrs I-stable.
ale N e /0/. 1In this case there can be no cyclic
activity at all, since no pulse can complete &z circuit.,
b). N e /pl/. This cycle can support at least one
¢irculating pulse, and possibly more. But
each pulse must, within N moments of its
initiation, continue to meet junctions in
either /0/ or /pl/ phase. Then there are no
F-stable possibilities.

c)e ¥ e /F/. 1n this cycle, a single pulse will

become F=stable at - the time it
completes its first circuit. If also g§J

o

is in /F/ then there will be patterns containing
1,2, «.. ,K pulses,each of which will be
F-stable. fnd for a given number of pulses,
it is possible thst there be more than one
F-stable configuration, even after identifica~
tion of time-transiated patterns.

d). ¥ e /py/ or /p/. Then no pattern with a single
pulse can be F-stable but there may'be several
F=-stable patterns with more than one pulse.

Actually, the variety of F-active patterns depends,
obviously, on the location and wicth of the /F/-phase.
The classification of Feactive patterns can be based

on the properties of the interval /F/.

‘1, If /F/ contains a single integer k, then a cycle
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can be F-active if end only if M/k =x, with x an integer,
and there are x equally spsced nulses in the cycle of
length H.
2, If /F/ contains several integers
ko, k,:koﬁ:l,. . . ”km"' kO-t-m,

there may be many distinct Feactive patterns. For

to each ordered partition of N into a sum of the ki's,
there is an Feactive pattern. For if

N =kil"" k12+0 o o ﬁis,

then the pattern of pulses formed by firing the junctions

—

“ : Ki[ ) )ki.f Kl.»l

v e a ,jl;,"*lﬂ;‘lr...fk._"_ :_)TY l

is F-active (or will be, once all junctions are fired by

J)

the rotating f{igure].

For example, let N = 10,and let /F/ contain Z and 3.

v
!
o

"

Then (JEVJZ’JA’J7) and (Jn’J2’J5’J8) are distinct
F-active patterns. Lxcept for retation, these are
the only such.
3. Ibxact computation of the number of rotatiocnally
distinct partitions of ¥ into integers contained in a
given interval would be laboriocus and (for ocur applica-
tions) uninformative. 1t is important, however, to
have sufficient conditions that a eycle can maintain

at lezast one F-stable pattern:
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Theorem: If /¥/ contains more than one integer, say
g and s<4, then lJor all ﬁ,;sz-l there is
at least one F-stabls state.
Proof: If Nz,sz-l tlien N can be written in the fofm
ps 4 q{s+l) with p and ¢ integers. This is
trivial if N = s? = s5 or if N = 52.1 =
(s=1){s+l}. Otherwise, N can be written (in
the s-ary number system) as -
N =ag+2;5+ is?  with a,,a,Ls

R
854 218 +52 + 52 ({R-1)

\i

2 50(3*1)4'(5 - ao)s+ ais -{—SZ(R°1),
witich has the desired form. Thus there is a
partition of the type discussed in 2) above,
and therefore there is one or more possible

F-gtable patterns.

5/L.2 A note on the role of time-guantization.

The above classifications and arguments are based
explicitly on the postulate of precise time-quantization.
1f this postulate does not hold, then the conditions
for the existence of F-stable patterns will not exhibit
such a clear arithmetic quality. Now the classification
of F-gtable petterns might seem to have 2 lerge importance
for this theory for more than two reasons:

1) F-stable patterns will play an important role

in net activity.
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2) The number of nossible distinct F-stable
patterns that can be maintzined within a siven
cycle O ought to supply & precise measure of
the "amount of informsation" thet can beé stored
by the activation of T in a particular mode,
For a realistic Neurological model, however, it cannot L
be assumed that time quantization can hold other than
approximztely, if that; the synaptic delay itself
cannot be expected to be perfectly uniform. Hence we
may use only those theorems that do not depend 6n

perfect synaptic uniformity.

5/he241 Suppose first that the synaptic delay of a junction,
instead of having exact value unitv, has instead a
probabilistic distribution with, say, mean unity, and,
say, the distribution closely, but with positive
dispersion, concentrated around unity. This might seem
to yield a {irst approximation to time-quantisation,

¥ow consider 2 simple circuit, containing two pulses. i

Let ¥ ~ 2k with k in /¥/, and let JH and J, be fired, 7 '-
both at time t = O, If the synaptic delay were constant,
then the two pulses would always remain diametrically
opposite (assuming no failure), and the circuit would
become and remain F-stable. However, with a noﬁ—trivial
distribution for the synaptic delay, the two pulses
under incependent variations from unit velocity, and

need not remain diametricaily opposite. In fact, with

)
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probability 1, the pulses will slip in phase in
the manner of a random walk, and sooner or later
one of the two cirauia& displaéements will become
too small to be contained in /B/. Zither cirecular
distance can be regarded as thé positien of a par-
ticle taking a one~dimensional isotropic random
walky it has probability 1 of laa#ing any bounded
region.

If this variation ¢f the symaptic delay is appre-
olable, then F-stability suffers; an apparently
P=stable pattern may drift into a non-F-sigble one
without any F=failure having ocecurred.

5/4.242 There is, however, another effect which may
serve partly to offset the random walk effect. It
is mown, (Fulton p. 140 ff.) that synaptie delay
is appreciably greater (at least for spinal moto-
neurons) when stimilation is earlier in the re-
covery cyele, l.et us assume this to be the case,
at least in those rezions of the recovery cyecls
coneerned here, )

We shall therefore investigate the coﬁsequanoea
of assuming that th® synaptic delay 8 is a de-
ereaning funoction of the recovery phase 4 of

each csall.
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in the exampls of 5/L.2.1 it is ezsily seen that the
negative slope «ifect of s(d) tends to offzat any
deviation that mizht srise from a superimposed added
random variation of s. Ior the closer nulse 1 comes
to pulse Z, {measuring'alonf the propagation direction),
the larger are the synaptic delays that it meets, and
equilibrium cccurs only at opposite points,

Jf course, if the slope of s(d) were more negative
than -1, then the correction, in this example, would be

greater than the previous error, and the effect might

not ve stabilisation. However, it is a biological fact

¥ that the slope is not that far negative, (except

U

possible for extremely small 4, in which case the
probability of transmission at 211 is small), i.e., in
general, later stimulation yields later firing, although
not so much later. (It must be mentioned once more that
there is no direct evidence fcr any particular synaptic

properties within the brain; all is inference from the

periphery, or the motor cells.)

Cn the other band, it would sesem thsat the negetive
slope {or, in fzct any slope at all) of s(d) would tend
to destroy the distinction between different F-stable
patterns with any given numbsr of pulces, since it
would seern that there would be = tendency toward
equidistant spacine.

Hence any information stored in the form of the

I
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spacing of k pulses would seem to undergo desradation,
and only the number ' would be 2vailable for lonr-term
storage of inforrmotion,

To prove this tendency tow‘ru regularization for
general s(d)} functions scems dvfilczl t; however it can
be shown for a2 linear approximation to s(d).

Let us suppose, then, that we Have simrle cycle of

n ca2lls, in which s pulses are circulating. Let the
pulses be called ?A'(K:: Lye o o33} with Dy
representing the pulse ghead of p,. Let the cells of
the chain be called N3 (i = 1,...,n) but allow i to
take on arbitrary integer values with the understanding
that H; 2 z\sj if 1 = jwod(n). Similarly, let X take

on arbitrary integral values with the understanding that

b mod(s,.

il

Pa = Py if a
Finally, let %ﬁ bg a, j be the time at which pulse 18 i

first fires ce;3 (i j¢n and ag¢ s). Also, for

as$s,and j<n, 1et be the time at which P,

a,j+kn
fires Nj for the Qﬁé&}:gh time. Finally, for all & and
3, let
tass,jin = ba, i (1)
(Note: this notation represents a corresponding
process occurring in a helical covering space, but may
be regnrded as pure formalism.)
Now we can express the effect of a linear s(d) function:
ta,j4l ~ta,; = K - p(ta,j - to41,3+1) . (2)
with 0<p (1. .
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5/h.2.3 Theorem If 0Kp €1, then the nal-e2 of o cvele

annroach o conatant velocity »nd an egual gHacines.,

Thig limitins fi-ure is independent of the initial

conditiong, axcept for vhuoe. Tho deviations from this

equilibriun wre, in =n apnropriztc mstric, exponentizally

damped.

vefine daj 2 b, o« T [é-s-tl - j] (L)

(Note: it will be scen that D is the ssyupbotic synaptie

delay, and thut dgy represents the deviation ol pulse

i Py at time taj from its position in the limiting partern.)

substituting the d's for the ﬁ's,

u
0.

t'a,j%-l“ta,j a,j+ -‘ig’j.h ¥

2 -L- 2 < 4 - s 1 . o
Cand, i+l ~Ya,5 = daq1,541 - da, 5 + 51 - 3).

hence

-
-—

: da:j“”l - daaj: p(da“l:j*l - da:j). (

-
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Note also that

d ats

a+s,jtn = Yays,jtn + (S5 n - J + 1)

- ta,5 +0M8a - g)

- dg, ; (6).

Now (5) is a system of difference equations which are
linear, and which are actually finite in number because
of the modular relations, (6). Assume formal solutions

for the system:

daj = Ca eZd _ (7)

Then da+e,j+n = Che ez(J*n) _ da,j==ca %

Hence Cgype = Gy e~0lZs (&)

a
Because of {8), we need only solve the system for s
consecutive values of z.Choose aa 1, . . . ,s.
Substituting the formal solutions (7) into the basic
equations (5), we have the linear system:

Ca ex(j+l) - Cg e2J - p(?a+l e 2(J+1) _ Cq ezé]

Dividing by e%J, we have
Cale® -1) o pl Cpe2Lcy).  (a<s)
Cglez-1) = p( €y ez(len) — g ), (a=s) (9).

or
Cy(l-p~e?) o p Catl ©* = 0 and (a<s)

Cqll-p-e?) 4 p C1 23 PL 0 (a=s)  (10)
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The coefficient matrix of system (18) is

(1-p-e?)  peZ 0 o . 0 0

) 0 (1-p-e?) pe? 0 . 0 0

0 0 (l-p-e%) pe? , 0 0

0 0 0 0 e (l-p-e?) - pe?
pe%(1-n) 0 0 o . 0 {1-p-e?)

and the determinant must vanish:
(1-p-e?) - (-p)B e2z(s-n) =+ g, (11)
Setting u = 1 - e*, (11) becomes

(u=p)® = (-p)S(i-p)s-n

or
(leu)S=D (12)

h

Now if u were negative, we would have
- u
{1 u/p/') 1 and hence I(l-ﬁ)ﬂ, 1.

On the other hand, with the same assumption,

/E(I-U)S-/a = /ﬁ-i—:%ln-s £ 1
Qince n=S is non-negative. Hence the u is non-negative.
Then l-e? (1 and it follows that z is non-positive.
Hence the exponents of the system include only & and

negative value.

Every solution will be a linear combinatiocon** of

**For repeated roots, the solution may include poly?omiQIO
multiplied by exponentials, in which case the exponentials will

dominate,
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the basic solutions represented ﬁ% the varicus gy
exponents., [iach of the non—zero-exponents determines
one (or if the root ismultiple, a class oé)exponentially
damped sclutions. The zero exponent deterﬁines (see
(7)) a constant.solution C, with all C, equal.* This
component determines the phase of the limiting pattern.
For since all but the constant solutions 2re exponen-
tially damped,

lim d

C where C 1s the ccnstant solution associated
J= 2 '

aj =~

with the zero exponent. DBut then by eqg (4), we have

1im€aj-[c +0 ( -%ﬂ} =0

JjDoo
This weans that the firing pattern approaches a pattern
which
°
i. rotates at the rate of 1/U cells per time unit,
ii. has synaptic delay= v

iii, has equally spaced pulses (because of the-an term)
S

iv. and whose absolute phase is determined by a
constant C, which is the only parameter of the

pattern which depends on the initial conditions.

5/ke2 ol I wish to add the conjecture thst essentially the
same result will hold when s(d) is a function which

has slope between and bbunded away from 1 and zero.

#Differentiation ¢(12) shows that the o-root is not multiple.
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It is worth noting that the tendency toward equaliza-

tion of pulse spacing which results from a moderate
negative slope of s(d) will not tend to destroy the F-
;:%ﬂf stability of any pattern which would be Festable with
the constant synaptic delay. For the limiting (equal)
spac¢ing is somewhere bLetween the extremes of the original
spacings; since these must be contained in /F/, and
i;f since /F/ is an interval, the limiting pattern will be

also F-gstable,

5/5. ixcitation of Festgble patterns. ln section 5/3.,6

the length of time necessary to establish F-stability
in a cycle was estimsted for a simrle case. It was
concluded that for a eycle of length n, ~-' .. -

« The same result

i wie mean number of pulses required
with the same argument holds in the general case (in
5/3.6 it was assumed that stimulation occuffed at each
moment ). It must be noted, however, that nq/p is the
mean required number of pulses; it is not the time

required if excitation is net continuous.

5/5.1 Suppose (in spite of the arguments of 5/4) that a
cycle C is capable of maintaining two or more distinct
F-gtable patterns. FHow can the cycle be stimulated so
as to set up a particular pattern in it? If stimulation
of each cell is permitted, one has only to fire each

dell at the proper time., If there is only one input
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available, arbitrary stable patterns can still be

imposed. BSuppose that there is another cycle C3 also Z

of length n, in which the desired pattern is active.

Une need only connect a chain from any cell of C' to any

_//’//ﬁ '

cell of C .

C’

If we assume time-quantization, then the set of possible
pulse spacings in-C', modulo rotation, is in one-one

correspondence with set of temporal patterns, modulo

time shifts of firing, st any one cell of C', The
temporal pattern will propagate down the connecting.chain,
and around C (st a rate of p/q junctions per pulse)
and will set up the corresponding spatial pattern in C.
Thus information stored in the form of pulse distribu-
tions in simple cycle can be easily transferred to
other cycles.
If there is much variation in synaptic delay, the above
argument will not be valid, for pulses which have
travelled around © may arrive at the input cell of C
at times which may conflict with the stimulation at
that cell.

If a cycle of length n is exeited through a2 chain
[fﬁ; of length n as in the figure, the mean time of excita;
| tion (until the circuit is Pe-active) is, by the same

o vhoc¥
argument, af.q/p. Y

Ny

o
i

. é ‘ . - . D . .
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5/5.2 Estimation of phase parametsrs.

As proposed in 5/0.0, circuits are to play a role as

funetional units in the behavior of nets. The F-active

1,

have sufficient sta2bility to act as

units, A4s such, uvne F-zactive circuit maut be able to

circuits are to

remain sctive long enough'to initiate another one,
gither by cogtacq or through a chain., This assumpticn
makes it possible to estimate plaus}ble values of p
and ¥, with the aid of the knowledge of the duration
of the facilitation phases. The latter information
comes from neurophysiological studies on nerve fibres,
and its-applicabii&ty to junctions, is of course,
speculative. \

Consider the network below consisting oi two circuits
of length n coupled by a chain of lengtk n., If circuit

I is ¥F-active at t,, while the rest of the net is inactive,

then if ci cuit I is to te able to ln te Teactivity

ENEs

in cireuit II, it must remain active long enough to

s

deliver 2nq/p pulses. If I ccntains k circulating

pulses, it must therefore remain active for Z2ng, %

time units.

{n the other hand circuit I remainsg active an average

L ;;’ - . . - - .
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2
-/
@f [/%C time units (5/3.5). If these guantities have

the same order of magnitude, then

1/k3 .~ 2n2q/kp or o6& 3
p i 2112.
5/5.3 The basic time unit (the quantization unit) corresponds

to the synapiic delay time. Neurolegiczlly, this is
probably oi the order of 0.5 millisecond. For single
impulses, the refréctory period is probably short; of .
the order of 1 to 4 milliseconds, and the /F/ phase
appearing 1 or two milliseconds later and lasts perhaps
40 ﬁilliseconds (C fibres). However, after several
pulses at intervals less than 10 ms, the /F/ phase
appears to occur later, and for a shorter time, and
higher frequencies appear to cause the /¥/ phase to
vanish., It seemg likely, therefore, that circuits can
be F-stable only if pulses occur with spacing at least
of the order of a few milliseconds, &nd relating this
to the synaptic delay, n/k is at least of the order of
5 or 1G. |

~e can make an independent guess as to the mégnitude
of F if we assume that if circuits play a role as elements
of brein action, they ought to persist for a noticeable
fraction of a second, a.g., of the orcer of 50 milli-
seconds. The time of survival of a single pulse in a
Festgzble circuit is 1/ time units, hence ¢ = ,02 or so.
it would vbe foolish to attempt to justify such an

estimate at the present stage of knowledge.
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Fowarer, since in the followin:s sections nechanisms

will be described which prevent P-circuits in random

“
o

nets {rom surviving as long as they would when isolated;
nence, 1t is probzbl: necessary to sssume that o is

even smaller. Uven if . is as small as 001, a cycle

of leagth 10 {with one pulse) hLas an expectancy of

ouly 100 circuits, or 1/2 second, taking the synaptic
delay to be 0.5 ms. Then (7.4) q/p is of the order of
5, hence p 1s of the order of U.2. 1t will be sgen

Y

later that the vslve of » is no

cr

critical for this theory.

5/6 ixtinction of F-stable patterns.
Fe-stable circuits are emphasized here because they
supply an adequate source for neural events of more than
transient duration. HNevertheless, they are not in-
vulnerable; there are a number of ways in which an Fe
stable pattern may be extinguished.
i, F-failure, or pulse-less.
(e will return to the question of when loss of
a pulse means extinction of all activity.)
ii., Inhibition resulting in pulse less.
iii, Phase shift (as in 5/L.2.1).

ive, Phase shift due to "subliminal neural activity."

.

{If a cyele is part of a larger net, or in a
brain, then the recovery sequence of its cells

may be influenced by nearby events. If recovery
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(A

is rets=rded, or hastened, the cyele
may leave F-stability.)
ve. Introduction of extra nulses.
Surprisingly enough, the effect {v.) on F-stability
of extra rulses is so powerful that (v) may well be
the most prominent scurce of extinction of cyclic

activity. In crder to show why thiz is $0, it is necces-

U =

sary to investigate the problem of which patterns can

beccwe I-stzble, and the probakility of this ovcurring.

AR T 23 STV S Sy e
AU AT IS o
.

T

B B T

PR

the only integer in /K/. .issume that up to time t = 0

et

(&
3

Bt e SRR

the cycle has been in F-gtable activity with one cireu-

lating pulse, out that at time v = ¢, an additional

e e s e 1 e < v

pulse is introduced. Then the probability that the

cyc.e will ever return to F-stabilitv is less than p2.

Froof, Let N, -eeNp_1 be the cells of the cycle .,
Let the original pulse be déécribed-as ﬁ_kék),
{20}, where Hy = Ej if 1= J mod (n).
Let the extra pulse appear at t O at Ng
(0o<s<n)
Then after t= o, two pulses will circulate
(until one or both fail), and they will be
represented as

.. ;-.';‘j(j) and i‘éj+5-(j)°

it each time t>o, one of four events may ocecur:

ARt
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1o Eple) = Beop(e-1). # (8). ()
i.e. The original pulse vanishes at time t.
(t)

‘ - - 1l. Ee(t)f ‘Nt_'.s_l(t"l)o i\;t(t}'/uf‘i

t+s
i.e. The extra pulse vanishes at time t.
ii1e 5(6) = B y(pa1), Niygo1 (B=1) o N (E) v N (8)

i.¢. Both pulses vanish at time t.

ive Bby{t)= Bo(e). Ny (t)

i.e. both pulses are present at time t.
Now let Py(t)= prob(i,(t)) (i=e,f,0,1).
»e wish to compute the probability with which the

system returns to F-stability. It may be seen, by

inspection, that if neither s or (n-g) is in /0/, and if

P1= Py then
Pf(t.-) - i«‘-l(t-l) Dl
Pelt) = Py(t-1) gP
Polt) = Py{t=1) qC (1)

where
P_ p if (t<s)
i= q " "
P=TF " (t>s)
@= G =1-F "

(Note. If n-s is in /(¢/ then the extra pulse could not
have appeared at all. If s is in /0/, then the original
pulse must vanish at time s. The new ;ulse must

traverse n-s junctions each in phase /p/ in order to
p >
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~become F-stable. Since (n~-s) is not in /G/, then

(n-s) is 2 or greater, 8o the probability that the
cycle returns to F-stability is pn'3\<_p2 for this
case. #e need not consider it furthef.)

The sysﬁem cannot become F-stable until after one of

the events i,(t) or ﬁﬁ(?) has occurred, i.e. until

after there is just one pulse in the cycle. w%e compute

T B R s 0 2 S A T e S T T i ks L S S SRR b e b e o S E

the probability of each event I and Epe
e

i ry{0) = 1
{ Pi(2) = p2F2
‘;f Pl(s-l) = ps‘l Fs-l
;{ L . L L4 * L 4 L]
{ Py(s k) = pSH¥2n ps-1
| or Pi(t)= F¥b (t <s) |
G- - 2
= FSTLp20-8 L(yy o) (2)
} The probabilities Pe(t) and Pf(t) can be easily computed
i - from equations (1), .using equations (2).
é Let P*p(t) be the probability that Pe(t) has occurred,
ﬁ and the system thereafter becomes F-stable.
.5 N+~Itt-‘) This means that only the
é ) extra pulse is present after
" ,arhh(t
¢ time t-1. In order for the

{
5
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pattern to bec.me F-stable, the pulse must propagate
until it meets junctions which were last fired by
itself, hence are in /F/ phase. low

N :\2 +, - ; & i 1w

troel’ y Stao |were last fired by the
original pulse, so the new ;pulse has probability pn=s-l4
reaching Nt+N' Also, Kt+N+s-l = Hg, o1 was certainly
last fired by the extra pulse, so it need only return
to this cell in order to become F-stable. The phases

of the cells in between,
[%t+Ws ceey Nt+ﬁ+s-2], or, by definition,
(?t' ceey Nt+S-ZJ depend only on whether or not

the extra pulse fired them in the last cycle, i.e. on

whether or not
Ne,g-n{t=K) occurred. e know that Ly, o x(t-K)=

t > il, since the extra pulse started at t = O,

Hence if t> s,

P(T) = pfime=l (t28)
£ s plmS=lis-t (ts) (3)
g:’*f(t): pN-t—l

- If Eg(t) occurs, then only the original pulse is left;
it has to reach all N o, in order to become F-stable.
A similar argument gilves

(P¥4(0) = 1)
Pr (1) =
P (2)

[} '
e B o
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o t< s ' (&)

Now the total probability that F-stability is eventually

restored is
o

- 1 y <8, og -
Pp =2 Pple) Peo(t)+ 2 Pelt)i%(t)  (5)
Or, by (1),
2 o2 - o -
Pz %: r’1(13-'1)‘10‘~~&P*f(t)4_ %: P(e=1)aPP* (t). (5a)
where P,i are defined as in (1),
By (&) and (5), this becomes
s-1
Py

s— b

= t 4 Fal - - b3 A
= 5= FUpripGpntel 4 oFpt)

oo 24+ 1=8 -
+> F P (pgp” + pqp°)

=(I) + (I1) | | (6)
. o)
[%s-lpl-S(pqpﬂ-s-l +'pqp$£]Z; pﬁt

[Fs-l 2s

Now (II)

[}

v

o2
) % -l 2e2g
= (1-p) (1+p) +P

P _s=1 | my

And a-~/

A-]
(L)= pP¢ > F¥ 4 qF ¥ (Fp?)t
[ f/
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T N po2 =(Fp2)S
= pnu 1-F + ql; ¥p ( P )
1-Fp?
SR FRSS inz - (Fp?)s
p (F-FS) + GgF 1oFp2 (8)

Thus, Pp= (I} + (II)

~ pR{Fp_FS . = 2 -
pR(F=F%) l-Fp2°F' (Fp* - (Fp?)%)
78=1 P Ny 2s+1
+* Bt
T (p™ 4p ) (9)
Let Pfgr be the value of P? for Fz=1.
PﬁZT 0

. 2_.28
+ (TopTT1ep)* PP

P2 N, 2
1+p (p" + p**)
2
_ 2 E_ 282 v
= Top LrR- pTTN1pR)
PI=T 22 g 2
< (L") ¢ p (10)

Now F occurs in the expression Pp only to take account
of the possibility of an F-failure of the original
pulse in the first s-1 moments of time. Pﬁ:i is
the probability of Festability being Vesieud
on the conditional hypothesis that no such failure
occurs. Let thi;:;;gothesis have probability Hl.
The contrary hypothesis, (that such an F=failure
does occur) is H, = l»Hl.
In the event that an F-failure does occur in the

first s-l1 moments, the only way in which Fe-stability
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can be restored is if the extra pulse crosses at
least n-s junctions in /p/ phasel s¢ the probabi-
1lity of F-stability beinp restored, on hypothesis
Hy, is £ pP,

Then Py g Hy P, o+ Hy pP7S,

3ince n~-s is not in /0/ (see (1)),
n-s 2> 2, and
"—DF £ Hlp2 + H292 = Pz-

SN
YW e LelJe

5/6,2 Theorem 5/6.1 is not sufficiently general for the
applications intended, It is restricted in two ways; the
cycle contains just one pulse, and /F/ contains a single
integer, An exact computation of PF for the general
case would be very tedious, but fortunately an informal
arguirent can establish the desired results. It is te

be shown that if /F/ is relatively short compared with

the egrlier intervals of the recovery se uencé, then

a random extra pulse will, with high probability,

extinguish the activity of the cycle., Wwe assume that
F =1, See 5/642.3.

Consider an arbitrary Fe-stable cycle with two or more
pulses. Osuppose that at time t = 0 an extra pulserw e

is introduced. Let N, be that cell of the cycle which

0
is fired at t = O by the pulse immediately behind 7,

and index the other cells by the integers modulo the
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length of the cycle., Let Ny be the location, at t =
of the pulse ahead of9y , and N-a that of the pulse
behind the pulse at N.., Let i, be the cell fired by
the extrs pulse st t = 0O, Let D1== €, Dz.: b - e,
D3 = 0 -(-a) = a. The pattern st t = O then resembles

the figure:

~4E ‘ﬂz N
121
- T .433237511137 6552;2;3:5:3-$ - ==

(Note: There is no restriction that N_g and M be
distinct. e do assume that Ng and Xy are distinct.)
Because, prior to t = 0, the cycle was F-active, we
knew that Dy is in /F/ snd
D1 + Dy is in /F/. There sre several
cases, depending on the location of Ne and the linmits
of the interval /F/.
I. Dy€HF/ . Dy €/¥/.
Then the circuit will be F-stable with e
surviving.
I1. D1€/F/ . Dz;é /¥/.
In this case,7 will continue to meet junctions
not in /¥/ until it drops. The remaining pulses
are not affected, and the cirecuit will return
to F-stability.
1ila, Dl%/F/ . D, €/F/ . (Dy +133)é/F/.

In this case,7f will remain, since it meets
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cells in /¥/-phase. Then'], must drop, since
it will meet junctions not in /F/-phase. iut
since iy +'03 is in /F/,“7,will continue to meet
cells in /F/-phass, and the circuit will remain
Festable.

IlIb. fﬁ/ﬁ’/ . 132&/?/ . (Dl+_D3) %/F/. Then TTe
will stay, Wowill drop, and then, since the

circuit will contain a gap larger than any

number in /¥/, the circuit cennot recover
Festability and will be extinguished.

Wa, Dy %/F/ . DZ.;L/F/ . (D + Dy +DB)€/F/.
Then (01 ,j: 33) must be in /F/(since /F/ is an
interval).\7ﬁ: must drope The circuit will

recover F-stability whether or not py 1is also

dropped.
iVb. Dl%/F/ . Dy &/ (Dy + Dy + D3) €/F/.

fm;must drop. If“T, also drops the circuit

will be extinguished; if 7o survives until it
passes the point at which“Yfedropped, the circuit

wiil recover Fe-stabllity. This is the only
indeterminate case; the probsbility of recovery
must be computed: \

The preobability that 7 last fires cell Hgtg is
ot (1=p). The probability that pulse 7T, survives
to fire this cell is pt*L, for'77} is certain to

fire cells Mg, Ny, « « « 5 Ng_ 1, and it will

i
48
ﬁ
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have probsbility e&f p Jffiring gach of the
remaining t+1 cells. The total probability that

o will pasc the point #t which72 drops is then

%E t+1 =
pap = ap) (p?)®
o O
= i%%?’ = p/l¥p.
5/6.2.1 The results of the case analysis fall into three

groups.
Ale (Cases I,II,Illa,lVa). In ecach case F-
stability is recovered. In order that one

of these cases arise, the proposition

E)l é’/}'/] or [;r)zé'/}?/ and Dl-!- D:%é/p/] or

[D 1535 € /5/
must hold,

B)., (Case 3b) Here extinction is certain. The
condition is
(0 ¢/f (b, E/8/) Dl+1,3¢/ 7))
C)e (Case IVb) Here extinction ocecurs with
probability 1-{p/l+p)=1/(1*p). The condition
is that none of Dy,Dp, or Dy¥B2 Iy be in /F/,
The cccurrence of sach case depends on the location of
the extra pulse and on the extent of /I/. The former

determines the values of Dl and DZ, 03 is deternmined
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by the location of the pulsey-l. ‘For s given [i/,

and a pirticular F-stible circuit, cach location

(modulo rot-ticn) may be said te live & vulnerability
index 4,3,or C{or 0,1,1/{1+p), the probability of |
extinction il an extra pulse were introduced at that
point). lor example, if /F/ cuntzins only the

integers & and 7, then the figure shows the vulnerability
index at each point:

(4) () (6) (0) (3) () (&) (%) {2)

PiY E:Y DL }\: 1;. .}; i :’L K } - -;{ a K K A
/’\ ' N\
N-étt} - dplt) ﬁ;zt)

(Note that if the left hand pulse were moved back to H 7,
then the vulnerability index of l; would change from
() to (B).)

How if we introcduce a rzndom extra pulse into an
F-atable circuit, then we can compute the probability
with which the circuit will be extinguished if we can
compute the relative numbers of points having each
vulneravility index, in foct, if pﬁ, pB, and pC are
these relutive numbers, the probability of extinction
will be just pb , 0/(1+p).

@Owever, if there is a refractory pericd, then it
is not possible to introduce pulses into every position;
cells are blocked for an interval to the left of each
pulse., The condition (of 4) that Dy @ /i"/ implies that

the extra pulse is close to the left of a pulse of the

<
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cycle, so thzt the refrectery period tends to prevent
extra pulses {rom entering -t A-points, so that the
presence ¢l * rofractory poriod will not zreatly decrease

the extinction potential of ¢ random extrs pulseJ

5/6.2.2 Let f, be the Iirst integer in /¥/, and f, the last,
Let Ngp(0) and &,(C) be consecutive pulses in an F-stable
circuit. Then the -condition Uy &/F/ will be satisfied
by the fo-b+a cells to the left of Ny, hence they will
be "i-cells.™ The condition 1, €/F/ will be satisfied
by just the b-a-fy cells to the right of H;. These may
or may not be iA-cells, by case Iila. How let us aséume

that f5<2fy. If this holds, then no_condition of the

form[il+Dg+D3€£] can hold, since this would require

that the sum of two integers of /F/ be also in /F/.
Then no other cells can he s-cells than those mentioned
above, except tne cellé Ky and Ny, themselves, Now
supposs that the cycle has length n, and that the
Festable pattera has k pulses. Adding all around the
cycle, the total number of left A-cells is kf2 - T,

The number of right i-cells is less than or equal to
E:Efl' Addinz the k 4-cells which carry the pulses of
the pattern, we have

g?goieg If f2<_2f1,'i.e., /F/ contains no péir(r,Zr)

of intezers, k is the number of pulses in the

cvele, n is the length of the cycle,
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Then tre number of i-cells is less than or
zmual to

1. f - d ]

2

E"il k I
p<y \l+f2-f1)
burthermore, since tlie space between pulses
wust be at least fl’ we have %;4%, aind it
L 2

follows that
AL 1Hfy=171)
- ""’"‘T—"—l ’

It follows that if /F'/ is relstively short compared
with /O/+/p/ (the twe earlier phases of recovery),
then pA is small. The probability with which a random
pulse will extinguish =zetivity is better than

l-EA

Hp.
This extincticon efficiency may therefore be assumed to

be of an order of magnitude not less than 504,

5/6.2.3. Another viewpoint toward the result of theorem

5/6.2.2 is the following?

'

An extra pulse can fail to extinguish:@a-F~stéble

pattern only il it can set up another F-stable pattern,

{
or

fEHS‘Erigigal. 1f /F/ is narrowj then in most cases

an extra pulse ﬁill inteffere and eliminate the pulse
‘following it. In this case, it will no longer be possible
to reestablish the original pattern. But as was seen in

5/k.1.e, if /F/ is narrow there will be only a few
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possible F-statle patterns, hence it is that much the

less likely thnt the circuit can recover.

The va'ue of U was sssumed to be unity in this
section., If T is less than unity, then in every case,
the probsbility a circuit will be extinguished shortly
after introduction of an extra pulse can only be in-
creased, nhence this assumption could not weaken our
results,

As pointed out in 5/6.2.1, the presence of a
refractory period makes it less likely that a random
pulse can enter certain positions of the cycle, and
hence msy reduce the facility with which cyecles can be
extinguished by noise. These points form an interval
to the‘léft of the pulse points, and hence overlap the
interval of “left A-cells” of 5/6.2.2., It can be seen,
therafore, that if /0/ is itself short in duration, or
of the same order of lenzth as /F/, that this effect

will not be msrked,

5/6.2.4 Feturning to the discussion of 5/6.0, it appears
that when [-stable cycles are cmbedded in nets in which
there is additional activity, or "nolse,"” the extraneous-
pulse cifact will be 2 major contributor to extinctioni
We will assume that the relative durations of the
recovery phasgses are such as to favor this effect.

There is however, one further observation an extinction,

| Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



546
or releted to extinction, thit will tond to moderate
the necessity to impose strong cenditions cn the recovery
sequence,” it may be noted that in cases I, IIla,
and IVa, while ['-stability is restored, it is not in
the original patvtern. In wany of the applications, a
ch;nge of patbern may be eqﬁivalent to extinction., In
cases I and iVa the number of pulses may be changsd
(certainly in I). In this event, the alteration will
not be reversed by the effect of theorem 5/4.2.,3; in
case Illa, where the position of a pulse is simply
shifted, that efiect will tend to restore the equili-

brium pattern.

5/6.2.5 Suppose that /¥/ varies from one cell to another,
Let /F/; be the /I'/-phase of cell Nj. Let I, be the
intervals between pulses in the cycle. Then it is easy

to see that the pattern can be F-stable only if, for
each j, ﬂ
7/
el WA

*Note. Heuroyhysiologically, - . for widely
spaced firing, it is not the case that /i/ is short as compared
to /0/+/p1/. However /¥/ does become short (and may even vanish)
after a few closely-spaced pulses, and it may be expected that
this will occur shortly after initiation of F-activity. further-
more, during the same "fatigue" effect, the length of /O/#/p¢
is increased, further improving the fz~f7 ratio.

The fact that /E/, the "subnormal® phase, is quite long in
most nerve increases the probability of extinction in case IVb,. :
and improved our result. A further effect of this property of
nerve is that if a cycle is extinguished, then it will be
exceptionably difficult to start it again Ior an appreciable
fraction of a second.

Al
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In particular, if'[}/?/i is empty, no F-stable
pattern is possible. If the intersection is narrow
compared to mix (f1)4, then few F-stable patterns are
possible, and by the argument of 5/6.2.3,extraneous

pulses are effective in extinguishing F-stable patterns,

5/7. F-stability in random nets.

5/7.0 in this section we consider certain aspects of the
behavior of random nets, with particular emphasis on
the forms of Festability. The statistical parameters
of the underlying nets are, so far as possible, not
specified. Instead of attempting to describe the
behavior of any particular net or type of net, the
attempt will be made to describe various kinds of events
that may occur in any (sufficiently complicated) net.
¥nowledge of the completé structure of a net would
make it possible, in principle, to mzke a complete catalog
of its behavior, and to assess the prominence in behavior
of the types of activity which are emphasized here,

. However, in any non-trivial net, such computations

would be, in general, enormously complicated. In my
opinion, detailed analysis of a reasonably complicated
net could be made practical only through the use of
modern high-speed calculators, and the cspacity of
present-day machines would be strained by a2 net of more
than a few hundred cells. 3pecific questions about

special forms of behavior might be more easily answered
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by computation; when it becomes clearer what
questions are to be asked, this form of attack may seem
more reasonable. For the present, existential and

classification arguments will have to suffice.

5/7.1 Let K be a random net compbsed of cells Ni and
connections which will remein unspecified. e will
not assume that each Ni has the same recovery sequence.
Assuming that Festability will be of primary interest,
the following approach might be attempted: The net
can be regarded as supporting a set 5 of potential
F-stable cycles, i.e.,

C €35 1if C =(&cl, o s oy Nci;>is a cycle, and

C‘c

(jl /F/jif 0. (s3ee 6/2.4) (1)
One cozld'then attempt an algebraic theory of the
Telations between the elements of 3. Conceivably,
this could lead to another network theory, in which

the cells are the F=stable cycles of N. This would

be very desirable, inscfar as the F-stable cycles are
in a natural way functional elements of the behavior
of Nye.g.,if attention is to be concentrated on sustained
forms of activity.

In my opinion, such an slgebraic (or set-theoretic)
approach would not be feasible in nets whose connections
are predominantly of the multiple-threshold type. In

such nets (and presumably the nervous system is of this
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type) the elements of sustained activity, which may
well be F-stable patterns, will net be simple cycles
in general, but will include more general forms of
oriented graphs, and the relations between these graphs
will be exceedingly complex. The graphs themselves
can be examined by qualitative methods in many cases,

and some approaches are indicated below.

5/7.2 Suppose that the net N is quiet for t<0. Choovse an
arbitrary cell X 2s an input cell, and let £ be.fired
(frem outside the net) at times ty,tn, o . .

X sends fibres tc other junctions. #Not all of these
can necesszarily be fired by ¥, for the other junctions
may require multiple simultaneous stimulation. However,
if J is a Junction that gan be fired by X alcone, then
it will be fired, eventually. J will fire regulsrly
in response to the stimulation from X only if some
condition like

nyng =y Etnﬂ."tn) € /E/:__}
’ is satisfied.
In such 2 cise, we shall say that "J is recruited into
Fegctivity by K. J and £ in turn may recruit meore cells,
and a regularly firing pattern may grow out from R.
The statistical parameters of the net will deteormine

the behavior of this pattern.
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5/7.2.1 Definition: Suppose that at time t = tg, the properties

wet”
R
M)

of every cell are changed so that, Qfter

| for 7
Pl=f =P = U, and F= 1, i.e., the transe {,\;_,
mission probabilities are zero except when the
cells are in /F/, and then the probabilities

are 1. And let the outside stimulation be

continued. Then the subnet which remains

active will be called the "Fegraph of N at time

- to," or "F(tp)=graph of N." In the present

case, where only the cell K is stimulated, we
will refer to this subnet as FK(tp).

This definition is far from satisfactory; the term
"remains active"” is not well defined. @f K is stimulated
at a fixed frequency, then at some time after the above
change in cell properties, the activity will become
periodic, and this periodic pattern might be a good
referent of'FK(ti]. In any case, FK(t) is supposed to
represent a measure of the extent »f F-activity in the
net at time t. (The formal alterition of the transmission
properties is not an operation actﬁally proposed for
nets; it represents a formal operation of "freezing®
just that activity that resembles F-stability, for

definitional purposes.Y

5/7e242 Let K be fired at times t; (as in 5/7.2}. Then

each cell of FK(t) must satisfy a condition like that
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J

of 5/6.2.Lh. If Ij= t34 = t4, then for each j, IJé/F/N‘,_;
must hold in order that Ny be 2 member of TX{t)., Thus

- ' . each stimulation spectrum (the set of intervals between

Lo .2 ) ) .
- pulses of the stimulation) determines a subnet of cells

for each of which, /F/ contains the spectrum. And each

Sl o T

FK(t) must lie in such 5 subnet.* If /¥/ is narrow for

each cell, then for different stimulation frequencies,

i

!? the domains of possible Feactivity will be distinect,

’; NCTE: The nets cf the brain contain many morphologically
| distinct types of neurons, in a common (spatially)

1 net. It is likely, then, that the biain contains cells

f‘g with widely varying recovery sequences. For different
* stimulation spectra, more or less distinct subnets
will become F-active, and it is conceivable that these
subnets might function more or less independently, as
"sub-brains." This idea will be further developed in
chapter 6, where a reinforcement theory for F-activity

is introduced. In this theory, it is possible to apply

{

!é : reinforcement independently to these subnets. ‘hen any
‘: given subnet is active, the activity of the others

1 cannot interlock with it in a regular pattern, and each
‘%f will be a source of noise to the others. 5ince, in

;%: the theory of chapter 6, control of noise will imply

1 control of reinforcement, this means that our random

#ixceptions to this are noted in 5/7¢2.6.
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nets contain, in principle, the basic matericls for
highly complicated interdependent reinforcement

systens.

5/74243 The growth of Fh(t) proceeds through the "recruitment”
into Feactivity of cells on the fringe of the pattern
at any time. OUnly cells whose /F/ phase contains the
stimulation spectrum can be recruited. while célls may

be added to the periphery of FK(t), other cells

already in I™(t) may drop out of the pattern. There
are a nuwmber of ways in whiclh parts of the Fe-active
pattern can be lost.

1). Cess tion of stimulation. If K is prevented
from firing, then all cells of F*(t) will drop out of
the pattern except these which remain activated by
F-stable cycles, if there are any in FK(t), or if any
form before activity ceases.

2). [=failure. If F is not unity then paris of
the pattern are certain to fall eventually.

[ln a theory of F-activity in nets, a noticn of
dependency can be defined; & part P of an F-active
pattern can be said to depend on a cell C of The pattern
if F-failure of { causes the less of the part P.
Similarly, each locaticn of the pattern may be said to
have a vulnerability index with respect to F, representing
the probability that P will fail if an extra pulse is

introduced at C.\

-~
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3). Uffact of extra pulser, The ¢greowth of Fg(t)
may eause poris of itself to 211 by dir inter-

ference.  The naxt few paragraphs srs examples.

5/7e2ek 48 new cells are recruited into the Fegraph of X,
the connectivity of the pattern may change. It would
seem that whenever an incraase of connectivity oscurs
the probability of loss of parts ¢f the pattarn is high,

Consider, e.z., the sifact of the forwation of a simple

cycle. J - )
A . D______d pZi_, . p§§::‘b——”‘<§iﬁf ¢

” J é—-v-d 4" | &5 67 (t)z

<:n-\n n-t

Let F*(T) have the form shown in fige 1, where each

depicted cell is in Fh(f} except the cell J,. Then
when (and if) J,; is recruited into the pattern one of
the following will result. (Assume that F21 for
simplicity; the effects of an F-fzilure ars obvious.)

v

I. If the pulses arriving at J, from the loop sre in
coincidence with the pulses arrivinz from JO at all
times, no part of the pattern will be lost. In fact,
the parts of the pattern previousl: dependent on Jg
will no longer be so; failure of ¥ or of any part of the
pattern before 49 will not cause the part after Jj,
to be lost. riience such a loop will tend to increase

'the stability of the part dependent on JO’ Hote

however, that the condition for this to happen is rather
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strong; K must fire at regulsr intervals, or in 2
sequence periodic with period n.

TI. If the nulses arrifing at Jl from Jn are not
ceincidental with those from JO, there are several
cases. 1f the pulses from the loop arrive during the
refractory period of J; they will have no effect, (al-
though they might serve to stabilize the system in the
case of later Jp-failure;. If they arrive at any othér
phase of dJ; they will have a marked effect on the
system. For if they arrive irn /pl/, they will act as
extraneous pulses, and as a steady supply of them!
Hence both the loop, and everything dependent 6n it,
including 29 and Gj', will be lost, (with probability
1, since extra pulses are injected until fallure occurs).

Cn the other hand, if the loop pulses arrive when J1
is in /F/-phase, this does not imply that the system
is undisturbed., For the activity of the pattern
previously dependent on JO is then dependent ¢ the
autonomous cycle. And the stimulation arriving at J1
from K via JO plays the role of extraneocus pulses, and
is likely to extinguis! the cycle, since the extrs
pulses again zre suprlied until (and after) extinction
occurs! &ven if the cycle and the stimulation are able
to return to synchrony at s later time, there wiii be' a
transient disturbance that nﬂ@i cause the loss of GY

\"
and G if J and J' have short /F/-phases, or if gy
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and o themsalves contain autonomous cvales whieh

N
%

are

L5}
[
-
par
«
[
=
o
=
fod
851
"o
o
+
c‘
o

Be stimulsticon. If the stimulation

and the cyele have independent frecuenci

[l

6, then the
extra pulses 1l appear at sll phases of the recovery
cycle cof Jl. Fwen 1f feilure of the cyels Jdoes not
occur irrediately, Jq wlll Le alternstely dominated by
cyclic and by stimulatory pulsecs, znd esch timz the
transition cccur., a transient disturbance will be

nd

'3 1 —1
transmitted to GY and GV N

Thug it is seen that the incorporation into

F“(t) of a subnet which, in itself, is potentially Fa

v,

£
‘{t) has itself become less

*y

stable, does not imply that

fragile. GSuch an inclusion may provide a continuous
source of disturbances to itself, snd to other narts
of ¥'{t), and in general would sesm tc reduze the

stzbility of the total pattern,

5/7.2.5 ‘nother way in which connectivity may be incrensed is

deplcted in Fi:, 2:

Jr T Jm“' ’
D——-OD-” .- ’bﬁ\-‘ I o
D__.— e ——o/ b———- & Gj.
/< OO .- - JD—"‘"".D Dy
3! jl T!
1 n-- n-1

If m and n are the lengths of the two paths from dg
to J, then J{g)=> Jy_q(6tm-1). J;_l(t+n-l). Ifm= n

there is no effect on®Y when the second path is recruited
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5/8.0

5-5¢

K . I . . v
inte F® {t). Otherwise, in zeneral, extra nulses
willl bte introduced into £V,
may occur. (ilso, in general, tre

of =a2ctivity in the net will be hroszdened.)

If stimulation of ¥ is regular, with intervels d,
and if it happens that m - n = 4/2 mod {d) then pulses
this

will zrrive st J at regulsr intervale of &/2. In

case, J may initiaste snother pattern of F-activity in

1 o . :
the net, IY{t) which operates at the doubled frecuency,
and is composed of cells from a
(t) (3ee 5/7.2.2).

may nct be able tc shsre the same cells, they may each

domain different from

ik

that of ¥ Although FA(t) and FI(t)

act as a noise source for the other, and perhaps inter-
fere until one is destroyed. It is through events of |
this type thst activity may arise in a svectrum domain
without prior stimulation by patterns within that

inteorvel spectrum.

MULTIUT BLL PATTERNS

slthough the addition of potentially F-stable

[l

patterns to an Fe-graph does not necessurily raise its
stability, 2s wus illustrated in 5/7.2.5, there may bve
special cases in which coupled circuits may attain a

high degree of invulnerability to extraneous pulses.

lonsider the case of two cycles with a common

(¥ig. 5/8.1)

5/8.1

chain.
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Thers are various conditions under which such a2 net
can become r=-stable. Tthe simplest condition is to let
the activity be symmetrical about the common chain,

Now consider the effect of introduction of an extra

pulse., There are two cases:
i. 13 the extra pulse is introduced into a cell
of the common chain, or if it is introduced
into a2 side chain, but reaches the common
chain before it.diséé;ears, then there is a
high probability that all sctivity will be
extinguished, as if extra vulses were introduced

into separate cycles. (The probability of

complete extinction is not, however, 2 cimple

function of the probability in the single cycles
case., )

ii, If the extra pulse is introduced into one of

the side chains, and does not reach the common

-

chain, then the other loop will remain #-active,

and may reactivate the loop in which failure

[Pt
occurred. A long 1l3l-phase would make this less
likely. uee footnote (5/6.2.4). . zg
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5/8.2 If a circuit contains several loops, the conditions
under which = zinzle extrs rulze will ceuce total
ertinstion become more restricted. (30 do thc acnditions
on the net for TFT-stability tc be nossidhble.] In tne case
(Fig. 5/3.2) of three cycles with two comaon chzins, an

extra pulse would h@ve to propagate through a distance

of the order of a full cycle in order to enter all

three loops. (The d.tted lines represent the trajsctory

of 2 typical extra pulse.

-~ -

It is interesting that total extinchion in such a
net would seesn to be favored by relatively high values
of trensmission probability in phases other than /i/,

in order to facilitate tho entry of an extra »ulse into

; eachh loop of the circuit.

tven if the extra pulse Jdoes not propagate into other
loops,bif loop 1 recovers F=-stability in a different
pattern, it is likely to lnterfere with and extinguish

the adjacent loop.

5/2.3 With small values of /py/ and /p/, it might scenm a
circuit with many coupled loops might be so stable that
it might become a relatively vermanent part of a net, or

even that 2 random net might assemble itself into a
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cellaction of cteble subnets,  (_ugh ¢ nel would not be

ugeful fn thic trheory,) Tuch an cysntuslity dees not
seem too likely, for side-chaine will tend to grow out
from any T-sctive circuit, -nd il o zi’¢ chain becomes
re-entrant, it ig wores likely te be destructive than

stabilizing, {in section 5/% the

is further exsuined.)

of autonumous Festabls subnets will depend greatly on

it is not impossible that in particular nets, such

"Vulti-stable"” patterns rmight teznd to grow and dominate

<t

he net with useless wmassive periodic activity. If

4 + ¥ o ~ o vy oy o v — bad
3 happens to be the case for the rindom nets of the

ct
y.

X
brain, then it is necgssnry to provide a dependable way

of removin: such massive activity. The following pro-
posals sug.est ways in whieh this could be done. They
are based cn the provisional hypothesis that the cortical
nets ~re such that there is a tendency for multistable
patterns to become extensive. «f this is not tihe case,
then the proposala and interprotations are not necessary.
{The behavior of the cortex in epileptic {(and perhaps
mizranecus) seizures may indicate that the cortex has

the potentiality of operating in a persistent massive
synchronous manner under some conditions, although thess

patterns might also derive from abnormal subcortical

activity.)
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5/8.3.1 dunctivnal fitlgus,. Jerslstoal §y008 ronous
aChivivy Coula De elludinstec il an additicnsl synaptic
postulute ¢l toe fellowlng naztwrc were addad:  “The /fF/-
phave ol an, junction Uscomes slorbor, or vanishes, after
a suiiicicntly long periou of irceguent transuission.®
(ror presenl purpoves, an eguivalent postulute would
have the value or ¢ Uegcome smaller, ratler than have
The duration of /E/ ovecome suorter, )

such a postulate has a definite analogue in the

xnown behavior of real nerve fibres. Ths supernormal
period is known to shorten -nd vienish after sufficiently

long periods of stimulatioa at suldiciently high frequen-

cios. (Joc e.ge., fulton pl05, fig. $2.) and this

I‘)
by
iy
(¢
O
'...
w
e
o
[
i
<
RS
L
or
by

plausible. -
5/8.3.2 “oxternal asynchronous stimuletion.” o multistable

pattern will necessorily operate in a narrow pulse

interval spectrum. an extinctio: vrocess could

operate. through the simple medium of 2 massive dis-
charge into the cortex at a diffsrent frequsncy, or
even s single occszsional blast of noise,

(It is conceivable that extinction processes are not
always adequate in the braia, and that in some brains,

the parameters cof the net are (or becomel) such that

growth of multistable subnets become a serious
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as Lo change

patiiological
aultist ble putieins untenablse.) <ny noise level
sufficiznt to extinzuish aultistable patterns will also

~ra .

be sullicicnt to extinguish ordinary F-stable cycles.,

<

Suticipating the arguasabs of chapter &, if iewory is,

2. o o eyl i P . P . Sy 3 -, K] - Fad b - °
in part, due to the coasclidation of previcusly F-active

“etroprads auncsis’ whiech ds o Jsuadilar sequel to

3 e - . oy oy 3 h N e
glactric or traumatic shock.

5/64343 ~athodelozical note. It is freguently asserted that

it is pramoture, -nd hence undezirable, to speculate

£

about the nature of psychologicsl and
phenomena ¢n the basis of an uncstoblisted t
(This attitude represents, in @y opinion, s reaction
against tLhe wive of inadequate "mechanistic” theories

of the early twentleth century. 1t is unfortunate

that tuls attitude should persist in the present time,

for ”mechanishid” theories are in tlhe process of becoming,

in my opinion, vastly more so;histicated than the
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"dynamic" theories of present-day psychology). In all
branches of science, it is important to examine the
postulates of a theory. But even when they have not
been proven, it is customary to entertain hypotheses
provisionélly if they show promise that, once established,
they will provide convenient explanations of the behavior
of the system concerned. In the particular éxample
at hand, the pathological processes that are conceivably
attendent on the uncontrolled growth of multistable
patterns, and their domination of activity in a net,'
depend on postulated synaptic properties which at present
have not been verified. Suppose, for example, that
there is a pathological syndrome X which tends to cause
general broadening of the /F/-phase, It would seem
almost certain that this syndrome would cause the
extension of multistable patterns, and cause a
behavioral (or "affective”) disorder. If "X" were by
nature an "observable" lesion,i.e., if changes in the
junctions are observable by laboratory methods, the
disease would be considered "organic.ﬁ If no "chamnges"
were observable, the disorder would be considered
"functional.” There seems to be a tendency among many
pgychiatric workers to regerd this distinction as basic
in some way, although many recognize the notion of
"biochemical lesion” and the possibility that a psycho=-

pathological state may be a consequence of an
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unobservable, yet "organic,' disorder. 1 feel that
it is particularly important to point out that it is
extremely probable that brain function is grestly dependent
on synaptic properties, while our present-day methods
of stﬁdying synaptic properties in the brain are
inadequate (to say the least). Thus it is particularly
dangerous to imply that on the basis of no "observable
organic pathology,” a certain condition is "functional®
in nsture. The methodological error would not have
serious consequences, perhaps, if there were not an
associated tendency to treat "organic" conditions by
"biclogical®™ methods whenever possible, but to treat
*funetional? disorders with "psychotherapeutic™ methods,.

T P
0oay a

I fail to see why it is less significant t
"depression" may in some cases be relieved by certain
drugzs, then that the psychological manifestétions of a
meningitis may in some cases be relieved by the use of
antiblotics.

However, there is a sense in which the use of the
term “"funetional™ would be appropriate in the classifica-
tion of behavioral disorders. It 1is easy to imagine
(although I am not at present prepared to comstruct)
nets in which the a priori probability of occurrence
of a gross, autonomous synchronous pattern is low, but

in which such patterns are possible. In this case, the

pathological behavior that occurs as a consequence of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5-64
the occurrence of the multistable pattern may be
called "functional," in sense that no "organic," including
synaptic, changes hive occurred,
It is important tc add thgt in systems which have
extensive learning properties, the definition of
"pathological®” behavior pattern must always be carefully

formulated, for evident reasons.,

5/8.3.4. if, as suggested in 5/8.3, the nets of the brain
require an additional extinction mechanism, it might
be proposed that the large electroencephalographic
potentials are due to massive synchronous discharges,
which, whatever their nature, serve as extinetion
sources, However, it is equally easy to suggest that
these potentials are due to the synchronoué activity
of large multistable patterns. Under this hypothesis,
the different frequencies observed might be associated
with the different spectrum domains proposed in 6/7.2,2.
Or these potentials might also be associated with re-
inforcement {chapter 6), «ith the evidence that some
of the rhythms are assoclated with sensory mechanisms,
etc., it is more than likely that the "brain waves”
do not represent any one process.

The necessity for periodic sleep in the highest

animals may be associated with a need for an océasional
clearing out of multistable patterns. OSleep might be

the period in which subcortical structures, e.g., the
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hypothalamus, control the removal of organized activity
from the cortex. The occurrence of dreams during slesep
is not particularly incompatible with this proposition,
since (1) there is no necessity to suppose that the
disorganization must be complete, and {2) dreams have a
notable quality of disorganization, notwithstanding

the fact that the Yelements"™ of a dream may have

significance.
5/9. FULDLILE JUNCTIONS 4KD F=-ACTIVITY,
5/9.0 Multiple junctions, :iscussed at length in chapter 2,

have been suppressed up to this point in order to
develop the notion of F-stability without becoming
involved with other aspects of random net activity.

It is almost certain that the majority of certrsl
nervous system junctions requife more than one pulse for
excitation (at least during ordinary states; see 5/9.1
below), and some of the consequences of this fact are

examinedvin this section.

5/9.1 Recovery seqguences of multiple junctions.

Let J be a multiple junction, i.e., one for which
the transmission probability is {(normzlly; in phases
/e1/+/p2/s and /p/} low unless a certain number, Ry of
pulses arrive at J in a very short interval. In view
of the arguments of 3/2.3/2 (see also Fulton; pp 138-

14C) the following postulates would seem to make a
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biologically plausible, if idealized wmodel.
:é J=l: .Iter J is fired it passes through the
recovery phuses as described in 3/2.1 and in
tie present chapter. ior each possible
3 % stimulus, the transmission probability depends
on vie recovery phasc at the time,

-

e transmission probability, for stimuli

C
!
ha¥

containing less than nj(the threshold number)
of pulses, is (very) low except when the
junction is in /i/-phase. Hut in the /F/-
phase the transmission probability is of the
order of magnitude of I, at least for stimuli
containing nj-l pulses.
Pogtulate J=2 suggests that in the supernormally
excitable phase, the numerical threskold is lowered,
in addition to the raising of the transmission pro=-
bability.

The postulates for multiple junctions are idealized
in the sense that the recovery cycle is not explicitly
dependent on the manner in which the junction is 7ired,
and that the recovery cycle is the same for eacihi type
of stimulus. A4lso, the "fatigue" postulate suggested
in 5/6.3.1 is not included. The followlng chapter will
introduce further modifications. The important notion

here is the reduction of numerical threshold during

supernormal phases.
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5/G.2 Crowth of F-grapks in nets with multiple junctions.

If the underlying net is composed predomiﬁantly of
junctions with multiple thresholds, then the growth of
vF-active patterns is contingent on pulses meéting the
stringent conditions for [iring a new junction, as well
as on the new Juncticn mesting the appropriate stimula-
tion interval spectrum conditions. Cnce a new junction
is fired the condition on the number of pulses required
is relaxed, by J=2 of 5/9.1, so long as the intervals
between stimulations continue to lie within /F/, There
are two ways in which a new cell (junction) may be re-

cruited into an already F-active pattern:

5/9.2.1 I. Pulses from within the existing I-graph may

satisfy the normal threshold for the new junc-

t tion. Three examples are
q—~
Ia G,.—a m u

NS

Ib (ﬁ v ‘
30 " ’

3, D\.J—-

In each case the path lengths for the two pulses is

the same, assuring that the threshold condition of two
pulses is met. (In Ib, the two cycles are symmetrical

so that the pulses arrive at J simultaneously.)
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Assuming that J has an zppropriate /F/-phase, once J

i

is

“ired, it will be recruited into F-activity.
The effect of the postulate J-Z can be seen in the
respronse of the net of Ib to an extra sulse, If an

extra pulse is introduced into one of the cycles, say

2

4

I . \ " 3 . o . . ’ U i
CI, and causes failure of thet cycle, {and assuming

that the extrs rulss “oes not go as far as J,) then J

l) 1
will be lost from the Feactivity, and J will receive
only one pulse at each stimulation. Nevertﬁeless,

d will rerain in the F-stable pattern., The same would
be true for Ic if in some way one of the intermediate
cells were inactivated. Thus the conditions for main-
taining 2 multiple junction in an F-stable pattern may
be legs stringent than the conditions for recruiting
it. On the other hand, a singlec extrs pulse can
extinguish a multiple junction from a pattern only if
it is able to fire the Jjunction., J=2 does not specify
whether the transmission probability remains of the

order of F when the stimulation iz well below the

normal thresheold,

5/9.2.2 I11. An extrs pulse, plus pulses from the existing
Fegraph may combine to satisfy the firing condition of
the new juncticn. But then, by J-2, the junction can

remain Fezctive without the repetiticn of the extra pulse.

MD.?JLQ;

A
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It is lwportant Lo note that, without the extra
pulse, it @.ght not huave been possibie for J to have
been recruited into the patlern. Thgs the presence
of "nolse’ iun ihe net pay stimalote growth of Fe

zetivity, wg well as its destruciiloun.

5/9.2.3 The type of growth indicated in 5/9.2.1 will be
influenced by the statistical parameters of the net.
If the threshold is high, growth will be slow. Both
the growth rate and the destruction rate will increase
with the amount of reactivity already in the net, since
the recruiting condition requires multiple coincidences,
and a5 in a large net, large parts msy be destroyed
with a single extra pulse.

For a net composed essentially of n-ary junctions,
with a complete statistical homogeneity, growth rate
might tend to depend on the nth power of the amount of
activity at the time, since recruiting of a new Jjunction
requires n simultaneous pulses, HNo such assertion
could be made within a net with significant spatial
preferences of connection, without extensive
examination.

The ty:;e of growth indicated in 5/9.2.2 is due to the
presence of "noise” in the underlying net. For the
applications of chapter 6, it will be convenient to

summarize the effects of this "noise."
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5/10., siven a net M oand an Feacvive pattern 3, "noise with®
resgpect to 5,7 or "Genoise" can be defincd a3 "all

PRI S N, E o T N S S 1 5~ . S IR - .
activity of o which 1is not 2 direct conseguence of the

o1 [ no 3 e ~
-he presence of G-nocisge hos been shown

\ (PRI, L Ny - J :
1/ +eise, in the form of the "extrancous pulses"
of tiiag ochasrnter is 2n ~ocent oh {oh lavs ¢

LS LUV wiliipiinl g DERE  4 QL;«'EE wiileh p us;b a

larze psrt in the destruction of F-graphs.,

e
S
»
o
‘C.)..
ey
Ji
@

ma¥es possible the incorporastion into

> Y

-srephe cells (junctions) wihich would otherwise

doth . effects are in thre direction ol changing the

Y

a

existing pattern of F-sctivity.
On the other hand, assuming thzt the neot is normally

connected to a source of noize, then removal of ncise

tends to stabilize the present pattern in two ways:

1), Hemoval of noise removes the extra pulses which

destroy F-activity.

Reroval of noise tends to slow the process of

o
.

recruiting new junctions into the F-graph,
{There is o second-order effect in thst remcval of
noise tends to slow the formation of side chains, and
: . Chfect
the especially destructiveaof the closure of a non-

synchrenous side chain.)

in the applications, it will be assumed that
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i. ine effect of nolse is relstively lorse

0"
ct
’—J
[¢]
n
413
ct

3
in its rcle as extinguisher.

ii. in the zbsence of noise the stability of F-acﬁive
circuits is tigl, and the growt! of side chains
slow, witl the reverse holiing in the presence
of -ueguate noise levels.,

.aci. ol these propositions will be favored if
Ae. ¥ ip close to unity
Le P1spp, and p gre swall, and their phases are
broad.

Ce iultipie Junctions oie prepoucerant,

Verification of these prorositions for a reasonably

lar;e net would require an enormous number of calculations.
It is hoped that in the near future it will be feasible

to study the problem with the ald of a high~speed

digital computer,
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CHAPTER 6,

TH REINFORCEMER] THEORY UF CYCLLS AND CHRTAIN

6/0 Introduction

This chapter begins with the proposal of a possible
neural basis for reinforcement. This propeosal is then

followed by various applications to more or less

special assemblies of random nsts with the cbjective
of indicating the possibility of obtaining higher
forms of behavior,

Unfortunately, I have not, 2s yet, found convinecing
support for many of the propositions in this chapter.
While many of the statements of chapter 5 were
formulated in such a manner as to be invariant of the

statistical parameters c¢f the underlying random nets,

this methcd does not seem to extendﬁfhe basic pro-
cesses of the present chapter. This is perhaps an
inevitable consequence of the faet that these proc-
esses are concerned with larger patterns of activity,
2.8., control of one net by aneother. 3Still, it
would be equally unsatisfactory to confine the
arguments to asny narrow class of nets at the present
time, for the purpose of the chapter is ﬁo present
several behavioral concepts and to make plausible the
possibility that they can be realized in an assembly
of random nets, rather than to describe the behavior

of a particular net or class of nets,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



B2

Hot entirely out of choice, then, we will take a
middle course. For the main part, the discussion
must be informal and exlstential, rather than formal
and constructive. It is hoped that the interest of
the propositions will, in some measure, compensate
{or the wesaxnesses of the arguments.

/
>¥g As part of the supporting structure fer the main
propositions, it has seemed necessary to znalyze a
few subsidiary notions, and to draw on some biological
analogies., Many of the gubsidiary arguments are theme
selves weak, and I do not want te zive the impression
that I intend thesm to Le entertained tco seriously.

(Accordingly, certain section numbers will be starred.)

6/1 4 reinforcement theory for cycles.

6/1.0. Cycles as "functional elcments® in the behavier of nets.

Much of the discussion of this chapter will be (
based on the assumpticn that in the nets under con-
sideration, F-activity of cycles plays 2 dominant role
in behavior. There are several motives for this view-
point.
l. The results of chapter 5 on F=activity hold in
a wide class of randem nets for which the junctions
exhibit the recovery seguence of chapter 3. The
emphasis on Feactivity is partly due, it must be :

admitted, to the fact that I have not been able to {
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develop 2 correspondingly advanced analysis of
random nets in tsrms of cther ahstract behavior
patterns. The thoorems on F-activity are to a large
extent independent of the statistical parasmeters of
the nets, and I have heen reluctant te restrict the
class of nets in order to obtsin octher types of
behavior,

2. & gource of sustained periodic activity is an
essential For any theory of the brain. At least in
motor und seasory :lomains, singls occurrences of
pulse patterns =are not likely to have much significance,
4 motor aet rejuires a sustsined flow of pulses to
each muscle involved, there certainly must be
mechanisms for extended persistence of various
internal state conditicns.

3. A technical problem arises in the consideration
of any large net wlthout cycles., If a typical path
from sensory to motor channels involves more than a
few junctions, then (in nets compesed primarily of
multiple junctions) the propagation of pulses through
the net will tend to exhibit chain reaction properties.,
There will be a very narrow range between the minimum
stimulus magnitude necessary to obtain any motor
response at all, and the magnitude above which the
entire net will explode into activity. In a net

dominated by F-activity, this type of explosion is not
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likely Lo occur, as the competition batween tycles
prevents excassive pulse;gansities in thie net,
(Another way of limiting activity would be to pro-
vide an approprisate distribution of inmhibiter fibras
within the not.] Vor a siven type of net, it might
not be too diffizult to calculate the level of
activity undef various stimulus conditions; this

will be attémpﬁed whien the time comes to specify net
paransters,

“he Por the following reansons, it 1s not entirely une
natural to consider the Fecctive behavior of 2 net as
disﬁinguish?ble from other combinatorial =spects of
the net's activity, with other zctivity regarded as
noige for the F-activity. For an F-active pattern can
be reliably infiated enly through extended periodie
stimulation, and such stimulation can be supplied

rnmost convenliently from other F-getive patterns. Jther
sources are external sensory (an unlikely source of
periodicity, and pericdic patterns generated by or
synchronized with autonomous periodic phenomena

within the brain, {(which, in turn, may be associated
with F-activity elsewhere in the brain)., In a deep.
net {see (3) above) single pulses crossing unfacilitated
junctions wust have a low survival prdbability, or the

whole net would explode into activity, but the system

of F=active patterns can drift about within thelr
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spectrum Jomains with relatively high survival
pirobublilivies, so long as there are not too many of
theas urthermore, winile extinction of an Fe-active
pavtern oy a single random pulse is only probvable,
autual loterfsrence ol two r-active patterns is cerﬁain
Lo destrey cue, since the other acts as a continuous
sousce 00X extrs pulses. [aus the oehuvior of the
s=active patterns. of a net can be deseribed te some
sstent in terms of toese patterns, and the theory of
s=active patierns Las sowe uggice ol zuboaumy as part

04 L@ cuiplete Lheory of tué nete.

6/1.1 Local keinforcement Operators on cycles.
A given, potentially F-active, subnet ¥ can be

regardec as a miniature reactive system., Different

stimuli may csuse differant reactions, and among the

possible reactions are gstablishment of Feactivity, and

destruction of ¥-gctivity., OSuppose that we require

an operator L winich can raise the "F-excitability®

of the subnet; i.e., if 2 given stimulus & originally
induces an Feactive pattern {3} in ¥ with probability
p3(5), then application of L raises that probability,
Cne way of doing this would be to have application of

L cause a rise in (the resting transmission probability)
p for each Junction of W which is zctive in the

pattern B. (Kote that raising the value of ¥ would
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not hove zny such efffect on the exeitability of the

pattern B; it would only make P more stable once
aned Leaw 24 o E- wdike wotny Sedoblotad,

initiate¢, If L is z2lso to satisfy the definition of

a local reinicrcement cperator, it must be such as to

have this effect selectively on the junctions of

recently zctive F-sctive prtterns.,

6/1.2 The operaster L of 6/1.1 will be a local reinforce-
ment operator if Feactive patterns are regarded as the
elementary reactive systems of the cefinition (4/5.1).
Of course, tlie underlying random net does not split
disjointly into potentially F-active patterns; two
cycieé may, in generzsl, contain common junctions,
Thus, if L is to reinforce a given collection of
patterns, it will in genersl interfere with other
previcusly reinforced patternn, and not only recently
active ones. It will simply have tc be assumed that

the cross-effects are not catastrophic.

6/1.3 The remainder of this section ig devoted to
deseription of such an L. This L will operate entirely
through neural channels, There is a basic problem
involved: If L is to operate only on junctions which
have recently bsen involved in F-activity, how is it
to distinguish such junctions? %e cannot expect ©o
find an L which operstes bodily on cycles, or ekpect

to find that a junction J contains information about
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which F-active petterns it has Leen recently

invelved Iin, However (I), it is not unreascnzble to
expect that a Jjunction would contain informatisn
indicating wiether or not it has recently porticipated

in gome F-zctive psttern, for this fact can be

determines (with hisrb relicbility) from exsminstion

of the pulse histery of the junction. This idea will
be exsrined in 6/1.7. 2ilso (I1), if a junction.has
recently been involved in an F-active pattern, the pro-
babiiity is greszter then chence that it is so involved

&t tlie present time, since I'-active patterns have an

extended lifetime. This will be especially significant
if there has been a recent reduction in net noise, since
this increases the average lifetime of I'-activity.

In order to construct an [ using these principles, we
require 2n additicnal axiom about synaptic behavior;

this is U=-2 of the following section. (6/1.4)

6/1.4 “he "density axioms."

The following "axioms™ are a series of proposals
abcut the behavior of interneural junctions. =%e do
not assume that they 21l hold; the discussicn is rather
an investigation of the 6onsequences of assuming each
one. HSach proposal states that if activity at .a junction
satisfies a certain firing "density" condition, then

the transmission prepertles of the junction undergoes
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cert=in chargzes, These olin-es or2 arala-ous toe those
Hhe recovery phase sedience of éhnpter 3, rere if a
condition
el firing gnge, then tee transmission rrohni™ility passes
throuzh the eccitobility pivzes /07, /Ioy/, /77y [oo/

N HS T i) 200

In) iz neos

PRI AN | ved

wWill be conzidered zs zaxiom N0,

25T T NN, ki RO o3 - < 3
ALl 0 N=0: If a Junction J i3 fMi-cd once ;
) ] 0 f a junction J i ~o¢ once, it passes

through tle recovery cyela as depicted 3n 3/2.3 and 5/9.1.
sz p=1: LeCinf ve a2 condition which is setistied, st
Sime ., iF inothe dnturval of len t1 7y prior te t the
Junetion has Mired st dntervels not lacger thin scme ¢1.
Then Z-1 atates thet as soen as & junction J satisgfies
condition 1%, the Jjuncticn vioceeds to prss through an
axtended recovery cycle ol the ellowing
junction retsins the propertiez ¢
that for a period i'] after condition {1} is satisfied,
the value of the "resting probability® p (the "p" of
phase /p/) is raised to & signilficantly higher value

pliil). The pericad Py is assumed to be considerably

Aala W

longer than that of the whole recovery cycle of 5-0,

SRTINAEIE

It is further assumed that the Ltrangmission probabilities
in the ;hases /0/, /p1/, and /¥/ rewain substantially
analtered durding pi. (The effect is not really

asgumned to be in the form of a step function over Pla )

e

but, as in 3/2.3.1, this is a convenient approximation. ) /

A1 =27 Let {20 be a condition (Tp,4,) like {1{ which

A.
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de satisfied when J has fired at intervals not greater
than #, for an interval T, with 4y ¢4, and T2 7;.
Then D=1 states that if {24 is satisfied, the junction
experiences a rise in 'p' which is {subject to the
qualifications of L=3 below) permanent. It is further
supposed that successive applications of 2] cause
further rises in 'p' and that ths other remarks of D-l
apply.,
AXICHM D=2': Let §2'} be & condition which is satisfied

if condition 1§ is satisfied in 2 certain numbsr of
disjeint intervals all contained in an interval Tp',
Then the same conclusion as in the case of D=2,

W

NOTESs  4AJCM De2' 1s sn altsrnative form of U=-2 and

leads to essentially the same results., It will not be
considered separately and is exhibited only to suggest
another acceptable possibility.

In a complete theory, it will be necessary to provide
some means by which the resting probability can be
reduced for long intervals. Axlom =3 assumes that this
can occur a8 a result of a junction satisfying some
(unspecified) density condition {3} and also that:

4210M De3: If p is reduced as a consequence of the junction

satisfying {3{, then the value of p can be restored to
its previous value by
(1) satisfaction of some density condition wsaker than

{2f, or zlternatively,
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(2) application of fewer occurrences of {2} than
would be necessary for a junction for which p had not
been previously reduced as a consequence of J3f. A
possible form of §3] might be: J is fired frequently

in an interval T3, but net so freguently that 2§ is

saetisiied,

6/1.5 Motivation for the density axioms.

6/1.5.0 ixiom D=0 has been discussed at length. It is the
basis for the theory of F-active patterns, and has 2
plausible biological basis. (Chap. 3)

6/1.5.1 Axiom D-l is significant, not so much in the rein=-
forcement thecry aspects of net behavior as in behavior
viewed as a stochastic process over short intervals.
Suppose that for a given net W, the interval Ty (of
the condition {1{) is of the order of masnitude of the
duration of a"typical® F-active pattern in & in_the

presence of ordinary noise levels.* Suppose also that

the freguency ccndition g1 of §1{ includes freguencies
congistent with Feactivity in the net, i.e., some numbers
in the interval /¥/ are less than #y. Call this
condition {1}¥, then if i-1 and 113¥ hold, the

behavior of the net will exhibit some coherensy over
extended periods (of the 6rder of magnitude of small

multiples of Py}, because cycles which have been Feactive

%*Note: The interval T; must be longer than the subnormal ;

phase /p&/). ef. foot note faqe S-H¢- /
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within a past interval of length Fy will have a

greater than a priori excitability. The bohavier will
tend to be cowposed of recurring elements in any such
interval, If the net is viewed as & resctive system,
the occurrence of a particular resction SO-RO ralsss
the srobability that i, will recur in a short time,
even as 2 responss tc a4 random noise input. Intere
nalistically, if it were desired to reactivate recently
active patterns, this could be done with grester than
cuance reliablility by simply introducing neise iato

the net. This might provide = Lasis for a "short

memory."
6/L.54.24 The application of axlom D=2 requires the following
condition:

Condition {2{¥: +e suppose that the intervsl T5 {of
condition §{24) is of the same order of
magnitude as that of the duration of a

typical Feactive pattern in the net N in the

absence of external noise, we suppose further

that the duration of a typical F-active pattern

in the net N in the presence of "ordinary®

noige levels exceeds ggrwith ingignificant

probability. 4Also, it 1s assumed that the

frequency condition of {2) can be satisfied
by the junctions of F-active patterns, in
H, i.e., that numbers £ §, are contained in

J/E/ s for most junctions of ¥.
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It should be noted thut 2" is a condition not on
Junctions alone, but on the connections within and
external to the met N as wsll, and thet }2{" can be

satisfied only il tihe conclusions of chapter 5 ap,ly to

if =2 and §2}" hold, then it follows that:
if, at any time, t, the noise level in

the net N, is greztly lowered for an interval
of the order of maznitude of TZ, then there
will ve a (lonz duration) rise in the resting
transmission probability 'p' of each junction

- of _many of the patterns th-t are F-actlive at
time t, hence of many that were F-active
ghortly prior to time t., (it is rot possible
to estimate how Mmany." at this stage.)

For if the noise level is cut at time t, then by
éZQN, each of the pattarns which are F-active at that
time will have a significant chance to survive threough
the interval of length TZ’ hence thelr junctlions will
have a chance to satisiy condition (§2{, and axiom D=2
implies the consequent rise in the value of 'p' for
those junctions,

Tt follows that if =2 and 24" hold for the net ¥,

then the operation cf greatly lowering the noise level

in N for a sufficiently (>T») long interval has the

effect of & Local Reinforcement Uperator L. «e will

return to this discussion in 6/1.6,
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6/1.5.3 An sxiom like D3 will undoubtedly be necessary
for any sdequate leswmsdm: theory of learning for if enly .

increages In syneptic transmission srob:bilities were

Lo

admittdd, the nets would probably become "saturated®
and inflexible. The particular form of {3} proposed
in €/1.4 is suiyestive of the phenomenon of "extinction”
in which repeated evocation of a lesrned or conditioned
response witkhout reinforcement leads to weakening of

the reactiou.

6/1.6. The conclusion of 6/1.,5.2 states that reduction of
noise in a net for which v-2 and QZON hold has the
effect of a LEO. The possibility of performing this
operation will depend on the connections of the net N
with the remainder of the brain model. If noise is
defined as that part of the net activity ;hich is inter-

fered with F-active patterns (thus one Feactive pattern

can be noise relative to another) there are several

ways of controlling it.

1. idemoval of sources of pulses external te ¥,

by direct means.

2. The removal of intcrnally generated noise is
wore difficult; presumably it cannot be done directly
from outside the net without prejudicing the survival
of the Feactivity of the net., Internally generated

noise is due to(a)! Interference between essentially
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indepandent Fe-active patterns through contigucus and
common connzschtions, and (b} “ropagation of pulses
througk non~v-aciive pathways. oise of type(%) will
depend on nultipgle junction conditions, and will be

reduced when externsl noise

,—h

3

O

at. The noise of type
(2) ie more serious since it cancet be directly remeved
without interference with the F-active patterns. Tut
this can be done indirectly: if the net is normall
operated in such a manner that the number of simulita-
neous active Feactive patterns is kept small, then
there will remain little type(a) noise when the external
noisé is out. But this can be done simply by keeping
the normal nolse level (in non-reinforcement intervals)
at a high level. 3ince this condition is probably
necesaary anyway in order thst 02{N hold, it costs little
more to assume that it will hold in our nets. If
norually there is high external noise level, a reduction
in this level will cause an assocliated drop in the
internal noise of both types, and the externsl nolse
‘reduction will have the effect of a LHO.%

{4 slightly different technicue thot might work if
external noise were not normally high would be %o
precede the drop in noise by a brief increase, It
seems plausible that a very short burst of noise would
effectively destroy some F-active patterns, but would

be unlikely to initiate any. The operation would destroy

* NG‘\:’*L O Y “\1, M'V‘LUM 104 ,1\4,4}: L an w(w{ r- YQW wt “ %W-
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some 0f the Fe~activity, but it weuld give the remainder

4 betler chance to survive loung enough to satisfy cone-
ditlon 2} and be thus reinforced. This tach
does net seem promising as compared to the normally

high noise levsl technique.)

The purpose ol the second provision of condition

N . . \ \ . '
{20" is desi_n-+d to prevent the (randow) reiniorcement
of F-active patterns in the absence of an overall

noise reduction. The alternative condition of }2t§,
on the obther hand would im;ly thet pabberns which are
Feaetive sufficlently olten would be lacilitated by
virtue of that fact alone, without tihie necessity for
application of = rainforceﬁent operator to the whole
net. It is conceivable thnt this would be a desirable
property of a2 brain model, but on the other hand, it
is not difficult to imaszine ways in which such a type
- of "lezrning™ mizht be antsgonistic to attempts to

organize the net by other means, UJ=2' is mentioned
only as an example of how a synaptic property mighf be
reflected 1n net behavior; we will not assume it for

the nets of this theory,

6/1.7 Diolegical aspects of the density axioms.

. 6/1.7.0 The evidence for the normal recovery sequence of
axiom D=0 is reviewed in chapter 3. I have made no

systematic effort to assemble evidence for the wvalidity

4
'
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of any ferm of axioms 3-1 - J=3 in the nets of the
central nervous system. 7The followins sriuments are

inten?

[0]

d only to show that these axioms need not be

ey ey T A
ralarae

e
>

35 a lirze number of srbitrery szsumptions

4

asout the behavior of intarneural junctions, but way

2

3

i

A SR EUN S > -
1nseexs O razn

d =3 the sinzle propesition thszt, in

o
e

(

a2 special woy, the internsural Junctious 2xhibit a sat
el properties which are more or less univarsally'observed

in living tissue,

6/1.7.1% It is frequently the case th .t when living cells
or tissues are exposed to an "irritating” stimulus,
their responses exhibit the following form.sz~0: if
the "irritation” is transient, the tissue responds with
a transient change in properties, either morpholeogical
or biochemical,

I-1. There is a "density" condition }iy} for
which, if the "irritation” 1s intense and prolonged
enough to satisfy Qllﬁ, thera 1s 2 change in the
properties of the tissue of relatively lonz duration,
with eventual restoration of the orizinal behaviorsl
proparties,

1-2. There is a density condition }I,l, stronger
than 9116, for which, if the irritatidn satisfiéé

fizl, there is a more or less permanent change in the

properties of the tissue,
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\L}} i vhrougl some process, a bLissue wiuilch has
beenr ciposad bLo Lrritations sabtisiyiag 042ﬁ but have

ginal propertles,

'-‘.

Lober been rectored to their or
subuequent applisution of ac irritution or type {l,l
CoUseSs a4 Sroulcer chwnge in this tissue Lhan would othere
wise Lo Lue Cise, i.0., apparent “healing” way be
incomplete, or the tissue may huve Lecuue "sensitlzed,”

A Lypical example is proviceu by the classification
of the sequalse of chemical or therimal traums inte
"first” (Igl, "second" (.y/, ana third \&?) Gegree
burng. In the third degree casce, the peruanent change
is exenplified by the {morphclogical) conversicn to
¥scar" tissue, Cther exarples are zveilible, tut there
is little point in cstalogulng thew. 1o certain cases,
the {biochenical) process of "sensitization® toc foreign
substances may procsec aleng these lines.

Por the case of interneural transmission, the zciioms

Um0 - U3 may be regarded cs exazmples of iﬂ”l if the

3

.

following provisions sre nade:

1. The treonsmissicn of a pulse at 2 Junction is
regarded as an "irritation” to cne or both of the
afferent fitre ending or the efferent cell surface.

Z. The chenges in the properties of the tissues
involved are such that the transmission probabilities of

the junction is raised in the sppropriate intervels.
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gystemn, «U Lo proposed only Lo shew Lhot ey = D=3

- . 3 . ~— h? 3 M G o
e et Mo e s om el Tar e s cvnterl g a4 T e vem Areesds

need 1ot b necsusarlly rogorded as a large aumber of

independent hypeothieses abrut inserneursl transoission.
frecuent Termn of responzs to lrritation is a local
gdens or Tswelllnge”  This 1o olbew the case {or therma
zlectrical, cheuiczl, or even mechanical irritation.

F O

31s were Lrue for the
"irritation” of interneural traussrission.  Such a local
edema or swellin; will brin, the active surfoces closer
together., Uut Ehen,'ou the basis of ecither an electrieal
or che:iual agent transmittcr theory, it would

natural to cupect n rise in the transnisslion reliability,
slnce in either casze the concentration or field strength
of the transmitting medium will be increased st the

eiferent surfacec. D=2

o

suiiiclently p;olongeu, the guometric chanses sve relativew

ly permanent, The other axioms Love an obvious haulogy.

6/1.7.3. Chemical or "humorsl' reinforcement theories.

The noize operzted LRU of #/1.1-6/1.6 hes the

feature that in & reszl sense it is contained entirely

&

within the network structure of the net, It is possible
to describe alternitive models in which the reinforce=-
ment control channel is not a part ol the net proper,

SeZe, 28 in the SNARC machine. If such a model is
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proposed 28 a brain theory, the most natural correspond-
ence to the extra-neural reinforcement contrel channel
would seem to be "humoral" or vascular distribution of

a biochemical reinforcement agent. 3uch s *reinforeing
substance" would have to selectively alter the trans-

mission properties of intermeural junctions which have

recently been active, or have recently satisfied a
dencity condition. It is not difficult to emvisage
a mechanism through which this c¢culd occur:

It wight be proposed, for example, that one of the
effects of the "irritation® of interneursl pulse transe-
mission is to render ths houndary membranes of the

Junction surfaces permesable tu penetration by the

circulating reinforcement substance. Thus the substance
would selectively enter recemtly active junctions and
produce the appropriszte al teration of their properties,

There zre limitztions to such a "humoral™ theory of
reinforcement. ngﬁthe time of circulation and diffusion
of such a substance through the brain might be tco slow
to be adeguate for some fypes of learning, ﬂlea,lv,

it would be difficult %o locallize the domains of the

brain in which a psrticular reinforcement aect is aprlied,
without having to introduce a large class of different
agents, or postulating their injection into specialized
vagcular channels.

A proposal which might be a good compromise between
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the hrumoral theory and the completely network theory
is the following: There are many morphologically
distinct types of neurons (and other cells!) in =ach
subnet of the brain. It is not inconceivable that there

are associated biochemical distinctions, and that the

discherge of some particular type T of cell causes the
release, into the surrounding interstitial fluid of the
brain tissue, of the hypothetical chemical reinfer;ing
agent, It need only be further assum:d that the cells

of type T are widely distributed, but can be-selectively )
fired through one or more central channels, which thus
become the reinforcement channels for the brain. Such

a system would be acceptable {or the theory of cycles

with firing of the control channels of T replacing the

reduction of noise in the role of the reinforcement
operator. However many of the mechanisms of the remain-
der of this chapter would be difficult to realize in a
simple way with this local chemical tvpe of operator.

It may be noted that this local chemlcal system would

be much faster than a vascular system in its aetion,

and that it is closer to being a part of the underlying
net. It is perhaps worthy of mention thot the fact

that no "reinforcement substance™ has been discovered

is not good evidence with which to attack such a chemical
theory of reinforcement, For in this medel, the

reinforcement substance is released directly into the
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interstitial fluld of the braia. Iif, like most
substances, it does not penetrate the blood=brain
barrier, it would never enter the general circulation,
and would not be detected there; similarly it would not
have any effect when injected into the general circula-

tionm, since it would not have access to the interneural

junctions. {Finally, it would have to have a short
lifetime in the brain tissues if it were to provide an
acceptable reinforcement operator.)

Regardless of these possibilitiés, we will
investigate primarily the noise controlled reinforcemsnt
operstor of 6/1L.6. ‘Whether or not & process of this
kind has a realization in the brain, it is a convenient

basis for the operation of some systems of non-trivial.

behavioral complexity.

€/1.8 Summary.

The arguments of this section combined with those
of chapter 5 show that it is plausible that if the
conditions D=2 and isz are satisfied for a net K,
and if ¥ is normally operated at high (externally
generated) noise levels, then the act of sharply
redueing the (external) noise level has the effect on
N of a local reinforcement operator.

It seems likely that only computational, i.e.,

Texperimental” techniques could determine whether this
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ls the case for any pirticular net Kge It would also
seer: that only such methods could verify whether or

not the resulting loozl reinforcement operator would
tizve, to an adeguate extent, the properties of é global
reinforcement opersztor, (See 4/5.1). It seems advisable
to characterize nets for which thess conclusions hold

by o special notation; we will call them G!-nets? .

08t of the nats in this chapter will have these

properties,

6/2 Heural primary reinforcement theories.

6/2.1 In this section we discuss the possibilities of
rezliging, within a neural-~anslog network, systems of

the form (¥,2,V) (see 4/2ff), where the 4 is a loeal

\
reinforcement operator,
6/2.1. #e first conslder nets of the following form.,
1 i
| {
:>—_ﬂ\ } ' —
! {

N
:
A
]

The main net H-I is assumed to be a (random) neural=
analog net provided with a local reinforcement operator

B e | ot N . . : ) I - &
H . . . R . R i 24

e L . 3
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e

operstor may be regarded ns operating on elther the
prineiples of 6/1.8, or those of 6/1,7.3, or on any
other workable rrinciple. ‘s was pointed out in 4/3,
for glebal reinforcement, the behavior of the system,

as relsted 2n envirconment, depends strongly on the

tc
nature of the informstion used by the V to control the
application of reinforcement, This is equally true for
locsl reinforcement operstors, e shall exawine some
prossibilities, with attention to the bilological

applicability of each model,

In simple organisms, 1earning must be directed in
such a way as to promote survival, (To put it somewhat
less teleologically, it can be expected, that with
probability much greater than chance, the process of
evolution will tend to provide those organisms which
nave an M,A,V system with a V which tends to promote
behavior which is pro~survivel.} It seems to'me that
in those lower animals which have an appreciable
learning capaeity, this is accomplished in the'following
way. ceeh organism may be described as haviag an

PINTEEHAL PHYZLOLOGICAL 3T4T0." It would be quite

futile to attempt a precise specification of what I

mesn by this expression; I mesn to indicate an "imaginary®)

catalog of the instantsneous metabelic and mechanical

condition of each tissue of the body, excluding
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specifinally those zspests of the state of organs and
channels which can naturally be regsrded as information

theovetic {(e.z., the pulse stzte of the nervous

i

system, or hormcnal concentrations). Lat u

77}

guppose

t-l

that this internal state can be deseribed by a finite

number of‘distinct real prrameters (whic® are suppose

ts represent things liks concentrations of nutrients

in the bleod or interstitial fluids, or the mechanical
foress at work in specific organs). There will be a
subset of these parameters whose values must be msintained
within some "norazl range" 1f the organism is to be

able to survive (or at least to be "normal®), .Exampleé
are {i): the concentration of circul&tiﬁg oxygen (or

of C0s), (ii): the concentration of "essential®

metabolites like glucose, (iii): the internal tempera=-

ture of the body, (iv): the relative and absolute
concentrations of electrolytes in the local and general
circulations.

Now, of the "critiecal®™ internal physiological
paramseters, soms will be maintained within their
"normal range™ by means of "built-in® internsl regula-
tion mechanisms (“homeostasis™). Juch mechanisms may
or may not involve neural or mechanical adjustments.
(lucose concentration is partly regulated by such a
built-in mechanism utilizing a hormonal channel.

Respiration, similarly, is partly regulated by
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neurcruscular built-in channels, ¢ iz internal tempera~

ture and water Jistribution. However, the built-in

regulstors sre net, in reneral, capable of complete

N

gbabilization,

(S

or many of the physiclogical para-

meters, some form of inversetion with the external world

iz egsential for maintensnce within normal limits,

In som= cases, the form of such interaction may be such
thst z2zsin a built-in mechaniem will suffice,

In the case thnt the environment is not sufficiently

dependable, or egulvalently, if the organism is to be

able to survive in a wide variety of 2nvironments,

v

then esvolution may fail to be able to uroduce a

sufficiently versetile collection of bHuilt-in mechanisms,
and another method will be renuired. Tonsider the case
of thermal stabilization. The intsrnal regulators have
a limited success in regulating the vedy tempsrature,
but. if the level falls tao fsr, it is necessary for the
orzanism to Tind a way to make the savironment provide
heat. It would be valuzble for szuch an organism to be
able to learn how to recognize and exploif sources of
heat. It would alse be assential for the ¢rganism to
bs able to leazrn to do thias only when it "is cold";
we will call this "motivated” or "drive-motivated”

behavior.

This type of learning can be exhibited by an (M,2,7)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6-26

system egulipped with en appropricte V system. The most

¢lsmentary scheme that ceoms acceptuble iu that of
"arive-reduction reinrorcemsnt.”  Suppose that ¥V is so

~ gt vme O Yoy S R { I iy . - LIRS 1 .
constructed Lhat Lhe rsinflorcement system is activated
i~ 28 ¢persted) wWhenever ¢ shysiological parameter

Tyas 4 Yo ey e ) ER A S £ - P
that has bsoen culsice Lil@ norus L 1"5'.,1’1,-.»__3&;:1 is roturnsd

PO S SR N T . ~
Lo noermal level. Lohidks of courso can eq;ulvcilently he

NEN Ny g e ey LT T4 A T . Yo
arameters whiilcn do not Lave

th]

. restricted vo thos

}.J
]
ot
(o]
(e

v
I
.
f T—

complote Lulilt-in regi Then any reaction which
precedes the reut 01uLA n ol noerikaley will be reinforced,

and this will tend toward the lesrning of "adaptive™

Lehavior, {1t will, of courss, not always dc so0;
preceding reuctions may not havs hed anytling to do

with the restorstion.)

g cuch & system has at least two possible delects
(L, "lotivation” is absent; the sbove organism will,

perhaps, learn what to eat when it is hungry, but

there is no provision to make it stop eating when
it is not hungry. This is & sericus consideration,
since when it overeavs, anocther internal parameter
will go out oi range, and, by & similar process,
it will kmrn to aveid eating. Then there will be
& conflict.
(2) In many cases, €.g., in thot of gating, the resto-
ration of the physioiogical parameter to its normal

value méy ve delayed until long after the "gdaptive”
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rezction hte o:currsd. This would inscotivate

lenrning process in systems vhere reinforce-
ment applies only to very recent raacticns. For

corboryirntowdependent animal, the V-systenm must

te cetivotad lonp hefore the focd has been absorbed

into the circulation, since this maf take minutes

or evaen hours. One solution, in animals, is
slaple; the tasts recepbtors of tre mouth heve ¥

o7 reinforcement potency; the reinforcement is not

oi the Jdirect "drive reduction™ type of the first

pors o rapl o

6/2.4 The motivation problem (1) can be solved by the device
of providing the wain net with inforamation sbout the
state of the "eritical"™ physiological parameters in the
form of stimulus, OConsider the effect of adding such a

channel,

*An amusing result of the attempt te corrslsate physiology
and learning theory is provided by the following obzervation,
It has long been known that the saliV1r/ fluid containsg a starche
hydrelyzing enzyme, Th, "function” of this enzyme has been long
in guestion, since the amcunt of digestion that it can accomplish
in the mouth is negligibls; it is quickly inactivated in the
acid pH of the stomach, and thers is & vastly greater supply
of sugh enzymes in the intestinal tract, #hat use, then, is _
there in having such =an enzyme in the mouth? From the point of
view of reinfercament theory the »nsmer geems evident: 4t is there
to make starchivy foods taste gvwest! More precisely, it is known
that sweetl taste, 1.e., excita icn of the "sweet"” taste receptors
of the mouth, has reinforcsment power in (hungry) animals.
Unhydrolyzed starch does not excite these receptors (presumably
begause it does not pcmdtrate the limiting membrane of the taste
receptors). But the sugsr molecules which result from the
hydrolysis hzve the power to erecite these receptors!

el
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"Critical
(\’ecer:‘l-o rs

For this system, a "stimulus™ at the input of the
main net will always be the sum of two components;
cne compomnent 3 is that which comes from the environment  
through the "exteroceptors" of the organism, the other,
3%, contains information about the internsl state of the

organism., Then a reaction, which externally appears

to be of the form SO‘ﬁo’ is(hhen the organism is in an
internel state =iving rise to the stimulus component 50*)
really a reactiog kith the stimulus 35% Sn. fhus, ir
this reactlion is reinforced, the response Ry will not be
associated with 35 unconditionally, but oniy'when the
organism is again in an internal state represented by
Sg¥s The organism will tend to use behavior which has,
in the past, been successful in normalizing states like
its present one. |
The selection of critical -channels for quick re~

inforcement is largely a matter of evolutionary
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developmeat. If the taste system is to have reinforce-
ment capacity, and still be compatible with the "motiva-
tion" channel, then the taste system must tend to be
active as a reinforcement activator only when there is

a "need" for nutrients. wWe may expect each orgsnism to
contain a moderate number of such special devices;
however for complex and sequential learning, this type
of reinforcement control caunnot be zdequate., Reinforce=-
ment systems in which the content of V is "bullt-in®

will be called "RINMARY reinforcement systems,

6/3 Primitive Urganizations

%6/340 There are certain aspects in the behavior of random

nets with primary reinforcement operzators that may be

of crucial importance in brain theory. 7This sectiva
will discuss these aspects informally; Unfortunately,
they have not yet been analyzed in abstract form. The
central idea is that of “vocabulary,” or the nction
that the gvert part of behavior can be analyzed into a

relatively small number of elements.

#6/3,1, #otor Vocabularies.

Let the model of 6/2.4 be drawn so as to represent
explicitly a set of exteroceptors which have reinforeing

pbtency.

x5ee (*)6/1.
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BETERCCEPTORD
Consider the behavior of the system in the early
stages of training; before the net contains highly
organized and dependable reaction pathways. Suppose
that the net is "long," 1.e.,, that most paths from
the sensory end to the motor end have a fairly large
number of junctions. (Hote: this assumption may have
to be relaoxed, perhaps by having a short net in parallel
with the long one during "infancy" of the system), Then
the initial S-R behavior of the net w11 tend to be
suppose thet an early reaction is ul-fl where dl is
quite random,
suppose thst an early reaction is Sy-i, (where 5, 1s
a pair ,J* as defined in 6/2.4) . |
Suppose, also, that the result of this reaction is
such zs to cause it to be reinforced. )
in a "long™ net, a single reinforcemenﬁ of a
reaction is not likely to make that reaction dependably
reproducible. For if the rezction is mediated by

relatively long chains, the failure of any junction
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in the chains can cause failure of the
reaction to occcur, Until the net cone
talns a collection of well-established
paths, little dependability can.be 6X~
pected from ite reactions.

In general, the pathwsys mediating 51-Rq may be expected

to have the following appearance:

-

et

g b f<

For the stimulus ul sets u activ1ty which tends to
branch and die out randomly. Looking backward from the
i end of the net, it may be expected that the response
Ry can be attributed to the firing of a relatively small
number of intermediste cells such as the H, of the
diagram. Hack of the Np cells will connect to the out-
put cells through a {small) puf;, and these wedi  will
be reinforced when Sl-Rl ise It is theéZM;=-73 in
which we are interested.

what are t;@ conditions under which a reaction Sluﬁl

is reinforced? The basgic fact must be that within a

short time of the occurrence of this reaction, scmething

must occur in the environment which cause the zctiyation

of the V-systen., iy assertion is that there is greater

than chance probability that the response Ry (to
stimilus $;) had something to do with the environmental
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event which led to reinforcement. (For if this were not
the case, then the motor behavior of the system would be
generally incapable of influencing the environment in
such a way as to bring about "desired” types of events.)
To put it another way, there is greater than chsnce
probability that the response ﬂk is an action on the
part of the syster which can be used to manipulate the
environment in s desirable way (from the point of view
of V). This is a non-trivial statement., Consider,
€.8., = response whick consisted in the equal contraction
of a pair of zntagonist muscles., Juch a response is

not likely to cause a significant change in the environe-
ment, and is not particularly likely to be assoclated
with reinforcement. On the other hand, & manipulative
response, such as grasping an object, is likely to

result in a significsnt envirénment&l change. 4if nothing
the organism does is likely to have much effect on the
environment, then these sryuments will not hold, but
then there is little chance of the orgsnism being able
tc acquire any adaptive behavior.

How if the stimull presented to the system are
complicated, =s in =» retinal image, obut if it also is
the case that in such a complicated stimulus, only a
snall part is significant (i.e., that part which pro-
vides information about that part of the envircnment

which the organism can immediately influence, @48+,
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naarby objJeets rather than the color of the sky) then
even if the response iy has manipulative significance,
it 1s not particularly likely that the pathways of the
complete reaction Sl-ﬁl have such significance. For
many of the patis of the resction may be excited by
meaningless prrts of the stimulus Sl. The organization
wéich is veinforced at the 7 end of the net will tend
to be rather accidental.,

3ut the paths which get reinforced toward the motor
end of the net will tend toc Le "mezaningful.," The patterns
which get reinforeced at this end ure such that proper
introduction of a few pulses at locations like 31 will
cause a motor act which has manipulative significance
for the environment-V cembination., Thus the motor end
of the net will tend to become a sort of "keyboard,"
where entering »ulses will tend to produce "coordinated®
movaments. (This is the sort of activity actually
encountered when the brain is stimulated ¢lose to the
motor area of the cortex.)

Following the estabiishment of the above elementary
"motor voeabulary,™ 1t can be expected that the cells of
form &, (the motor "keyhoard") themselves becoms
organized inte trees whose execitation causes even more
highly o;génized motor acts. Thus one may sxpect %o
find that a little further away from the motor'end,

stimulation causes more highly organized actions.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C=3L

*6/3.2.v - In a "long" net, of the type considered above, it
seers to me that until suck & metor vocabulary is
established, no dependable reaction structure can be
developed, For withcut such & dependable reproducibility

cof simple action elements, an organized reaction would
reguire complicated pathways extending across the net,
and such a structure would be required for esach raacﬁion.
Unce a wotor vocabulary is constructed, a few independent
ghains running aeross the net would make dependable
rencgtions practical., I believe it could be shown that

a Ysensory vocabulary" will then dévelop, although my
present srguments are weaker than those for the motor
vocabulary., {The latter, I believe, could be rigorously
demcnstrated under general counditlons. I have no doubt
that Zormation of »n "adaptive® or a "manipulatively

significant” motor vocabulary cccurs wniformly in the

6]

ct

rainiog of neurale-analog nets with local reinforce-
ment operators. ) |

‘n argument for the establishment of a sensory
voecabulary can be formulated in a way parallel to the
main argument of 6/3.1l. bach stimulus can be separated
inte an "adaptively meaningful* component and an
"gdaptively meaningless® one. How a given reaction
U1-Ry is wore likely to be reinforeed if 3y contains
an appreciably meaningful component, because Heinforce-

ment will occur at a slightly later time only 1f
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something adaptively significant has occurred
recestly. Thus resctions nre rore likely to be rein-
forced when there is an adeptively significant event in
trhe semsory fiszld. The prrts of resctiocns which depend
on responses Lo nea-significant parts of stiﬁuli will
geb, eirost by definiticn, such less regulsr reinforce=-
ment Lhan responses te the gignificant components, and
p thig will jiold true also of the paths in the early part
of tie net wiich mediate these responsss. Thus one may
expect the consolidation of trses in the early part of
tiie net also. {The arzumente here are somehow weaker
than tlhose for the motor case. The above argument does

3,

not iadicabe that the sensory vocabulary must post date
tihe construction of the motor vecabulary, but I feel
that a more letailed snalysis would show this to be the
case. ~8ak arguments can be formulated wrichr indicate
tlie oppesite, however.) The fact is, that stimulation
of the cortex nesr the primsry sensory areas in a
developed animsl indicate the presence of a sensory
vocabulzry., It 1s ansy to sec that there is no reason
why & mesningful schéme of locelization of this vecabulary
should be expected, and it is not feund. (In the motor
arens, point stimulation vields orgsnized movements of
muscular roups associated with nearby pyramidél SONNeC=
tions. In the arecs periphéral to a primary sensbry

area, thers is no elear and constant relation between

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



ty)
H

wo

Ch

the location of & point and the sensation which arises
ok stimulation there {except - to modalityl); this is
not surprising; the motor areas send thelr output to the
primary wotor cells :nd their Jsometric szrrangement;

the sensory aress project inte the entire brain, and

guay Irom the geometric arrungement of the pripary

senisery corbax,

6/3.3 while on the subject of sensation, it should be noted
that it is 2lmost certaian that rmuch of the ss-called
"sengory” and "moter™ regions of the cortex is comstructed
in ways thai cannot be assumed to satisfy the notion of
"rsundom net," It is highly probable that these areas
are, ab initio, organized to some extent, and that the
organism ig given an important "head-start”™ toward the
development of adaptively significant perceptusl and
motor organization. I had intended to devote an entire
chapter tc sensory special mechanisms, but this has been
omitted to reduce the bulk of this paper. The presence
of such special mechanisms will be represented in the
diagrams by speecial strips at the input and ocutput

extremities of our msin nets.

N z

—t

hwn

The specizl sensory (53) strip may be regarded as con-

< The specizcl sensory (o) strip may be regarded ag con=-

taining, for exauple, mechanisms such zs those proposed
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(feCulloch~"itts 1847} for visusl and auditory sbstrace-
tion, and retinal contrist mechkonisws, ste.  The special

robor (517) strip m=y be considersd to contsin such

£

pechanisms ag the cortico-splng-cerstellar postursl
Sertepo the wost dnpertant consenuence of the
cevglopment <f 5 r»air of odaptively significant vocabu=-
laries is thst behaviorally complicsted reactions may
be mediated through relatively szall numbers of junce

-~

tions. The acaociation =ress ¢ the cortex do not need

%
to be concernsd with the contrel of individuzl mus
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initiating such in nsny cases) and the informstion

raguired to

mizht be expzsted frow chservation of the corgsnisw from
cutside.

6/ Secondary reinforcement mechanisms.

6/4.0 411 the systems treated up to now have involved a
fixed, ziven, Vesystewm, It is zbundantly evident that
no such system can ever be adequate for a theory of
aetivity of higher animsls; ths class of events which
cause reinforcement in higher animals is pot fixed, and,
in fsct, definite methods are available for altering
this c¢lass for most organisms.

i fairly general observation is this: A stimulus
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which is freyuently nresent at, or shoertly before, the

time of reinforcement itself acauires reinforcement

poteucy. In an ovderly senvironment, such

o~

ram
el ane d‘,LIAo\.
Las crest alaptive velue, For oh,cv,e in the

. e ws - W%vab . e
ield st timeu of rzlmforoenentAﬁcruirm reinforcement

rescenaible Jor the occurvence of reinforcement. Thus,

to some extent, trs objects which scquire reinforcement

value, #s stimulators to tLho extsroceptlve senses,

IR T S SO . I N SR S SRS 3 N P .
Widt € trhose wa-ich in gope inpedinte way con SatiSf}r

the needs {ss determined by tre priritive, given V

The operation of much & mechanlsm c¢an trensfors the

v

3 .o R S T N - ey Ty N B toam -
belavier of she systen (15,4,7) from its rathar crude

revctive beheovior Lo more elubornte secuential and

"partial-goal-ioiiveoted” patterns. Consider the case

of eating. With a pricigive V-system involving only
the less discriminating senses, only actions that lead
immedintely to the ingestion of food sre reinforced

{(in the hungry snimsl). itk a "secondary reinforce-
ment” meelaniswm ogerasting, it is foirly certain that the
sizkt of food will acquire reinforcement value, and hence
e pursuit (1 successfull) of food will be reinforced

Tor the hungry animall if the connections of

-

6/2.4 are includedj. If this "secondary motivetion”

ever bocomes “etached from the original internal drive,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



0-39

~

then patterns such o8 "ho.rding” of food can appesr.

-

If the system is further coustructed so turt #fter

. - vwe ] ,.4. 201 PRS- SN PR et g . o ve
o certain period (which micht correspoind Yo ”.ulf{.;ncy”)

Ao

=1 et M T ey i P N PR SN . . st 1
Liie O J_b.l.?lz;‘.l ‘:""\‘».)h@}m LOB2Y i'.ulu:!.x..‘l QY TNl orca- '

B . R i T e civren T e .
went then we nwove o wvery flexible syster., or the

E . T v s t . R SO S S I P T S I - - g e M . ‘
‘gecoaionry Y ouyotaer esbsblished In thds period then

LCUDes inant, wuriny tids period, Lthe content of
the geccndaxy 7 syctew can be dictated frow outside by

P LY, M A SR NPT S PR R ,s [ .
appropricts systesatic traziaing, to a large extent, and

v

Lhe traliner thuc bas wide control of what will be

sben after bue "inlancy”™ period.
fidls gystemutic training can ve of the general fora:
whencver primary relalorcement ocours, =2 certain objoect
side  Vhien L oucyguiie

inforcemant potency. wow the cloles ol & is guite

rbitrery; it need aot be of nay value in, say, the
atabilising of tiie intsrnal physiolozy of the sy:ztem.
vevertheless, any behavior which leads to the occurrsnce

in the ssnsory field will be reinfcresd (assuming

that the internal state B/Z.4) 2 the time is one of
tiose wonlslh cccurred ot times during the secondary
craining of 4). The system will have . a8 a goal;
sursult of and collection of things sufliciently like
L will be part of the behavior that the system will
tend to acgulre ot later times.

. great deal ls xnown sbout the establishment and
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extinction of secondary reinforcers, and I will omit
further diseussion of its role in higher animal behavior.
Let us iInstead see how secondary reinforcement may be

incerporated into random neural-anslog nets,

6/4.1 4 first attempt.

Consider the system below (fig 6/L4.1). |
V’s s
N-1 B

Z
S
INTERN AL mT_e]

e

f

This system copmes close to being a secondary reiniorce-
ment system., Itimuli present at or shortly before tinmes
of primary reinforcement cause Net N-ll to resct in some
way, and this reaction is reinforeed. DBecause.of the
way in which the output of N-II is connected, its
reactbions are potentially capable of controlling a second
reinforcement operator (4,) for N-I. If the way in
which %, must be controlled requires non-trivial activity
on the part of N-II, however, there is no guarantee that
the reactions of N-II will be such as to exert control

over Z:zo
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6/4.1,1 = There is a system of the above sort in which it is
fairly certain thst M-Il will exert control over Zne
Juppose that Z, is activated only when N-II produces at
its cutput a signal of large {relative to its usual)
magnitude. Suppose further that N-II has the property:
if N-I1 is on many occasions presented with some stimulus
5 and then reinforcement is applied to N-II, regardless

of the particular responses of N-II to the stimulus 3,

then the magnitude of the response of N-II to S is much
increased. (it is, in fact, difficult to construct a
net with a local reinforcement operator for which this
is not the case.) Then it is clear that stimulil (like
the above &) which frequently accompany reinforcement
(by Z7) will ten&'to aequire control over i,, and hence
agguire secondary reinforcement value,

If Z, is of the (noise=cancellation) nature of the
operators of 6/1ff, then L, could be realized by a net {
wiich has the property that it emits noise gxcept when
it receives a large stimulus from N-IIL, This would
not be particularly difficult to construct, especially
if it were admissible to make the tract from M-Il to

49 out of inhibitory connections.

6/k.2 A somewhat more complex, but much more gemeral, way
of insuring that N-Ii will learn to comtrol Z, can be ,

provided by adding a feedbagk channel. This will be
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important in the event that 22 requires more gdelicate

control than that sugrested in 6/k.1.1.

Lf\ N—1I F >

N/

N-I, 24, and Z, are supposed to be such that applica-
tion of either 43 or 4o will reinforce N-I., Iliowever,
N«II, 4 , snd 4p are assumed to be related so that
reinforcement of N-II requires the (coincidental)
application of beth Zl and Zz. The square marked "C"
is included te provide for this coincidence~conditional
behavier in case 2 special device is needed.

The "feedback"™ connection of 22 witth-II has the
following effect. +hatever the input reqﬁiremenﬁa to
activate Z, may be, N-Il will be reinforced if and only
if its reactions, during & period of concomitant
primary reinforcement, are such as to meet these require-
ménts. Lence, if there is a possibility that N-II ean
proéerly operate l,, the reinforcement structure, as

applied to N~Il itself, is such as to train NIl to
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& axercise such control, and to operate Ez'as a reaction
to stimuli which have been temporarily associzted
with primary reinforcement. Thenet—HeIl-nay be regarded

as-bhe -wmein net of an ¥,4,¥ syzter Itself; the V"

component of the reinforcement system for H=Iif -isthe

& assenbly- = Loy V,Ov - (

6/he2sl Th

(6/1.8) and a noise-reduction reinforceﬁenq operator L

[+

above systew: can be realized using {-{ nets

in the following way:

- > N3

&) G
&' N =T ];_j:\a

¥5 is a source of noise, G,,3, and G3 are "gates,” or

&
v

devices by which the noise channels can be interrupted,
if G5 and GB are opersted by the same signals, then

if M-I and N-II are j-j-nets, the system is equivalent
to that of 6/h.2,

The system may be simplified by replacing Gy and Gz

with units which contain their own noise source; then

NS can be eliminated. HOTE: By "HCISE" we mean, of

course, AWY form of activity which 1s efficient in

g extinguishing Feactive patterns in {-{-nets.

{
1
If H-I is such that relative reduction of nclse acts ’
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as a4 local reinforcement operator, then the system
may be simplilied further (provided that N-II requires

grester noise reductions than I-I does):

E N-T F

6/L.3 Content of the secondary net.

The connection schemesof the systems of 6/L.2 sre
inafficient to the extent that Ne-II does not receive
the special sensory stimuli available in the early part
of net N-I, It would be unlikely thast the secondary
reinforcement mechanisms of organisms have their own
exteroceptive processing mechanisms, and a more plaugible

connection scheme would be:

A .

In fzct N-IIl could be contiguous with N-I:

7 . A
—7 I

N
I 131

{

7’
Ly
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“In eny cszse, we will assume that =TI has zccess to the
same external sensory devices as does NeJ. Assume, for
he moment, that N-II has ro motor connections,

The behavior of F-II will then be composed of simple
reactions; for certain stimuli, N-1l will activate ZZ' 4
The class of such stimuli is important, for it defines \
the V-syster for the seccndary reinforcement. There
are a number of important questions related to this

content of H-II; the .nswers will be different in

A b et m

different systems, but some general remarks can be made,
1, 1ls it possible to determine the content of NIl
; by direct observation (behavioral) of the system?
2. Is it possible for the "goals" of the V-system
directed by l-~I1 to be contradictory to those

directed by the primitive V-gystem?

3. Gan the machine 2s a whole gain control over the

content of N-II {in some non~trivial sense) and

thus direct its own evolution?

w

Le “ihat behsviorszl disorders would be consequences

of injury to H-II?

6/he3els If the only connections to N-II are those specified
in 5/4.3, then the content cof N~II could ke determined

only by prolonged observation of the behavioral time
series of the system. No form of direct interrogation

is nossible.
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th zay bahavievnl peculiarities, then
s veoutine procedure Jor exsmination of the content of
K=II should i

be »nossiltle. If the aprlication of Zz
produces distingulshable neursl activity in H-I, then

RN

zht be possible to train the system so that N-I
reacts to this distinguished activity as a stimulus,
and the reaction response to

this stimulus would be a
behavioral ind

£l

dication of the occurrence of 22.

In
ny such interrogation, motivation conditions within
the organliam would have to be considered, and it might
be very difficult ti find out exnctly which extsrnzal
stimulus was responsible for occurrences of Z,.

6/he3.2

It is ergy to devise schemes 1w which

the values of
H=Il are highly |

GRS A

‘non=adaptive.” The trainer can
establish a "dangerous®™ object as a secondary reinforcer

by preventing injury tc the system during th

e treining.
hen released from the supervision of the trainer, the

behavior would become non-adaptive. Any higher animal
an be "domesticated” into behavior patterns absolutely

incompatible with those of its primitive "drive-reduction”
reinforcers (or which would be so if the organism were
returned to its traditional environment.,)

6/ke343 If ¥-I is able to react to the occurrence of Z,, then

N-I should be able to learn for itself the content of
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j£4

the period of "infancy.

organisms that secendszry values

=,
j )
bde
)
f )
.Ly
)
&
‘..J
<
o
o
>
3

~ vt $ Ly, N "
cover thoe theory of secondary

It may te the case for some

acguired carly are

slter by any ordinary form of activity.

* ~

Tiiis would be true i the original primitive Z operator

were to disappaar after infancy.

If 2 systea like that of €/4.2 were considered

part of human nsural corganization, it might be necessary

to provide that after infancy
reinforcement become weak aad t

dominate adult behavior.

) K .
nat Lone

the channels of primitive

econdary values

Injury to NIl would huve the interesting reszunlt of

r—p

10 affect on overt behavior in
Nel1T vere &estrsyad at time t,
whnich had been acqulred by #el
remain. But no new seconds

be learnsd theresfter.

any short interval. If

the behavior patterns

under its influence would

-mobivated reactions cuuld

finother important question is whether the system

¢can establist

chains of values, There is no provision for this in the

hizher order forms of reinforcement, i.c.,

aystem of 6/4; the simple expedient of conrecting iy

to NeJI as well a5 to Fel will

make it possible for
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stimuli to seccuire reinforcement value by being zssociated

" ror P, o
with a secondary rsinforcerent, Cv ot il wAd wedy N LH,J
L. . i 7 ;
Iy - L-A'(—\ *(/q, . wa s A W}‘;,A,;L{,’»Lz(( i, '
if &

6/5 Internal reactive properties of nets.

6/5.1 Consiaer a net #, such as that of 6/2.1. This net
has been regarded as a reactive system with respsct to
a set & of input céils, and a set ¥ of cutnut cells,

a¢ veactive

It mignt be convenient to regard the netAwith respect
to some obher pair of sets of cells, even though under
ordinary conditions (within some specified brain model)
these sets of cells would be c¢onsidered to be "inner
cells” in so far ss all pulses arriving at these cells

come from within the net.

in particular, suppose th=t a2 surface Il is passed

through the net sco as to sepesrate the norral input and

output channels of the net.

1 A
3 - — _'(,:71/\
=
Sl

Let i be the set of fibres and/or cells that intersect
this surface. Then any form of motor activitf-that can
be induced (at ¥) by ('normal™) stimulation at E can

be evoked by removing the part of the net to the left
of » and introducing the appropriate pulse pattern at
BD. if, for exzmpls, a reaction S-R can be evoked

in the intact net, then the response & can be obtained

|
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AX T . BN R R S d e e . s NS A
JUowhere OV Iz the scotivity pattern that sppeszrs on the

act netj the fibres

-
N
i

%
crossing U all conduet in Just the directicn from

)

to F, then % can be produced by intrcducing 3 at 7Y
in the intact net. Thus, in the casze of o net in which
conductio: is unidirectionsl, for each incut stimulus

I, there is, 2% each cross-secticn level T, 2 ﬁpseudo-

stimalus 57 which can produce the same activity to the

This will not, in general, he

ot

hg cas

3

for nets in which conduction 1s zot uni-
directional, In particular, to the extent that secondary
sensory cortices have 3 one-way connection from thelr
primary sensory cortices, it should be possible, in
principle, to manufacture a "pseudo-stimilug" which when
apczlied tc the éecondary cortaex will produce the same
reactions in the rest of the system that would ariase

from a given external stimulus. The more the surface
is crossed by loops, the less likely it will be that a

pseudo-stimulua can be found for a given external stimulus,

Jimilar ramarks hold for surfaces passsd between the
primary motor cortices and the rest of the brain. To

the extent that conduction iz unidirsctional from the
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Tpreqsolor” to the prisary ngtor cortex, arbitrary aotor

o o it ity v e ey RN R : . . .

sebs couls ve Indused oy Glrelt stimulation ot the motor

cortux. The ortterns of aetivity at the premotor cortex
> ] %

couls be congidered to ve "pseudo-motor" responses.

This discussion will be continued in 6/7.

«6/6 YGontiruity” ef stimuli.

ary brain model must include a provision for some
kind of "associative" learninz. ’n analysis of this
aspect of animal behavior would be out of place here;
te do Justice te present xnowledge about the subject
would require = large volume. The nets of the type
considersd here woul:d seem to show some tynes of
Yagsceiative learning,” e.g., the acquisition of
similar responses to "pairs of stimuli which occur
vogather frequently.”* an informal discussion of how
this may come aboub 1s appropriate here, il not for its
own sake, then to make more plausible the realization

of the important system to be described in 6/7.

#*The term "stimulus’ has been used in all previous sections
in such 2 way that the expression indicated by quotes would be
meaningless, for “stimuln;" has been used to denote the total
input pattern to a system, and in this sense, two “stimuli”
cannot occur together., In ordinary parlance, one talks about
sets of simultaneous stimuli, each originating from some part
of the "total sensory field," and expressiong like "total
environmental situation,' etc. 2re used to denote the total input
to the system or organism. we have used capitals to denote
total inputs; lower case letters will be used to denote "partial

inputs® henceforihi.

\ -
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6/6.1 T"hissociation" of gimultaneous atimulus pairs.

Suppose that in the past experience of the system,

a certain pair s, s' of stimuli have frequently oceccurred
together, /{issume also that reinforcement has been
applied freguently following the stimulus, so that some
response 4 (or better, some "sensory vocabulary element”
of the sort conjectured in 6/3.2) is a dependable con=
sequence of the stimulus s+s'. Now, assumling that the
net is composed essentially of muiltiple threshold
junctions, as is probably the case in higher animals,

it is likely that at first evoecation of the response il
requires pulses derived from both s and s', However
after extensive reinforcement, the numerical threshold
of the multiple junctions will be lowered. and s or s!
separately will have greater than chancs probability

of svoking R.

From the point of view of zsseclation theory, it may
be bstter not to consider the relation of s and s' to
any particular K, however. Instead, consider an intere-
cepting surface D of the type considered in 6/5.1., Let
D be so close to the sensory input end of the net that
pulses traverse only one or two synapses before crossing
D into the main net. Neow if two stimull s and s' were
such that they produce the same activity at the surface
D, thén their "consequences” (the distribution of

internal responses ol the system to tbe stimuli) will

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



be the same. It seems safe to assume thst in gensral,

o b

the wore similar are the patterns evoked at O by s and
s', the more simils«r will be the consequences of these
stimuli, and that this ought t¢ provide some measure of .
a kind of "asszociztion" between s and s', Low if we
assume that a lsrge proportion of the junctions between
the input of the net a2nd U are of high numerical threse
hold, then ti:e activity evoked at J by presentation of

the cospound stimulus s+s' will be largely derived from

Jjunctions which require pulses f{rem both s and 87,
If s+8! occurs frequently followed by reinforcement

(without refarence to any particular responsel) then

ﬂﬂm.ﬁ(i, 3

these junctions will have lowered numerical numerical

threshold and will become sxcitable by both 5 alone

and s8' alone. Thus (eéen‘with & random reinforcement g
schedule) the activity evoked at U by s and s! will ¥
become more and more similar if s48' occurs frequently.* §
(The activities at D will not, in general, approach .
identity, however.) i
&/6,2, In 6/6.1 it is indicated that stimuli which occur ¢

together may tend to acquire similar net consequences

¥
4
#It is not difficult to establish quantitative measures of j
the "gimilarization” effect discussed hers; the theory has been
omitted for brevity. A basic result is that the higher the ‘
numerical threshold of the net Junctions, the more marked is the é
similarization effect, in simple nets containing one or two
layers of unidirectionally oriented, but otherwise random i
connections. e
A
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{and in some sense shiould accordingly acguire related
"meaning” ). Another form of azsscciation that might be
desirable is the fellewing: suppose that s is fre-

’ qﬁently follewed by s', and with = constant delay.
Then, 8' will often ogcur st times when a pseudostimulus
so (6/5.1) of s is in the interior of the net. Then {

bv & mechsniso parallel to that of €/6,1, s' and the
b, & ’

ot

pseudostimvlus 3% of s will tend to acguire similar
consequences znd in efiect s¥ will become like =
pse&dostimulus of 8', This "sequentigl association"
wil® be discussed further in 6/7; it will be seen that
the occurrence of 8 will, in a certain sense, set up an

"expectation” of s',

6/7 Prediction
6/7.0 A stochastic neural~analog net is, in general, capable
of many responses to a given stimulus, depending on its
internal staté, znd beyond this, on a probabilistic
basis. The adaptive capacity of a system depends on
its ability to exploit this reactive flexibility. The
following scheme seems (introspectively) an important ' 1
aspecet of higher intellactual‘processeS: . ‘
Given an enviroamental situastion, one "contemplates”
a particular "potential"™ action. CUne then, in some ‘4

way, makes an estimate of the consequences of that

action, i.e., of what changes would occur in the
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externzl situation were the contemplated action
nade overt. ihen « valuation is made on this
zgtincte; 1 the estimated consecuences are deemed
scceptable, the azction is performed, if not, the
setion is rejected, and then z different action is
* ¢ontemplated.

In this section » system of random nets is described,
and an zbtempt is made to show thot the behaviecr of this
systes will conform, te scme extert, to the nbove scheme,
(It is necesgszry to enlist the sywpathy of the reader

in comnection wilk ihe use of some terminclogy of ‘

o

intreospective paychology. If the reader rejects the
poscibility that a net may have an attribute like

1

: . . o o . {
"foresight,” let him interpret the arguments as attempting ‘
' i

6/7.1 Fotor gates.

to show merely that bho system may act "as though it has {
this attribute.”) ' {
{

The. first property required of the system is that
it have in some sense the capacity to "consider” a
response before actually translating it into action.
Yiow this can be done is indicated briefly in 6/5.2. |

A surface is drawn cutting across the net near the output

tracts. If this surface is replaced by a "gate™ which {

»

& ‘ can be opened and shut to pulse patlerns, then this 1

zate can be used to control whether or not an overt

|
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action will take place at any tixe. Consider the B

followin: system:

/ l;of'erm:i‘for "‘frad: PAT

4 MG :: o |™— @
AI—I | g - "25 od'lra'f' —{'rad {
mpN NET T 10" —
= -+

-

T

?a"{g contrel (g)

s

\[]
This will alse be regresested as // "premotor +ract

- Sm ‘
N-T @/ @) @ |—>
Ga“fe O vt put i

I

The system is composed cf three nets. Net T

Main net

corresponds to the K=I of earlier sections of tizis chape
ter, excezpt thet the final cutput iraet is removed.

Two tracts emerge from the right of Net-l; one of

these, F»T, will be unterminated for the moment, the
other goes intc a speciazl net which we call the "motor

gate™ ¥G. {The two tracts emerging from the rizht of

N-1 are supposed to have the same origin, and contain

equivalent information,} "G is, as its name implies,

u device which can either stop pulses, or trensmit them

to the final "output net."” The gate is controlled :
through a channel G by a signal 'g'; if g(t) = 1 the

gate is open (trsnsmits), if g= O the gate is closed i

{(blocks pulses)e.
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Now if the channel from N-I to "G conducts only in
that direction, then every motor act must be preceded

By activity at the ripght end of W-I, and inforwation

about this activity will be carrisd aleng the accessory ]
cract T, 1L the gate 5 is clesed, then thers can be

no overt motor action, hut asctivity mary still appesr at i
tract 7P, Tuch activity may be regarded as potential

or noa-overt <etion, which, i¥ the gate wers opened,

would becoms overt. 17 the scheme of 6/7.0 is to be

reszlized, there must be some way of using the output of

UG as an inpst to some kind of 703ICTUL meehanism :

1. .- P, [, ry ke 2 e . L £ - s . .
which Is to rnelke an estinates of the conseuyuences of the

L-dn

6/7.2 The predictor is to make an estimate of the chanzes

that would-result- in the external situation if the
potential action is performed. It would seem natural to
arrangze the system so that the output of the predictor
produces a pseudo~stimulus (6/5) representing the changed

v

situation., {rresumably, the pseudo-stimulus would be

knowing that the action had not yet been performed.)

Thus the predictor could be inserted as shown (Fig. €/7.2)

r

1
!
incomplete and/or the system would have other ways of {
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The predictor net has MI se input; its output tract,
PotT, ehters into the main net close to the input end
of that net and spreads out over a region U of the sort
discussed in 6/5.1. The job of the predictor net N-P
is to construct a function-which, given the "contemplated®
action at ¥iT as domain, has as its range a set of patterns
which act 25 pseudo-stimuli for the censeqﬁences of
these actions. This may seem like an unattainable

requirement, since it may seem to imply that ¥-P con-

tains informztion about the renctive properties cof the
environmeni:' {Hote: it is true that NP may have to be
suprplied with inforzztion shout the present stste of the
environment; this can be included by 2llowinz PIT to

transmit informatien in both directicns. Hevertheless,

it _2prears that it may be sulficient to let B-P be »

randowm net, and BP¥T and ST random connections to the

appropriste regions of K-I1 | . '

g

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




£-53

6/7.3 Behavior of the svstes with & randon net for K=l

6/7¢3e1 Gonsider first the case of sctions which usually

sory conscgudencey there fust bhe = corresponding

regulzrity in the roa

)

ctive properties of the environ-

N MY, b A s 1 . ~ L H P @~ 2 TS
METIT heve g ona class of such l"‘:‘,;.’_—;hllai*i 18 cguibe

indssendent of wost ordinarily viriable {esaturesz of
environmant: if we rezard the shysical body of an
aniral to e part ol the environmant of its narvous

systes then all actions which producs stiauli by
interactions botwsen parts ol the body have highly
regulr conseauances, A simple example in man is that

n

the zct of contrecting the flexor muscles of the hand
will {almost always) esuses a tactile stimulation of
receptors in the palm and fingertips. (iay rmuscle
contraction will pfoduce dependable emcltation of re-
lated joint and tendon receptors.) what does this mean
in terms of the internal behavior of the system of 6/7.2?
Let fi* be any sctivity pattern at ¥ (in the "premotor”
area) which, if vhe gate were opened, would feﬂult’in
closing of the hend., Suppose that A% occurs often,‘and
is Tollowed by reinforcement, and that the gate is dn
fact opened on many of tlese occasioans. low 7*(t) is an

nput to NeP, hence {(assumin.: that N-F does not have any
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lesryning propertics?] MN-7 will roaet preducing at ¥57

a pattern for more likely 2 probability distribution of

.- LN A WO | 3 1 - 2 - . - . K
pattemmg) TG (eFL), (The time ~usntizastion 1s vsed

reps saonti i CChtGou witin ;.-‘\l;.; avd Din ez‘tlps.

3
P
=

o and T} aoour tegethar cyuently, snd will be

asgoci-tad” Iin the wnner deseribad in £/6.1, It msy

LR E I R PR EA NI 1. " v SRR I B o X S 2 "
that the noet H-1 bLecomes modifised in such a

Lty 2 Y. an fy et RN v , Rvar PRESON T 0 v l
PRYOLORYG L) N0 ey Gl SUIMWLUE 10T Se n
“l $ . PR T o 2 4. T P Yoo "
vlis simels ranner, i e sald Lt YNl bhecones 2
RURPREL S . . P T T T s K r
srecictor,  For even 17 bUhe grte 7 ds cloged when 0¥

is experienced by

ihe ssne ~rgurenta spely to sore complicated

eavironmentsl recularities; wotion of the hand will
become associated with the visua®l stimulation consequent
to the motion of the hand across the visual Tleld, cte.
Mt oseers to e thet these repularities cmnsaqueht to
phvsical body structure azre rather well-distingulshed,
Ly their dependability, frowm other interactlons with
most enviroaments, and that throusgh such a predictor

¥

mechanisw a "body imagze™ can be constructad.

6/7.3e2 The system as described iz not =2deguate for pradiction

of environmental ovents which do not depend only on the
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immediate motor activity of the system. The system

should be able to predict the behavior of the environment
% where ¥ has the form indicated in 4/3.2.2 or exhibits
regularities of this form. (i.e., where the change of
stzte of i depends cn the activity of the system even

if the state itself does not.) To some extent this can

be accomplished by allowing the tract PUT to transmit
information both ways, or otherwise providing N-P

with an input from the sensory end of N-I. Then stimulil
for N-P' will have the form g% R? where s* 1s the image
at o of a stimulus s, and h? is one of the set of possible
responses at ¥ to the stimulus s, If the gate is open,

7

3

results in an overt agtion which induces a transition
in the state.of % and produces s new stimulus s'i
wis,x ] (Lee 4/3.2.2, (1) and (2) for notation, and
overall system. “he time indices have been dropped.)

This s'y evokes an image s‘i$ at u, and this is accom-

™ e

pied by the arrival from E-P of the stimulus 7{s*% %),
1f this cccurs frequently with reinforcement {random
reinforcement will do) then, if the contiguity mechanism
operstes correctly, F{s* i%s ) will become a pseudo-
stimulus f&r s'yy and N-F becomes a predictor for this

type of environment,

6/7e303 illowing N-F to hsve learning properties yields a

much more complicated system. Ouperficially, it might
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tiat 1f 2 certain action consequence is estimated,

sction taken, and the predicted cons¢ uence realized, then
the gate will remain open znd the following pattern at

£ will go through to sction. I do not see any particular
disadvantage to this except that the ability of the

ystem ©o ovaluzte potential actions is suspended for a

U5

ghort interval after s succesaful action}
iothine hras been snpid sbout the nature of the asetion
evaluator V¥, Lne possibility is to use the outyut of -

of

the net H=1L of 6/4.3 to control directly the motor
gzate #5, (Note that the output of the N=TI of 6/4.2
will not work since the input to this HeIl does not

have access to the pseudo-stimulus output of net N-#,)

The gate G must have characteristics opposite te those :
of the gates of 6/L.2.1 in that signals from x-Ii which |
have a positive evealuation should gpen MG (while in '
6/4 such signals closed gates &2 and GB') If this is f
dene, then VX ig N-II plus the connection from H-Il to

Ge For this ¥#, the evaluations on potential znctions 9
will be consistent w«ith the goalestructure of the y

secondary reinforcement system. The systen is admittedly

incomplete in that there probably must be other ways

of opening gate I3, T ]
E
#“6/7 5 The appearance of a paseudostimulus at U should have 1

n special effect on the following reacticns of the
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system. Suppose that g' is a pseudostimulug of s and

appears s U just before a stimulus s-, an incomplete

fraction of s, is presented to #-1, HNow s' will {by

[

ts definition as & pseudostimulus of s) send pulses to
many ¢of the Junctions that would normally be excitéd

ty 3, and s=- will do theo same. lence the regsponse to S-
can be cxpecbed to resembls the ordinary response to

5 Yo a grester extent than would be expected if s!

were not present. Ancther waylpf putting it would bé

¢ 85y that iﬁ the presence of 5' the system will tend
to react tec parts of s os theugh all of s were present,
or the system appenrs predisPOSéd to react to "weak"

presentations of s. It could be srgued that the systenm

might be described zs being in a state of "expectation®
of s,

It would be futile to znelyze this aspeet of the
system without a preliminary analysis of sensory
mechanisms, a subject which bas been sxeluded from this

work, for reasouns menticned in chapter I.

6/8 Hemarks
4 complete discussion of the biolegzical evidence for
the operation of the systems discussed in this chapter

would carry this work beyond reasonable limits of size.
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