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Rebecca P. Khurshid, Claudia Pérez-D’Arpino, and Julie A. Shah

Massachusetts Institute of Technology, Cambridge, Massachusetts, USA

Abstract—Even after more than 50 years of research, improv-
ing teleoperation systems that have communication time delay
remains a challenging human factors problem. We propose that
a teleoperation system combining a predictive display with shared
control will improve time-delayed teleoperation. In this paper we
discuss our motivation and initial implementation of the system.
We additionally propose a user study that will investigate the
merits of this system.

I. INTRODUCTION

In a letter dated July 10, 1806, Thomas Jefferson refers to
the Hawkins and Peale polygraph as “the finest invention of
the present age” [16]. In what could be considered the first
teleoperation device, the polygraph mechanically linked two
writing utensils so that the slave utensil produced an identical
copy of the document prepared by an author writing with the
master utensil. Nearly one hundred and fifty years later in
the late 1940s, Raymond C. Goertz created what is widely
considered the first teleoperator, which allowed scientists to
safely conduct experiments with nuclear material [11]. Shortly
thereafter, the field of robotics began to flourish in ernest,
exemplified by General Motors’ introduction of the first in-
dustrial robot, Unimate, into its production lines in 1961 [14].

Given the relative maturity of the field of teleoperation,
especially when compared to other robotic domains, it is per-
haps surprising that creating intuitive teleoperation interfaces
that allow an operator to perform complex tasks in a remote
environment is not yet a solved research problem. While it
is true that excellent teleoperation systems exist, i.e. the da
Vinci surgical system [12], many of the best teleoperators are
suitable for use in a narrow slice of applications.

For example, the da Vinci surgical system provides surgeons
a good understanding of the remote environment via an
immersive 3-dimensional stereo display. However, in many
applications the operator must maintain a high level of situa-
tional awareness in his or her local environment. It would not
be safe to disallow a search-and-rescue worker to directly view
the local disaster field in order to provide him or her with a
full 3-dimensional view of the remote robot’s surroundings [6].
Second, the da Vinci robot always works in a configuration that
is far from its kinematic limits. Unfortunately, achieving this
desired result requires a large robotic manipulator to achieve
a relatively small workspace, which is acceptable in robotic
surgery, but not in any application that requires a mobile
manipulator. Furthermore, the da Vinci surgical system costs
between 0.6 and 2.5 million U.S. dollars [15] and is too cost
prohibitive for many applications. Finally, with the exception
of a few notable cases, e.g. Ghodoussi et al. [10], the master
console and slave manipulator are always colocated in the
same room during robotic surgery, so that the communication
time delay between the master and slave robot is negligible.

Creating systems to extend teleoperation beyond what is
achievable by expensive systems with fully-immersive master
interfaces that control a remote robot with full manipulability
under negligible time delay has been a consistently active field
of research. In this paper we choose to focus on improving the
usability of teleoperation systems that operate under significant
communication time delays between the master interface and
the slave manipulator. We note that time delay is a challenge
that will never disappear with improved technology because
communication speeds are fundamentally limited by the speed
of light for earth-to-space and earth-to-earth applications and
by the the speed of sound traveling in water for subsea robotic
applications [23, 21]. We propose that combining a predictive
display with shared control can greatly improve the usability
of teleoperation systems with time delay.

In this paper, we first discuss relevant background informa-
tion in Section II. Next, Section III provides details of our
proposed system and the initial implementation. Finally, we
leave the reader with our plans to conduct a human subject
experiment to interrogate the merits of our proposed system
in Section IV.

II. BACKGROUND

Overcoming difficulties presented by time delay in teleop-
eration is one of the most challenging and well investigated
research areas related to teleoperation. In 1993, Sheridan [23]
published a review paper on the 30-year history of research
aimed to mitigate negative effects of time delay. In 2016, over
50 years after research began in this area, Sheridan [22] still
cites communication delay as one of the two major human-
factors challenges facing teleoperation. We note that although
a significant amount of research in this area aims to create
better controllers to improve stability of teleoperators with
time delay [1], this paper focuses solely on the human factors
challenges that remain in a stable system with communication
delay between the master and the slave robot.

One major human factors approach to improving teleop-
eration with time delay has focused on creating predictive
displays that immediately inform the user of the expected state
to the robot and the robot’s environment based on his or her
control input e.g. [2, 13]. Hirzinger et al. [13] showed that such
a predictive display allowed a ground operator to execute a task
with a robot in space without relying on an elemental-move-
then-wait strategy, which is employed by operators working
under time delay. Both Brunner et al. [5] and Funda et al. [9]
extended predictive displays to a teleprogramming framework.
Teleprogramming is particularly valuable in applications with
both time delay and limited communication bandwidths, such
as subsea manipulation tasks [21]. In the teleprogramming



Fig. 1. The system’s operator interface consists of a PHANToM Omni and
a predictive visual display.

paradigm, the operator interacts with a simulated robot, just as
he or she would interact with a simulated robot in a predictive
display. However, in teleprogramming batched commands are
sent to the remote robot, as opposed to being continuously
streamed. The commands are either sent as determined by the
operator, i.e. after he or she is satisfied with a motion plan
created in the simulated environment, or as dictated by the
teleprogramming system, i.e. batched commands are sent at a
rate of 2 Hz. A team of researchers at MIT recently created a
teleprogramming interface, called the Director, as their master
interface for the DARPA Robotics Challenge [8].

The Director also incorporates shared autonomy by having
the operator specify a goal pose and having the robot au-
tonomously plan its motion trajectory. Shared autonomy, along
with supervised autonomy, is a second vein of work that many
researchers have focused on to improve teleoperation with time
delay [20]. In shared autonomy, both the user and the robot
take separate and active roles to work together to execute the
task. In supervised autonomy, the human operator generates
high level commands that the robot executes autonomously.
Most recently Bohren et al. [3], created a semi-autonomous
teleoperation system in which the remote robot autonomously
executes a task segment after it recognizes the operator’s
intent. Bohren et al. [4] validated this approach in a simulated
teleoperator with 4 seconds of communication delay. While
we are encouraged by the success of this work, we note that
their approach requires the robot to have a complete task plan
in order to predict the user’s intent confidently enough to
assume control. While providing the robot with a full task
plan is acceptable for several applications, such as preplanned
assembly tasks, many domains require the completion of tasks
with a sequence of actions that cannot be predetermined, such
as a search and recover task.

To extend this line of work to applications where the robot
does not have prior knowledge of the task plan, we have
created a system that combines a predictive display with
a shared control framework. In shared control, the human
operator and the robot work together to complete the mission
in the remote environment [19].

III. TELEOPERATOR

We have implemented the shared control frame work devel-
oped by Dragan and Srinivasa [7], which was more recently
implemented by Muelling et al. [18]. Importantly, in this
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Fig. 2. A sample reach-and-grasp task was performed with our system. As
an operator completes the task, he or she is shown both the predicted state of
the robot (gold) and the last returned real state of the robot (silver). The robot
had no prior knowledge of the user’s intent and used the methods developed
by Dragan and Srinivasa [7] to predict that the operator was attempting to
grasp the blue target. The bottom plot shows the probability assigned to the
red, green, and blue targets as a function of time.

implementation operators always have the power to override
the shared control system and breakaway from a path leading
the robot towards an incorrectly predicted goal. We have
combined shared control with a predictive display, to give the
operator immediate feedback of the robot’s commanded state.
A. Hardware

The master interface of our teleoperator is show in Fig. 1.
The operator uses a PHANToM Omni [17] to control the mo-
tion of the remote robot. The operator views both the predicted
state of the robot, displayed immediately to the operator, and
the real state of the robot using the MIT Director interface [8].
The real state of the robot corresponds to the predicted state
after a time period equal to the 2-way communication delay, so
the real robot state can be thought of as approximately trailing
the predicted robot state.

The slave robot used in this experiment is a custom robot,
named Optimus. Optimus has an RE2 Robotics 16-degree-of-
freedom manipulator, comprised of two 7-degree-of-freedom
arms and a 2-degree-of-freedom torso. We are currently using
a virtual version of this robot, simulated using the Drake
toolbox [24], and will use the real robot in the future.

B. Shared Control Implementation and Predictive Display

Fig 2 illustrates our implementation of the shared control
policy developed by Dragan and Srinivasa [7]. In this frame-
work, the robot is aware of a set of possible goal states that
the operator may be trying to achieve. The robot then uses a
cost function and the operator’s commands to determine which
of the possible goal states is most likely to be the operator’s
intended goal state. The robot then plans a path to the predicted
goal and moves to a state that is a weighted combination of
the operator’s commanded state and the robot’s predicted state.
In this work, the goal states correspond to a set of simulated
graspable objects, such as those shown in Fig. 2. The cost
function is the Cartesian distance to each goal.

As seen in Figs. 1 and 2, the operator views two robot
models: the predicted state of the robot (gold) and last known
actual state of the robot (silver). The predictive model shows
the robot’s desired state immediately after the shared control
policy blends the operator’s commands with the robot’s pre-
dicted command. Simultaneously, this desired state is com-
manded to the robot. After a two-way time delay, the display



will show the robot’s actual state after it attempted to achieve
the desired pose.

The visual display also displays information about the
remote robot’s environment. In the current simulated system,
the operator views virtual objects directly. In the future system,
the operator will view data collected by visual sensors on the
real robot. We also plan to dynamically model objects in the
robot’s environment and show a prediction of how their motion
would evolve given the commanded state of the robot.

IV. PROPOSED USER STUDY

We plan to run a user study in the very near future to
see how shared control affects teleoperation with time delay.
We will implement a 2x2 within subject experimental design.
Subjects will test the system both with and without the
predictive display and with and without shared control. We will
analyze task performance and subjective ratings to determine
the relative merits of each component of the system.
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