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1. Introduction

With the increasing use of the Internet, multi-party com-
munication and collaboration applications are becoming
mainstream. This trend calls for high-performance multi-
cast services that scale to large groups and higher bandwidth
requirements. Although packet loss characteristics have a
large impact on the performance of multicast services, few
protocols attempt to adapt and actively exploit such charac-
teristics.

In this paper, we describe a reliable multicast protocol
that exploits packet loss locality through caching. Several
studies [1, 3, 5] have observed that packet losses in multi-
cast communication are bursty,i.e., links drop numerous
multicast packets while temporarily congested. Thus, con-
secutive losses as witnessed by individual hosts are likely
to occur on the same lossy link. By caching pertinent infor-
mation regarding the error recovery of prior losses and op-
timistically presuming that future losses occur on the link
responsible for prior losses, our protocol streamlines the
recovery of future losses. This scheme demonstrates how
packet loss locality can be actively used to reduce the recov-
ery latency and the bandwidth overhead of multicast error
control. Moreover, in view of increasing our confidence in
the correctness and performance of our protocol, we use a
rigorous design approach.

2. Background

Multicast communication refers the transmission of data
in the one-to-many and many-to-many settings; that is,
where one or more hosts within a group transmit data that
is destined for all the members of the group. Reliable mul-
ticast refers to the reliable transmission of data in such set-
tings; that is, when the data transmitted is guaranteed to
reach all the members of the group. Moreover, a (reliable)
multicastsessionrefers to a particular instance in which a
set of hosts, which may be dynamic, engage in (reliable)
multicast communication. Among the slew of reliable mul-
ticast protocols proposed to date, Scalable Reliable Multi-
cast (SRM) [2] is a simple and robust retransmission-based

protocol. SRM uses IP multicast to multicast messages to
all the members of the reliable multicast group. In turn,
IP multicast uses underlying spanning trees to disseminate
these messages to all group members in a best-effort man-
ner,i.e., with no delivery or performance guarantees.

Packet recovery in SRM is initiated when a receiver de-
tects a loss and schedules the transmission of arequest; an
error control message requesting the retransmission of the
missing packet. If a request for the same packet is received
prior to the transmission of this local request, then the local
request is rescheduled by performing an exponential back-
off. When a group member receives a request for a packet
that it has already received, the group member schedules
a reply; a retransmission of the requested packet. If a re-
ply for the same packet is received prior to the transmission
of this local reply, then the local reply is canceled. Using
this scheme, all session members participate in the packet
recovery process and share the associated overhead.

SRM minimizes duplicate error control and retransmis-
sion traffic throughdeterministicandprobabilisticsuppres-
sion. These suppression techniques prescribe how requests
and replies should be scheduled so that only few requests
and replies are transmitted for each loss. Deterministic sup-
pression prescribes that request and reply scheduling timers
be set proportionately to the distance from the source and
the requestor, respectively. Thus, the requests of ancestors
suppress those of their descendants. Probabilistic suppres-
sion prescribes that members that are equidistant from the
source and the requestor probabilistically vary the schedul-
ing times of their requests and replies, respectively. Thus,
sibling requestor and replier hosts are afforded the oppor-
tunity to suppress each other. Unfortunately, suppression
introduces a tradeoff between the number of duplicate re-
quests and replies and the recovery latency — the schedul-
ing of requests and replies must be delayed sufficiently so
as to minimize the number of duplicate requests and replies.

SRM, as do other reliable multicast protocols, pre-
supposes that packet losses are independent. However,
in several studies of multicast communication, such as
Bolot et al. [1], Yajnik et al. [5], and Handley [3],
packet losses in multicast sessions were found to be non-
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independent and to exhibitspatial and temporal correla-
tion — spatial correlation refers to the correlation of packet
losses across receivers,i.e., the degree to which the losses
are shared among receivers, and temporal correlation refers
to the correlation of packet losses at each receiver,i.e., the
burstiness of packet losses.

3. Caching-Based Multicast Error Control

Our reliable multicast protocol is inspired by SRM. The
distinction between SRM and our novel protocol lies in
the scheduling of requests and replies. In particular, we
adopt SRM’s deterministic suppression scheme to achieve
the suppression of descendant receivers by their ancestors
within the underlying IP multicast spanning tree. In con-
trast, we replace the probabilistic suppression scheme for
reducing the number of requests and replies generated by
sibling hosts with a novel caching-based scheme. We il-
lustrate this scheme by describing the scheduling of re-
quests — the scheme for scheduling replies is analogous.

For simplicity, consider a simple reliable multicast ses-
sion comprised of a single source, multiple receivers, and
an underlying IP multicast spanning tree containing a sin-
gle faulty link. Following the detection of the first packet
loss, receivers schedule retransmission requests. Although,
deterministic suppression achieves the suppression of all
descendant receivers, severalorphansibling receivers (re-
ceivers for which no ancestors share the particular packet
loss) may still compete for sending requests — this is par-
ticularly plausible when the underlying multicast tree is
sparse. During the recovery of the first loss on the faulty
link, all orphan receivers multicast their requests, which in-
clude a field containing the particular orphan receiver’s RTT
estimate to the source. Upon receiving these requests, each
receiver can determine which of the orphan receivers was
the most appropriate requestor in terms of the orphan re-
ceivers’ RTTs to the source. Thus, in view of streamlin-
ing the recovery of future losses, the orphan receiver that
is closest to the source self-appoints itself theleader and
all other receivers that shared the loss self-appoint them-
selvesnon-leaders. Presuming that the next loss occurs on
the same link, non-leaders schedule their requests for future
losses at a point in time that follows the time they expect
to receive the leader’s request. A cache hit occurs when the
next loss occurs on the same link. In this case, the leader’s
request suppresses all non-leaders’ requests and, thus, a sin-
gle request is sent. A cache miss occurs when the leader
either receives the packet, or gets suppressed by one of its
ancestors. In the former case, our protocol elects a new
leader at a lower level of the underlying multicast tree. In
the latter case, our protocol elects a new leader at a higher
level of the underlying multicast tree.

More complex loss patterns, involving losses that occur

on distinct links, are handled by using the above leader ap-
pointment scheme to build a hierarchy of leaders; each such
leader being responsible for sending requests (and analo-
gously replies) on behalf of all descendants of a particular
faulty link. Once this leader hierarchy is in place, active
leaders alternate to match the packet loss characteristics.

Assuming high packet loss locality, our scheme produces
only a single request and a single reply for every loss ex-
cept the first. The costs associated with our reliable multi-
cast protocol include: i) the recovery latency incurred due to
deterministic suppression, and ii) the overhead in terms of
duplicate requests and replies in building and managing the
leader hierarchy. The benefits of our caching-based scheme
are that: i) only single requests and replies are transmit-
ted following cache hits, and ii) recovery latency is reduced
with respect to SRM due to the elimination of the additional
recovery latency incurred due to probabilistic suppression.

4. Design and Analysis Approach

In contrast to traditional protocol design techniques, we
use a rigorous design approach that is based on thetimed
I/O automatonspecification model [4] and the associated
correctness and performance reasoning techniques. The
first step in this approach is to precisely specify the high-
level reliable multicast service. These abstract specifica-
tions constitute the metric for showing that a reliable mul-
ticast protocol is correct. The next step involves specify-
ing our caching-based reliable multicast protocol. The final
steps in our approach are the correctness and performance
analyses of the proposed protocols. Protocol correctness
is ascertained by showing that the protocol implements the
high-level reliable multicast service specifications. Protocol
performance is analyzed by providing conditional guaran-
tees as to the protocol’s overhead and recovery latency and
comparative performance claims with respect to existing re-
liable multicast protocols, such as SRM.
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