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1 Challenges

Many proposed applications for Cyber-Physical Systems will be implemented on a network
of computing devices, communicating wirelessly using local broadcast. The network may be
ad hoc, in that the participating nodes are not known a priori and must self-configure into
a coherent network, and dynamic, in that the participating nodes can change over time as
nodes enter and leave the area of interest, fail, and recover.

Currently, it is difficult for programmers to write, debug, and verify applications that will
run robustly under such conditions. These practioners would benefit significantly from clean,
well-defined abstraction layers that can mask some of the failures, uncertainty, and change
inherent to this setting. It is up to the research community to produce these abstraction
layers. In fact, we believe that the development of good abstraction layers for dynamic
ad hoc networks should be a major goal of any Cyber-Physical Systems research initiative.

The mobile network research community is currently producing communication abstrac-
tions such as IP-style point-to-point routing for mobile ad hoc networks, and reliable broad-
cast dissemination. Communication abstractions alone, however, are not enough for systems
that need to interact meaningfully with a real-world environment. Consider, for example,
a first responder network that needs to monitor temperature changes over time within a
burning building, or a campus-based PDA network that needs to maintain “virtual graffiti
walls” at several well-trafficked locations. In both scenarios, reliable communication alone
does not greatly simplify the task.

To facilitate the development of Cyber-Physical Systems we need abstractions that encap-
sulate data-management functions, such as data collection and dissemination, data storage,
and query processing. We also need abstractions that encapsulate planning and control, and
an overall architecture to fit these abstractions together into a coherent whole.
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2 An Approach: Virtual Node Layers

For the past four years, our group has been working on the theoretical aspects of one type of
abstraction layer for mobile ad hoc networks: Virtual Node Layers (VNLayers). A Virtual
Node Layer consists of: a collection of virtual, active state machines that we call Virtual
Nodes (VNs); Client Nodes (CNs), which mirror the behavior of physical nodes; and a
communication service that connects the VNs with the CNs.1

We have defined several different types of VNs: Some are stationary, found at known lo-
cations such as the intersection points of a regular grid. Others are mobile, moving according
to pre-planned paths or autonomously re-calculating their heading in real time. Within these
general classifications, however, our VNs differ in more subtle, yet fundamentally important
ways with respect to their assumptions about timing and failures. For example, some of
the VNs have approximately-precise control over the timing of their outputs—which will
be particularly important for applications that involve controlling some aspects of the real
world environment. A typical failure mode for a VN is a crash failure, followed by graceful
recovery in its initial state, though we have also studied self-stabilizing VNs that can recover
quickly from arbitrary state corruption.

We have developed algorithms to implement our VNLayers over lower-level mobile ad hoc
network layers. These algorithms all follow the basic strategy of employing physical nodes
in the vicinity of the VN’s location to reliably emulate its operation. We have also devel-
oped a wide range of higher-level services and applications to run on top of these layers.
These include: global atomic memory, “geocast” geographical communication, location ser-
vices, point-to-point communication, robot motion coordination, and virtual traffic lights.
In addition, we have recently begun developing simple air-traffic-control algorithms.

Our theoretical work on VNLayers and related algorithms is being carried out formally
within the Hybrid I/O Automata (HIOA) and Timed I/O Automata (TIOA) modeling frame-
works. Precise specifications of the layers and algorithms, including descriptions of timing
and resilience, are crucial if these layers are to provide reliable platforms for application
programmers. Hybrid and timed interacting-state-machine frameworks such as HIOA and
TIOA are needed to model these layers and algorithms, as the models must be capable
of describing the motion of the mobile nodes and other continuous aspects of the physical
environment.

Although most of our work on this project has been theoretical, we have also completed
a preliminary implementation of a basic VNLayer (featuring non-timed, stationary VNs),
using the Python programming language, which can run on a variety of mobile devices,
including Linux PDAs and laptops. To support the rapid development and debugging of
applications for this platform we implemented a packet-level simulator that can run the
same VNLayer and application code with (almost) no modifications. To date, we have used
this system to implement and deploy a simple Virtual Traffic Light application as well as a
geocast communication service.

1The bibliography at the end of this position paper lists the relevant papers; more information, including
and annotated bibliography, can also be found at the project’s website: http://theory.csail.mit.edu/
tds/vi-project/
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To fully leverage our theoretical work into the practical arena, however, numerous chal-
lenges must still be conquered. Most importantly, the theoretical work is based on strong
assumptions about the reliability of the underlying network communication service. Addi-
tional work is needed to extend the existing VNLayer implementations to accommodate a
greater range of unreliable behavior at these lower levels. Preliminary steps toward this goal
include our recent study of the use of (potentially weak) receiver-side collision detection to
help overcome an unreliable communication medium [9, 2]. To achieve reasonable perfor-
mance, it may turn out to be necessary to reflect more unreliability upward into the VNLayer
definitions. Finally, in case all else fails, the systems should be designed in a self-stabilizing
manner, so that, even if the systems get arbitrarily corrupted, they can recover rapidly and
gracefully.

These extensions must be made carefully, as they involve many subtleties typical of
fault-tolerant timing-based distributed algorithms, as well as issues of interactions with the
real-world environment. New theoretical work will be needed to support these extensions.
Thus, we expect that any project to identify and develop usable VNLayers will need to
include a strong foundational component.
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