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Lecture 3
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NOTE: The content of these notes has not been formally reviewed by the
lecturer. It is recommended that they are read critically.

1 Recap

Last time we defined Markov chains as time-independent memoryless stochastic processes over a finite
set 2; we saw how a Markov chain X can be naturally represented as a weighted directed graph G(X);
we introduced fundamental properties of a Markov chain such as irreducibility and aperiodicity, and
then used these properties to give some basic characterizations of Markov chains.

Finally, last time we stated (and proved the “reversible” weaker version of) the Fundamental Theorem
of Markov Chains:

Theorem 1. If a Markov chain X is irreducible and aperiodic, then:

1. it has a unique stationary distribution 7, and

2. for every element x in €, limy_, 4 p(zt) =T.

We give three example applications of the theorem:

Example 1 (Card Shuffling). Last time, for the methods of top-in-at-random and riffle shuffle, we
observed that the corresponding transition matrices are doubly stochastic, and thus both Markov chains
are reversible with respect to the uniform distribution. Combined with the observations that both Markov
chains are irreducible and aperiodic, we deduced that the two stochastic processes converge to the uniform
distribution.

Example 2 (Random Walk on Undirected Graph). Consider any undirected graph G = (V, E), and
define a Markov chain on it where the transition probability is as follows:
@y eE
e YL,
P(z,y) = { deg(x) ’
0 otherwise

Let X the Markov chain whose transition matriz is P. Observe that:
o X is irreducible if and only if G is connected;
e X is aperiodic if and only if G non-bipartite;

o X is reversible with respect to m where w(x) def %g‘c) for everyx € V.

In particular, if X is both irreducible and aperiodic, then the random walk converges to m from any
starting point.

Example 3 (Designing Markov Chains). A Markov chain is usually not given to us by an angel with the
command to analyze it. Instead, we have in mind a finite set Q and a positive weight function w: ) —
R*, and the goal is to design a Markov chain X such that, for every element x in €, limy_, 1 o p&t) =m,
where © % w/Zy,. How to do that?

We briefly discuss a very generic solution to the problem, known as the Metropolis approach. Con-
sider an arbitrary graph T' = (Q, E) and an arbitrary function k: Q x Q — RY such that:
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1. for all distinct elements x and y in 2, if (x,y) € E then k(z,y) = x(y,z) > 0, and
2. for all elements x and y in Q, if (z,y) € E then x(z,y) = 0.

Now consider the Markov chain X = X (I, k) that is defined as follows: whenever the chain is in a

state © € Q, pick a neighbor y € Q with probability x(x,y) and then only accept to move to y with

w(y)
> w(x)

probability min {1 } (And hence the function k is known as a proposal function.) In other words,

the transition matriz Px is such that Px(z,y) = k(z,y) - min {1 w(y) }. It is easy to check that X is

> w()
reversible with respect to our goal distribution w. Hence, whenever X is irreducible and aperiodic, the
Metropolis random walk converges to m from any starting point.

Exericse (1pt): Prove that the Metropolis Markov chain X (T, k) is reversible with respect to the
distribution 7 w/Zy. (Hint: w(y)/w(x) = n(y)/m(x).)

Today we prove Theorem 1 in its full generality.

2 Total Variation Distance and Couplings

First, we need some definitions and basic facts about statistical distance and couplings between proba-
bility measures.

Definition 1. Let p and n be two probability measures over a finite set 2. The total variation distance
between p and n (also called statistical distance) is the normalized £; -distance between the two probability
measures:

=l 2 5 5 o) — ()]

e

Moreover, if X andY are two random variables drawn from p and n respectively, we will write || X —Y ||y
to denote || — n||tv-

The total variation distance denotes the “area in between” the two curves C,, def {(z, u(z))}req and

Cy et {(z,n(z))}seq. Next, we prove a simple relation that shows that the total variation distance is

exactly the largest different in probability, taken over all possible events:

Lemma 1. Let p and n be two probability measures over a finite set ). Then,
e = llew = max|u(E) —n(E)] -

Proof: Define A to be the subset of those elements = in 2 for which u(x) > n(z). Then,

=l =5 3 In(a) — n()

z€ef
:% > (ul@) = @) + Y (n(x) - ple))
T€A zEA
= 3 (6) = (4) +7(A) — ()
=p(A) =n(A)
= max |u(E) —n(E)| ,
as desired. O

Now we introduce the notion of a coupling:



Definition 2. Let p and n be two probability measures over a finite set . A probability measure w over
0 x Q is a coupling of (u,n) if its two marginals are p and n respectively, that is,

o foreveryx €Q, 3 qw(z,y) = p(x), and

o foreveryy € Q, > cqw(z,y) =ny).

Next, we prove a basic lemma that says that one cannot jointly sample from two probability measures
over the same finite set in a way that will make the two samples be different less often than the total
variation distance between the probability measures (and, moreover, there is a sampling technique that
matches this bound):

Lemma 2 (Coupling Lemma). Let p and n be two probability measures over a finite set Q). Then:

1. For any coupling w of (u,n), if the random variable (X,Y") is distributed according to w, then
Pr(X #Y] > |[lp—nlew -

2. There exists an optimal coupling w* of (u,n) for which Pr [ X # Y] = || — ¢ -
Proof: Fix any coupling w of (u,n), and let (X,Y") be distributed according to w. Then, for any z € €,
p(z) = Pr[X = 2]
:Pr[X:z/\Y:X]—&—Pr[X:z/\Y;éX]
<PrlY =2]4+Pr[X =2 AY #X]
=n(z)+Pr[X =z ANY #£X],

so that we deduce pu(z) —n(z) < Pr[X =z A Y # X]. Moreover, by symmetry, for any z € €,
n(z) —u(z) <Pr[Y =z A X #Y]. Therefore,

2-[lp—nllew = ln(z) = n(2)]

z€EQ
= > (@) -n@)+ > (mz)-pux)
z€Q z€Q
p(z)=n(z) n(z)<n(z)
< ) PrX=zAY#X]+ ) Pr[Y=zAX#Y]
w(HEn(2) W<

<PriX#Y]+Pr[X#Y] .

Alternatively, we could have used Lemma 1 to prove the bound.! Next, we construct an optimal coupling
w* of (p,n). For each (z,y) € Q x 2, define

min{u(z),n(y)} ifz=y
max {p(x) —n(x),0} - max {n(y) — u(y),0}
[ = nllev

w*(z,y) =
’ otherwise

First observe that Pr [X = Y] =3 _cqw(z,2) < X, cqmin{u(z),n(2)}, and then deduce that

Pr(X #Y] 21— 3 minf{u(z),n()} = 3 (u(z) - min{pu(=), n()})

zEQN z€EQ

= ;Z (1(2) = 1(2)) = max |u(E) = n(E)| = lln = nllev -
w(z)zn(z)



Define A to be the subset of those elements z in Q for which u(x) > n(x). We first argue that w* is a
valid coupling. Indeed, for each x € A,

Y wz,y) = minfu(z),n(2)} + Y w(x,y)

Zyiﬂ max {n(y) — u(y),0}

= min{u(x),n(x)} + max {u(x) —n(z),0} -

Yyea () — 1)

1 = nllev

I = nllev

and, for each z € A4,

> w(z,y) = min{u(z),n(2)} + Y w(z,y)
yeN yeQ
y#£T

Zzis; max {n(y) — u(y),0}

= min{p(z),n(2)} + max {u(z) —n(z),0} -

> yeamax {n(y) — u(y),0}
= (@) +0- 7=

1 = nllev

[ = nllev

so that the marginal for X is indeed p. An analogous argument shows that the marginal for Y is 7.
Finally,

Pr[X =Y]

Z w*(z, x)

e

= Z min{pu(z),n(z)}

zeQ

=D (@) + Y ()
TEA z€EA

=n(A) + p(A)
=1— (u(A) —n(A))
=1— g =1l ,

as desired. 0

3 The Proof of the Fundamental Theorem of Markov Chains

Now we prove Theorem 1, in three main steps:

Step I: we show that there exists some (but not necessarily unique) stationary distribution 7;

(t)

Step II: we use Step I and aperiodicity to prove that lim;_, pmt =1 for every x € Q; and

Step III: we use Step I and Step II to prove the uniqueness of the stationary distribution.
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Proof: [Proof of Theorem 1] We prove the three steps in reverse order:

Step IIL. Assume by way of contradiction that there exists some other stationary distribution 7/,
i.e., for which 7" = 7' Px. We can write ' in the standard basis as 7' = >, age, with Y- o, = 1.

Then, we get
7' =n'PL = <Z awez> P = Z ag(e Py) .

zeQ zEQ
However, the above equation implies that

7' = lim Z ag(e,Py) = Z QT =1,

t——+oo
z€Q €N

which is a contradiction to the assumption that 7’ # 7. (Note that we have used Step I to guarantee
the existence of m and Step II to claim that e, P4 — m as t — 400 for every z € (.)

Step II. This is the interesting step, and it is here that we will make use of the definitions and
lemmas on total variation distance and coupling from the previous section. We need to prove that, for

every x € Q, limy_, | p;t) =.

Define A(t) oo max,ecq ||p(zt) — 7ltv. We will show that lim;_, . A(t) = 0.

First, fix two arbitrary elements x and y in 2. We argue that pg) and p?(f) converge to the same
distribution, which is the stationary distribution. Consider two copies (X:); and (Y:): of the same
Markov chain X, the first starting at Xy = = and the second at Yy = y. Let (X;,Y;) be an “independent
but sticky” coupling of the two chains: they move independently, but, if at some time ¢, X; = Y; then
X, =Y, for all s > ¢. Intuitively, the marginal distribution of this coupling is exactly the same as the
original chain X. Formally, (X¢,Y;): is a Markov chain on Q x  with a transition probability matrix @
given by:

P(xy,22)P(y1,y2) if 21 # 1
Q((x1,11), (x2,52)) = { Plx1,22) it 1y =y1 and 22 = 92
0 if 1 =y; and x4 # Yo

Let T % min{t : X; = Y;} be a random variable indicating the earliest time the two chains meet. By
the coupling lemma, for all ¢,

1 = pPl, = % S| Pr[Xi=z] = Pr[Yi=z]| <Pr[Xi A Y] =Pr[T>1] . (1)
2€Q

We now show that the right hand size tends to zero as ¢t — +o00. Invoking the aperiodicity and irre-
ducibility of X, there exists some common critical time 7 such that, for every two elements z; and z5 in
Q, P%(#1,22) > 0. Then, letting C' def min,, , P (21,22) > 0, we get that P} (z1,2)- Py (y1,2) > C? for
every tuple (x1,y1,2). This actually tells us that after 7 time steps, X, and Y, are going to meet with
probability at least C2. (Note that the chains (X;); and (Y;); are not completely independent: they
become correlated when they first meet. Therefore, it suffices to give a lower bound on the probability
that they do meet, pretending that the two chains are independent.) Hence, considering integer multiples
of 7, we get
Pr[Xp, # Y] <(1—-C*H* -0 as k— 4oo .

Going back to Equation 1, we conclude that Hpg) - pg) lltv — 0 as t — oc.

Next, define D(t) L MaXy yeO ||p§f) - pg(,t)Htv. We claim that

A(t) < D(t) < 2A(1) .

The second inequality follows easily from the triangle inequality. The first one follows from linearity
and, again, the triangle inequality: by Step I, we are guaranteed to have a stationary distribution, so we

can write
_ Pt _ Pt _ (t)
T=nPy = ayey Py = aypy’
yeQ ye
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then

1 = 7llew = 08 = >~ apPllew = 1D ayp® = >~ ayp e

yeN yeN yeN
<>yl = pPlew <D ayD(t) = D(t) .
yeQ yEeN

Therefore, we conclude that A(t) tends to zero as ¢ goes to infinity, therefore completing Step II.

Step I. In this step we argue that there exists a stationary distribution for any irreducible Markov
chain (and do not invoke its aperiodicity). For every = € ), define a distribution ¢, over  as follows:
set ¢, (x) = 1 and, for y # x, q,(y) is defined as the expected number of times that the Markov chain
starting at x visits y before coming back to = for the first time.

Exericse (1pt): Prove that, for any element a € Q, the distribution 7 def > q; G Is stationary for the
Markov chain X.

The above exercise completes the proof of Step I. O
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