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Abstract

In this paper we present a practical solution with performance guarantees to the
problem of dimensionality reduction for very large scale sparse matrices. We
show applications of our approach to computing the Principle Component Anal-
ysis (PCA) of any n X d matrix, using one pass over the stream of its rows. Our
solution uses coresets: a scaled subset of the n rows that approximates their sum
of squared distances to every k-dimensional affine subspace. An open theoretical
problem has been to compute such a coreset that is independent of both n and
d. An open practical problem has been to compute a non-trivial approximation to
the PCA of very large but sparse databases such as the Wikipedia document-term
matrix in a reasonable time. We answer both of these questions affirmatively. Our
main technical result is a new framework for deterministic coreset constructions
based on a reduction to the problem of counting items in a stream.

1 Introduction

Algorithms for dimensionality reduction usually aim to project an input set of d-dimensional vectors
(database records) onto a £ < d — 1 dimensional affine subspace that minimizes the sum of squared
distances to these vectors, under some constraints. Special cases include the Principle Component
Analysis (PCA), Linear regression (k = d — 1), Low-rank approximation (k-SVD), Latent Drichlet
Analysis (LDA) and Non-negative matrix factorization (NNMF). Learning algorithms such as k-
means clustering can then be applied on the low-dimensional data to obtain fast approximations with
provable guarantees. To our knowledge, unlike SVD, there are no algorithms or coreset construc-
tions with performance guarantees for computing the PCA of sparse n x n matrices in the streaming
model, i.e. using memory that is poly-logarithmic in n. Much of the large scale high-dimensional
data sets available today (e.g. image streams, text streams, etc.) are sparse. For example, consider
the text case of Wikipedia. We can associate a matrix with Wikipedia, where the English words
define the columns (approximately 1.4 million) and the individual documents define the rows (ap-
proximately 4.4 million documents). This large scale matrix is sparse because most English words
do not appear in most documents. The size of this matrix is huge and no existing dimensionality
reduction algorithm can compute its eigenvectors. To this point, running the state of the art SVD
implementation from GenSim on the Wikipedia document-term matrix crashes the computer very
quickly after applying its step of random projection on the first few thousand documents. This is
because such dense vectors, each of length 1.4 million, use all of the computer’s RAM capacity.

In this paper we present a dimensionality reduction algorithms that can handle very large scale sparse
data sets such as Wikipedia and returns provably correct results. A long-open research question has
been whether we can have a coreset for PCA that is both small in size and a subset of the original
data. In this paper we answer this question affirmatively and provide an efficient construction. We
also show that this algorithm provides a practical solution to a long-standing open practical problem:
computing the PCA of large matrices such as those associated with Wikipedia.



2 Problem Formulation

Given a matrix A, a coreset C' in this paper is defined as a weighted subset of rows of A such that the
sum of squared distances from any given k-dimensional subspace to the rows of A is approximately
the same as the sum of squared weighted distances to the rows in C'. Formally,

For a compact set S € R< and a vector x in R%, we denote the Euclidean distance between z and its
closest points in .S by
dist?(x, S) := min ||z — s]|3
seS

For an n x d matrix A whose rows are ag, . .., a,, we define the sum of the squared distances from
Ato S by

dist®(A, ) == _ dist*(a;, 5)
=1

Definition 1 ((k, e)-coreset). Given a n x d matrix A whose rows ay,- -+ ,a, are n points (vec-
tors) in RY, an error parameter ¢ € (0,1], and an integer k € [1,d — 1] = {1,--- ,d—1}
that represents the desired dimensionality reduction, n (k,e)-coreset for A is a weighted subset
C = {w;a; | w; > 0andi € [n]} of the rows of A, where w = (w1, -+ ,wy,) € [0,00)" is a
non-negative weight vector, such that for every affine k-subspace S in R% we have

|dist®(A, S)) — dist®(C, 5))| < edist®(4, S)). (1)

That is, the sum of squared distances from the n points to S approximates the sum of squared
weighted distances Y, w?(dist(a;, S))? to S. The approximation is up to a multiplicative factor
of 1+¢. By choosing w = (1, -+ , 1) we obtain a trivial (k, 0)-coreset. However, in a more efficient
coreset most of the weights will be zero and the corresponding rows in A can be discarded. The
cardinality of the coreset is thus the sparsity of w, given by |C| = ||w]||o := [{w; # 0 | i € [n]}].

If C is small, then the computation is efficient. Because C' is a weighted subset of the rows of A,
if A is sparse, then C' is also sparse. A long-open research question has been whether we can have
such a coreset that is both of size independent of the input dimension (n and d) and a subset of the
original input rows.

2.1 Related Work

In [24] it was recently proved that an (k,¢) coreset of size |C] = O(dk3/e?) exists for every
input matrix, and distances to the power of z > 1 where z is constant. The proof is based on a
general framework for constructing different kinds of coresets, and is known as sensitivity [[10} [17].
This coreset is efficient for tall matrices, since its cardinality is independent of n. However, it is
useless for “fat” or square matrices (such as the Wikipedia matrix above), where d is in the order
of n, which is the main motivation for our paper. In [5], the Frank-Wolfe algorithm was used to
construct different types of coresets than ours, and for different problems. Our approach is based
on a solution that we give to an open problem in [S], however we can see how it can be used to
compute the coresets in [S)] and vice versa. For the special case z = 2 (sum of squared distances),
a coreset of size O(k/ 52) was suggested in [8] with a randomized version in [[7] for a stream of n
points that, unlike the standard approach of using merge-and-reduce trees, returns a coreset of size
independent of n with a constant probability. These result minimizes the || - ||2 error, while our result
minimizes the Frobenius norm, which is always higher, and may be higher by a factor of d. After
appropriate weighting, we can apply the uniform sampling of size O(k/c?) to get a coreset with a
small Frobenius error [[14]], as in our paper. However, in this case the probability of success is only
constant. Since in the streaming case we compute roughly n coresets (formally, O(n/m) coresets,
where m is the size of the coreset) the probability that all these coresets constructions will succeed
is close to zero (roughly 1/n). Since the probability of failure in [14] reduces linearly with the size
of the coreset, getting a constant probability of success in the streaming model for O(n) coresets
would require to take coresets of size that is no smaller than the input size.

There are many papers, especially in recent years, regarding data compression for computing the
SVD of large matrices. None of these works addresses the fundamental problem of computing a
sparse approximated PCA for a large matrix (in both rows and columns), such as Wikipedia. The



reason is that current results use sketches which do no preserve the sparsity of the data (e.g. because
of using random projections). Hence, neither the sketch nor the PCA computed on the sketch is
sparse. On the other side, we define coreset as a small weighted subset of rows, which is thus
sparse if the input is sparse. Moreover, the low rank approximation of a coreset is sparse, since
each of its right singular vectors is a sum of a small set of sparse vectors. While there are coresets
constructions as defined in this paper, all of them have cardinality of at least d points, which makes
them impractical for large data matrices, where d > n. In what follows we describe these recent
results in details.

The recent results in [8}[7] suggest coresets that are similar to our definition of coresets (i.e., weighted
subsets), and do preserve sparsity. However, as mentioned above they minimize the 2-norm error and
not the larger Frobesnius error, and maybe more important, they provide coresets for k-SVD (i.e.,
k-dimensional subspaces) and not for PCA (k-dimensional affine subspaces that might not intersect
the origin). In addition [7] works with constant probability, while our algorithm is deterministic
(works with probability 1).

Software. Popular software for computing SVD such as GenSim [21]], redsvd [12] or the MATLAB
sparse SVD function (svds) use sketches and crash for inputs of a few thousand of documents and
a dimensionality reduction (approximation rank) k£ < 100 on a regular laptop, as expected from
the analysis of their algorithms. This is why existing implementations (including Gensim) extract
topics from large matrices (e.g. Wikipedia), based on low-rank approximation of only small subset
of few thousands of selected words (matrix columns), and not the complete Wikipedia matrix.Even
for £ = 3, running the implementation of sparse SVD in Hadoop [23] took several days [13]. Next
we give a broad overview of the very latest state of the dimensionality reduction methods, such as
the Lanczoz algorithm [[16] for large matrices, that such systems employ under the hood.

Coresets. Following a decade of research in [24] it was recently proved that an (&, k)-coreset for low
rank approximation of size |C| = O(dk?/?) exists for every input matrix. The proof is based on a
general framework for constructing different kinds of coresets, and is known as sensitivity [10, [17].
This coreset is efficient for tall matrices, since its cardinality is independent of n. However, it is
useless for “fat” or square matrices (such as the Wikipedia matrix above), where d is in the order
of n, which is the main motivation for our paper. In [5], the Frank-Wolfe algorithm was used to
construct different types of coresets than ours, and for different problems. Our approach is based on
a solution that we give to an open problem in [J].

Sketches. A sketch in the context of matrices is a set of vectors uy, - - - , us in R? such that the sum of
squared distances >, (dist(a;, S))? from the input n points to every k-dimensional subspace S in
R9, can be approximated by Y-, (dist(u;, S))? up to a multiplicative factor of 14¢. Note that even
if the input vectors a1, - - - , a,, are sparse, the sketched vectors uq, - - - , us in general are not sparse,
unlike the case of coresets. A sketch of cardinality d can be constructed with no approximation error
(¢ = 0), by defining uy, - - - , ug to be the d rows of the matrix DV ™ where UDVT = A is the SVD
of A. Tt was proved in [11] that taking the first O(k/e) rows of DV yields such a sketch, i.e. of
size independent of n and d.

The first sketch for sparse matrices was suggested in [6], but like more recent results, it assumes that
the complete matrix fits in memory. Other sketching methods that usually do not support streaming
include random projections [2} (1} 9] and randomly combined rows [20} 25| 22, [18]].

The Lanczoz Algorithm. The Lanczoz method [19] and its variant [15]] multiply a large matrix by a
vector for a few iterations to get its largest eigenvector v;. Then the computation is done recursively
after projecting the matrix on the hyperplane that is orthogonal to v;. However, v; is in general not
sparse even A is sparse. Hence, when we project A on the orthogonal subspace to vy, the resulting
matrix is dense for the rest of the computations (k > 1). Indeed, our experimental results show that
the MATLAB svds function which uses this method runs faster than the exact SVD, but crashes on
large input, even for small k.

This paper builds on this extensive body of prior work in dimensionality reduction, and our approach
uses coresets to solve the time and space challenges.



2.2 Key Contributions

Our main result is the first algorithm for computing an (k,e)-coreset C' of size independent of
both n and d, for any given n x d input matrix. The algorithm takes as input a finite set of d-
dimensional vectors, a desired approximation error €, and an integer £ > 0. It returns a weighted
subset S (coreset) of k% /&2 such vectors. This coreset S can be used to approximate the sum of
squared distances from the matrix A € R™*4 whose rows are the n vectors seen so far, to any
k-dimensional affine subspace in R?, up to a factor of 1 & . For a (possibly unbounded) stream of
such input vectors the coreset can be maintained at the cost of an additional factor of log? n.

The polynomial dependency on d of the cardinality of previous coresets made them impractical for
fat or square input matrices, such as Wikipedia, images in a sparse feature space representation, or
adjacency matrix of a graph. If each row of in input matrix A has O(nnz) non-zeroes entries, then
the update time per insertion, the overall memory that is used by our algorithm, and the low rank
approximation of the coreset S is O(nnz - k2 /¢2), i.e. independent of n and d.

We implemented our algorithm to obtain a low-rank approximation for the term-document matrix
of Wikipedia with provable error bounds. Since our streaming algorithm is also “embarrassingly
parallel” we run it on Amazon Cloud, and receive a significantly better running time and accuracy
compared to existing heuristics (e.g. Hadoop/MapReduce) that yield non-sparse solutions.

The key contributions in this work are:

1. A new algorithm for dimensionality reduction of sparse data that uses a weighted subset of
the data, and is independent of both the size and dimensionality of the data.

2. An efficient algorithm for computing such a reduction, with provable bounds on size and
running time. (The project codebase will be open-sourced upon acceptance of this paper.)

3. A system that implements this dimensionality reduction algorithm and an application of
the system to compute latent semantic analysis (LSA) of the entire English Wikipedia.

3 Technical Solution

Given a n x d matrix A, we propose a construction mechanism for a matrix C of size |C| = O(k?/&?)
and claim that itis a (k, £)-coreset for A. We use the following corollary for Definition|I|of a coreset,
based on simple linear algebra that follows from the geometrical definitions (e.g. see [L1]]).

Property 1 (Coreset for sparse matrix). Let A € R"*4, k € [1,d — 1] be an integer; and let € > 0

be an error parameter. For a diagonal matrix W € R™*"™, the matrix C = W A is a (k,e)-coreset
for A if for every matrix X € R (4=F) gych that X" X = I, we have

[WAX]|

o - T <o w6 A= wap <evata @

where var(A) is the sum of squared distances from the rows of A to their mean.

The goal of this paper is to prove that such a coreset (Definition [I]) exists for any matrix A (Prop-
erty |1) and can be computed efficiently. Formally,

Rnxd

Theorem 1. For every input matrix A € ,an error ¢ € (0,1] and an integer k € [1,d — 1]:

(a) there is a (k,€)-coreset C of size |C| = O(k?/<?);

(b) such a coreset can be constructed in O(k*/&?) time.

Theorem [1]is the formal statement for the main technical contribution of this paper. Sections
constitute a proof for Theorem|I]

To establish Theorem|[Ifa)] we first state our two main results (Theorems[2]and [3) axiomatically, and
show how they combine such that Property[1|holds. Thereafter we prove the these results in Sections
M and [3] respectively. To prove Theorem (efficient construction) we present an algorithm for
computing a matrix C, and analyze the running time to show that the C' can be constructed in
O(k? /?) iterations.



Algorithm 1 CORESET-SUMVECS(A4, ¢)

1: Input: A: n input points ay, ..., a, in R4
2: Input: ¢ € (0,1): the approximation error - - - - - - - - - -
3: Output: w € [0,00)™: non-negative weights 1
4: A<+ A—mean(4) i |
5: A < c A where cis a constant s.t. var(A) =
6: w+« (1,0,...,0) 0.8r 1
7§ 1, p Ay, J {5} 0.6
8 M;={y?|y=A-AT} adl 1
9: fori=1,...,ndo 0.4
10:  j < argmin{w; - M} Tl 1
11: G« W' . Ajwhere W/, = /w;
T (|2 ' 0.2r 1
12: el = 167 G
13: c'pzz,‘ii‘leT 0
4 fle—p| = I+ P —cp
15:  comp,(v) = 1/[lc = p|l — (¢~ p) /llc = pll -0.2+ 1
16: |l — ¢l = |lc — pll — comp,(v)
17 a=le=c|/le=p] 047 1
18: w<+—w(l—|af)
190 wj+—wj+a -0.6+ ]
200 ww/ Y w;
21: ]\ffj%{y2|y:A.A?} -0.8+ ]
22 J«+ Ju{j}
23 if ¢ < < then 1 1
24: break . . . . . . . . . .
25:  end if -1 -0.8-06-04-02 0 0.2 04 0.6 0.8 1
26: end for
27: return w
(a) Coreset for sum of vectors algorithm (b) Ilustration showing first 3 steps of the computation

Let A € R™*4 be a matrix of rank d, and let USV7T = A denote its full SVD. Let W € R™**" be a
diagonal matrix. Let k € [1,d — 1] be an integer. For every i € [n] let

Ui k4 1:d2 k1 1:d,k+1:d
vi= (Ui, - Upy, oktldZhtlidtlid ) 3
7 < 7,1, s Viks HEk-}-l:d,k-}-l:dH ) ()

Then the following two results hold:

Theorem 2 (Coreset for sum of vectors). For every set of of n vectors vy, - - , v, in R* and every
e € (0,1), aweight vector w € (0,00)™ of sparsity |w|lo < 1/ can be computed deterministically
in O(nd/¢) time such that

n n
E Vi — E W;V;
i=1

i=1

<ey |l (4)
=1

Section ] establishes a proof for Theorem
Theorem 3 (Coreset for Low rank approximation). For every X € R (@=F) such that X7 X = I,

WAX|? -
‘1 — H H ZUﬂ}iT — Wi’iUiUiT
=1

2l l<s
[AX]]?

S

Section [3]establishes a proof for Theorem [3]
3.1 Proof of Theorem[I]

Proof of Theorem Replacing v; with v;v] and € by £/(5d) in Theorem yields

n
ZUW@‘T — Wi wivl || < (g/5d) Z lvsvl |2
i i=1

Combining this inequality with (d) gives

WAX|? -
- u Z'U{U? - Wiyi’l)i'l}iT
i=1

1
[AX]?

<5

< (¢/5d) ) Ilviw] ||
i=1



Thus the left-most term is bounded by the right-most term, which proves (2). This also means that
C = WA is a coreset for k-SVD, i.e., (non-affine) k-dimensional subspaces. To support PCA
(affine subspaces) the coreset C' = W A needs to satisfy the expression in the last line of Property [T
regarding its mean. This holds using the last entry (one) in the definition of v; (3), which implies
that the sum of the rows is preserved as in equation (). Therefore Property [T holds for C' = W A,
which proves Theorem Ia)]

Claim Theorem [I[(b) follows from simple analysis of Algorithm 2 that implements this construction.
O

4 Coreset for Sum of Vectors (k = 0)

In order to prove the general result Theorem that is the existence of a (k, €)-coreset for any
k € [1,d—1], we first establish the special case for £ = 0. In this section, we prove Theoremby
providing an algorithm for constructing a small weighted subset of points that constitutes a general
approximation for the sum of vectors.

To this end, we first introduce an intermediate result that shows that given n points on the unit ball
with weight distribution z, there exists a small subset of points whose weighted mean is approxi-
mately the same as the weighted mean of the original points.

Let D™ denote the union over every vector z € [0, 1] that represent a distribution, i.e., ), z; = 1.
Our first technical result is that for any finite set of unit vectors ay, ..., a, in R%, any distribution
z € D", and every € € (0, 1], we can compute a sparse weight vector w € D™ of sparsity (non-
zeroes entries) |w|o < 1/&%.

Lemma 1. Let z € D™ be a distribution over n unit vectors ay,-- - ,a, in R%. Fore € (0,1), a
sparse weight vector w € D™ of sparsity s < 1/ can be computed in O(nd/c?) time such that
n n
Zzi-ai—Zwiai <e. (6)
i=1 =2 2
Proof of Lemmall] Please see Supplementary Material, Section A. O

We prove Theorem [2| by providing a computation of such a sparse weight vector w. The intuition
for this computation is as follows. Given n input points a1,...,a, in R?, with weighted mean
>, zia; = 0, we project all the points on the unit sphere. Pick an arbitrary starting point a; = ¢;.
At each step find the farthest point a;; from c;, and compute c;4; by projecting the origin onto
the line segment [c;, aj11]. Repeat this for j=1,...,N iterations, where N =1/£2. We prove that
llcill> = 1/4, thus if we iterate 1/€> times, this norm will be ||c;/c2|| = €2. The resulting points ¢;
are a weighted linear combination of a small subset of the input points. The output weight vector
w € D™ satisfies cy = Z?Zl w; a;, and this weighted subset forms the coreset.

Fig.[Ta contains the pseudocode for Algorithm 1. Fig.[Tb]illustrates the first steps of the main com-
putation (lines 9-26). Please see Supplementary Material, Section C for a complete line-by-line
analysis of Algorithm 1.

Proof of Theorem[2] The proof of Theorem [2| follows by applying Lemma [1| after normalization of
the input points and then post-processing the output. O

5 Coreset for Low Rank Approximation (k£ > 0)

In Sectiond] we presented a new coreset construction for approximating the sum of vectors, showing
that given n points on the unit ball there exists a small weighted subset of points that is a coreset
for those points. In this section we describe the reduction of Algorithm 1 for £ = 0 to an efficient
algorithm for any low rank approximation with k € [1,d—1].

Conceptually, we achieve this reduction in two steps. The first step is to show that Algorithm 1 can
be reduced to an inefficient computation for low rank approximation for matrices. To this end, we
first prove Theorem [3] thus completing the existence clause Theorem Ia)]



Algorithm 2 CORESET-LOWRANK(A, k, €)

1: Input: A: A sparse n x d matrix . 5 o
2: Input: k € Z~q: the approximation rank 12: forlz =1.. - [k?/¢?] do
3: Input: ¢ € (0, 3): the approximation error 13: j« argmmi:l,.:.‘,n{“’XXz}
4: Output: w € [0, c0)™: non-negative weights 140 a=>1 wi(XTIX;)?
5: Compute USVT = A, the SVD of A P I1PX;)% + >0 wi | PX; %
61 R <+ Xpitdkt1:d ' - P2
7: P < matrix whose i-th row Vi € [n] is 16 c=|lwX|?
R PC F
8 Pi=(Uirk Uiksrd - riy) 17 a=(1—-a+b)/(1+c—2a)
9: X < matrix whose i-th row Vi € [n] is 18: w< (1—a)l;+aw
10:  X; =P/||Plr 19: end for
11: w« (1,0,...,0) 20: return w
(a) 1/2: Initialization (b) 2/2: Computation

Proof of TheoremB] Let & = || Y7 (1 — W2;)vv] ||. For every i € [n] let t; = 1 — W2, Set
X € R¥*(@=k) guch that X7 X = I. Without loss of generality we assume V7 = I, ie. A = UY,
otherwise we replace X by V7 X. It thus suffices to prove that |>°, ;|| A; . X|?| < 5e ||AX|?.
Using the triangle inequality, we get

> ot A X
7

< (7

ZtiHAi,:XHQ - ZtiH(Ai,lzk; 0)X]|?

+ . )

Zti||(Ai,1:k70)X||2

We complete the proof by deriving bounds on (7)) and (8), thus proving (3)). For the complete proof,
please see Supplementary Material, Section B. O

Together, Theorems [2and [3| show that the error of the coreset is a 1 + ¢ approximation to the true
weighted mean. By Theorem [3] we can now simply apply Algorithm 1 to the right hand side of (3))
to compute the reduction. The intuition for this inefficient reduction is as follows. We first compute
the outer product of each row vector z in the input matrix A € RI"*4. Each such outer products
2T 2 is a matrix in R4*¢, Next, we expand every such matrix into a vector, in R’ by concatenating

its entries. Finally, we combine each such vector back to be a vector in the matrix P € R7x4” | At
this point the reduction is complete, however it is clear that this matrix expansion is inefficient.

The second step of the reduction is to transform the slow computation of running Algorithm 1 on the
expanded matrix P € R into an equivalent and provably fast computation on the original set of
points A € R?. To this end we make use of the fact that each row of P is a sparse vector in R to
implicitly run the computation in the original row space R%. We present Algorithm 2 and prove that
it returns the weight vector w= (w1, - - - ,wy, ) of a (k, €)-coreset for low-rank approximation of the
input point set P, and that this coreset is small, namely, only O(k?/£?) of the weights (entries) in w
are non-zeros. Fig.[5|contains the pseudocode for Algorithm 2. Please see Supplementary Material,
Section D for a complete line-by-line analysis of Algorithm 2.

6 Evaluation and Experimental Results

The coreset construction algorithm described in Section [5] was implemented in MATLAB. We make
use of the redsvd package [[12] to improve performance, but it is not required to run the system. We
evaluate our system on two types of data: synthetic data generated with carefully controlled param-
eters, and real data from the English Wikipedia under the “bag of words” (BOW) model. Synthetic
data provides ground-truth to evaluate the quality, efficiency, and scalability of our system, while
the Wikipedia data provides us with a grand challenge for latent semantic analysis computation.

For our synthetic data experiments, we used a moderate size sparse input of (5000x1000) to evaluate
the relationship between the error € and the number of iterations of the algorithm N. We then
compare our coreset against uniform sampling and weighted random sampling using the squared
norms of U (A = UXVT) as the weights. Finally, we evaluate the efficiency of our algorithm by
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Figure 1: Experimental results for synthetic data (Fig.[laH1d)) and Wikipedia (Fig.Fig..

comparing the running time against the MATLAB svds function and against the most recent state
of the art dimensionality reduction algorithm [[7]. Figure[TaHId]show the exerimental results. Please
see Supplementary Material, Section E for a complete description of the experiments.

6.1 Latent Semantic Analysis of Wikipedia

For our large-scale grand challenge experiment, we apply our algorithm for computing Latent Se-
mantic Analysis (LSA) on the entire English Wikipedia. The size of the data is n = 3.69M (docu-
ments) with a dimensionality d="7.96M (words). We specify a nominal error of £ =0.5, which is a
theoretical upper bound for N = 2k /¢ iterations, and show that the coreset error remains bounded.
Figure [If] shows the log approximation error, i.e. sum of squared distances of the coreset to the sub-
space for increasing approximation rank k=1, 10, 100. We see that the log error is proportional to
k, and as the number of streamed points increases into the millions, coreset error remains bounded
by k. Figure |le| shows the running time of our algorithm compared against svds for increasing
dimensionality d and a fixed input size n=3.69M (number of documents).

Finally, we show that our coreset can be used to create a topic model of 100 topics for the entire
English Wikipedia. We construct the coreset of size N = 1000 words. Then to generate the topics,
we compute a projection of the coreset onto a subspace of rank &k =100. Please see Supplementary
Material, Section F for more details, including an example of the topics obtained in our experiments.

7 Conclusion

We present a new approach for dimensionality reduction using coresets. Our solution is general and
can be used to project spaces of dimension d to subspaces of dimension k < d. The key feature
of our algorithm is that it computes coresets that are small in size and subsets of the original data.
We benchmark our algorithm for quality, efficiency, and scalability using synthetic data. We then
apply our algorithm for computing LSA on the entire Wikipedia — a computation task hitherto not
possible with state of the art algorithms. We see this work as a theoretical foundation and practical
toolbox for a range of dimensionality reduction problems, and we believe that our algorithms will
be used to construct many other coresets in the future. Our project codebase will be open-sourced
upon acceptance of this paper, for reproducing the results and the benefit of the community.
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Supplementary Material

A Proof of Lemmal(l]

Lemma 1. Let z € D™ be a distribution over n unit vectors ai,- - - ,ay in R%L Fore € (0,1), a
sparse weight vector w € D™ of sparsity s < 1/&2 can be computed in O(nd/e?) time such that

n n
Zzi-ai—Zwiai <e. 9
i=1 i=2

2

We note that the Caratheodory Theorem [4] proves Lemma [I| for the special case ¢ = 0 using only
d + 1 points. Our approach and algorithm can thus be considered as an e-approximation for the
Caratheodory Theorem, to get coresets of size independent of d. Note that our Frank-Wolfe-style
algorithm might run more than d + 1 or n iterations without getting zero error, since the same point
may be selected in several iterations. Computing in each iteration the closest point to the origin that
is spanned by all the points selected in the previous iterations, would guarantee coresets of size at
most d+ 1, and fewer iterations. Of course, the computation time of each iteration will also be much
slower. ’

Proof. We assume that ), z;a; = 0, otherwise we subtract ) ; z;a; from each input vector a;. We
also assume € < 1, otherwise the claim is trivial for w = 0. Let w € D" such that ||w|o = 1, and
denote the current mean approximation by ¢ = ), w;a;. Hence, ||c[|2 = ||a;|| = 1.

The following iterative algorithm updates ¢ in the end of each iteration until |c|| < e. In the
beginning of the N'th iteration the squared distance from c to the mean (origin) is

llell3 € [, (10)

N

The average distance to c is thus
> zillai—clls =Y zllaills +2¢ Y ziai + Y zillels =1+ |lcll3 > 1 +¢,

where the sum here and in the rest of the proof are over [n]. Hence there must be a j € [n] such that

lg; —cll3 >1+e. (11)

Let 7 be the point on the segment between a; and c at a distance p := 1/||a; — ¢||2 from a;. Since
la; —rlls = p = plla; — Off2. and [la; — Ol|z = 1 = plla; — c|lo. and £(0,a;,¢) = Z(c,a;,0). the
triangle whose vertices are a;, r and O is similar to the triangle whose vertices are a;, 0, and ¢ with
a scaling factor of p. Therefore,

llell2

[r=0lla=p-1|0 = cll2 = ————.
llg; — cll2

(12)

From (II)) and (T2), by letting ¢’ be the closest point to 0 on the segment between a; and ¢, we
obtain

lel13 lell3
laj —cll3 = 1+¢

1’113 < lIll3 =

Combining this with yields
1 1 1
I3 < TH— < 13T = :
I+e - 1+% N+1

Since ¢’ is a convex combination of a; and ¢, there is o € [0, 1], such that ¢ = aa; + (1 — a)c.
Therefore,

d=aaj+(1-a) Zwiai

10



and thus we have ¢’ = . wia;, where w’ = (1 — a)w + ae;, and e; € D" is the jth standard
vector. Hence, |w’|lo = N + 1. If ||¢||3 < ¢ the algorithm returns ¢/. Otherwise
1
e —
"N+1
We can repeat the procedure in (I0) with ¢’ instead of ¢ and N + 1 instead of N. By N+1<

1/e so the algorithm ends after N < 1/e iterations. After the last iteration we return the center
/ n !/
¢ =i 1 wia; so

I3 € [ (13)

2
=|Ic'lI3 <

2

>z — wia;

)

<
N+17™

B  Proof of Theorem [3]

Theorem 3 (Coreset for Low rank approximation). For every X € R¥(@=F) gych that XTX =1,

WAX|? -
— u ZUﬂ}iT — Wi’iUiUiT
=1

<5
[AX]]?

‘1 < (14)

Proof of TheoremB Lete = || Y7 (1 — W2 vv] ||. For every i € [n] lett; = 1 — W2, Set
X e R4%(d=k) quch that X7 X = I. Without loss of generality we assume VT =1,ie. A=UY,
otherwise we replace X by VT X. It thus suffices to prove that

ZtiHsz,:Xﬂz

Using the triangle inequality, we get

ZtiHAi,:X||2

< 5e [|AX . (15)

< (16)

Zti”Ai,:XHz - ZtiH(Ai,lzk; 0)X|?

+ . A7)

Zti”(Ai,l:kaO)X”Q
i

We complete the proof by deriving bounds on (I6) and (T7).

Bound on (T6): It was proven in [1] that for every pair of k-subspaces S;, S5 in R¢ there is u > 0
and a (k — 1)-subspace 7' C S; such that the distance from every point p € S to Sy equals to its
distance to 7" multiplied by u. By letting S; denote the k-subspace that is spanned by the first k
standard vectors of R?, letting S, denote the k-subspace that is orthogonal to each column of X,
and y € R* be a unit vector that is orthogonal to 7', we obtain that for every row vector p € Rk,

1(p, 0)X|1* = u*(py)*. (18)
After defining © = ¥1.. 1.6/ Z1:%,1:1]|, (I6) is bounded by
Zti||(Ai,1:k70)X||2 = th [ Ayl
=u? ZtiHAi,l:kyHQ
=u? ZtiHUi,lzkzlzk,lzky”2

:U2||21:k,1:ky||2th‘H(Ui,Lk)ﬂSHz- (19)

11



The left side of (T9) is bounded by substituting p = X; 1.5, in (I8) for j € [k], as

k
WP (| Sk 1k P ZU Siaky)® =Y (514, 0)X |2
Jj=1

k
=ZﬁWﬁsZ@ww
j=1 j=1
= [|=X|? = |UZX|” = | AX|]*. (20)
The right hand side of (I9) is bounded by
(Ui,lzk)$||2| = (Uina) Ui v - 22”| = |za® Zt k) Ui vk

< ezl - | Zt Uir) Ui | 1)
< Zti Vi) vkl < | ZtiviT'UiH =e (22)

where (2]) is by the Cauchy-Schwartz inequality and the fact that ||z2” || = ||z||?> = 1, and in (22)
we used the assumption 4, ; = U, jo; = v; ; for every j € [k].

Plugging (20) and (22) in (T9) bounds (T6) as
[ D till(Aink, 0)X[°] < e AX 2. (23)
i

Bound on (I7): For every ¢ € [n] we have
[ Ai - XN1? = 11(Ai 1k, 0) X ||
=2(Ai14,0)XXT(0, A kr1.a)” + [1(0, Aj g 1.0) X ||
=24; 1. X1 (Xner1:a.) T (A v 1:a) ™+ 1100, A gy1.a) X2

=2 Z Ai i X (Xprr:a,) " (Aigrra)” + 100, Ai prr.a) X1

= ZQUJ (Xigrea)” - Nlowgrallvig(viksra)+
|\0k+1:d|| 100, vi kg 1:0) X2 (24)

Summing this over ¢ € [n] with multiplicative weight ¢; and using the triangle inequality, will
bound by

Z:ti”Ai,:X”2 - Zti||(Ai,1:k70)X”2
<[> Zza] (Xpsra)” (25)

Nowsrallvng(vis1:0) |

+ Zti”0k+1:d|2||(Ovvi,k+1:d)X||2| . (26)

%
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The right hand side of (23)) is bounded by

k
Z QGJXj,:(Xk+1:d)T Nokg1:all Z iv; 5 (Ui,k+1;d)T
=1 :

7

k

<Y 204(1X Xy all - lowrrallll D tivijvikrr.all 27
=1 i
S e 2 okl )

< Z;(MjllXj,:H | Zti’vz‘ﬂi,kﬂzd\\ ) (28)
J= [

< 2| AX|?, (29)

where is by the Cauchy-Schwartz inequality, (28) is by the inequality 2ab < a? + b%. In (29)
we used the fact that ) _, ti(vi1.6) T Vi k1 1.4 is a block in the matrix > t;v;vl, and

i
k
ks rall® < JAX|® and Y o?]|X;. |
j=1
= Sk e X1k, ] < |I2X]1% < JAX|2

Next, we bound @26). Let Y € R?** such that YTY = I and YTX = 0. Hence, the columns
of Y span the k-subspace that is orthogonal to each of the (d — k) columns of X. By using the
Pythagorean Theorem and then the triangle inequality,

lowrall 1S 110, v p1.0) X ) (31)

(30)

=llokr:al®l D till(0, i ksr:a) I
1
= il (0, v k11:0)Y |17
[

< lorg1al?| Zti||vi,k+1:d||2| (32)

?

+ ok 1:all] Zti”(oavi,k—i—l:d)Y”Q" (33)

For bounding (33), observe that Y corresponds to a (d — k) subspace, and (0, v; jt1.4) is contained
in the (d — k) subspace that is spanned by the last (d — k) standard vectors. Using same observations
as above (T8), there is a unit vector y € R?~* such that for every i € [n] ||(0,v; x4+1.4)Y|*> =
|(vi k+1:4)y||*- Summing this over ¢; yields,

> 10, vi k1) VIPL =1 tillvi kgrayl?|
i i

d d
=1> t o vyl =1 D0 vl ) il
i j=k+1 j=k+1 i

Replacing (33) in (3I)) by the last inequality yields

lowra:all Y till(0, v +1:0) X7
%

d
<lokrral (1D tavfapal + D vioell D tivavf 1) (34)
i j=k+1 i
d
<lokpral®(e+¢ Y yip) < 26| AX, (35)
j=k+1

13



Algorithm 1 CORESET-SUMVECS(A4,¢)

1: Input: A: n input points ay, . . ., a, in R?

2: Input: ¢ € (0, 1): the approximation error
3: Output: w € [0, 00)™: non-negative weights
4: A+ A —mean(A)

5: A < ¢ A where cis a constant s.t. var(4) =1
6: w <+ (1,0,...,0)

751, pe— A, J—{j}

8: Mj:{y2 |y:A~A?}

9: fort=1,...,ndo

10:  j + argmin{wy - M;}

1: G+ W' A; where W/, = \/w;

122 el = IGTG)1%

13 cop=2LGp"

14: le—pll =1+ lcf* —c-p

15: comp,(v) = 1/[lc = pl = (c-p) /llc —pl
16:  [le = | = e = pl| — compy,(v)
17:a=lle=d|/lc—p|

18: w<+— w(l—la|)

19: wj <~ w;+a«
200 w4 w/ Y w;
21: Mje{yQ\y:/LAJT}
2:  J« JU{j}
23:  if ||¢||?> < ¢ then
24: break
25:  end if
26: end for

27: return w

where (34) follows since ), t;v7; is an entry in the matrix ), t;v;v]", in (33) we used (30) and the
fact that ||y||? = 1. Plugging (29) in (23) and (33) in(20) gives the desired bound on as

D tall A XN =D till (s, 0)X 7] < 4| AX |12,

Finally, using in and the last inequality in (I7), proves the desired bound of (I3).

C Analysis of Algorithm 1

Algorithm T]contains the full listing of the construction algorithm for the coreset for sum of vectors.
Input: A: n input points a1, ..., a, in R% ¢ > 0: the nominal approximation error.

Output: a non-negative vector w € [0, 00)" of only O(1/£?) non-zeros entries which are the non-
negative weights of the corresponding points selected for the coreset.

Analysis: The first step is to translate and scale the input points such that the mean is zero and the
variance is 1 (lines 4-5). After initialization (lines 6-8), we begin the main iterative steps of the
algorithm. First we find the index j of the farthest point from the initial point a;. The next point
added to the coreset is denoted by p = a;. Next we compute ||c — p||, the distance from the current
point p to the previous center c. In order to do this we compute G = W’ - A; where J is the set of
all previously added indices j, starting with the first point, and W’ is defined in line 11. Note that G
also gives us the error of the current iteration, ¢ = trace(G GT) (line 23). Next we find the point ¢’
on the line from c to p that is closest to the origin, and find the distance between the current center
c and the new center ¢’ (lines 12-16). Finally, the ratio of distances between the current center,
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Algorithm 2 CORESET-LOWRANK(A, k, €)

Input: A: A sparse n x d matrix

Input: & € Z~(: the approximation rank
Input: € (0, 1): the approximation error
Output: w € [0, 00)™: non-negative weights
Compute UXVT = A, the SVD of A

R Ypt1:d,k+1:d
P <+ matrix whose i-th row Vi € [n] is

P, = U1k, Us k+1:d - ﬁ)
X < matrix whose i-th row Vi € [n] is
Xi=P/||P|lr
cw <+ (1,0,...,0)
cfori=1,...,[k?/e?]| do
j o argming,_, {wXX,)
a= 31 wi(X7X;)?
1—|PX; % + i wil PXil[
1Pl

A R

—_— = = =
w2 w

—
»

15 b=

16:  c¢=|wX|%

172 a=(1—-a+b)/(1+c—2a)
188 w+ (1-a)lj+aw

19: end for

20: return w

farthest point, and new center give us a value for «, the amount by which we update the coreset
weights (lines 17-20).

The algorithm then updates the recorded indices .J, update the lookup table M of previously com-
puted row inner products for subsequent iterations, and repeat lines 10-26 until the loop terminates.
The terminating conditions depend on the system specification — we may wish to bound the error,
or the number of iterations. Moreover, if the update value « is below a specified threshold, we may
also terminate the loop if such threshold is lower than a desired level of accuracy.

D Analysis of Algorithm 2

Algorithm [2] contains the full listing of the construction algorithm for the coreset for low rank ap-
proximation.

Input: A: n input points a,...,a, in R% k > 1: the approximation rank; ¢ > 0: the nominal
approximation error.

Output: a non-negative vector w € [0,00)" of only O(1/£?) non-zeros entries which are the non-
negative weights of the corresponding points selected for the coreset.

Analysis: Algorithm [2] starts by computing the k-SVD of input matrix A (line 5). This is possible
because we use the streaming model, so that the input arrives in small blocks. For each block we
perform the computation to create its coreset. By merging the resulting coresets we preserve sparsity
and can aggregate the coreset for A. Lines 7-8 use the k-SVD of this small input block to restructure
the input matrix A into a combination of the columns of A corresponding to its k largest eigenvalues
and the remaining columns of D, the singular values of A.

After initialization, we begin the main iterative steps of the algorithm. Note that lines 12-19 of
Algorithm [2| are heavily optimized but functionally equivalent to lines 9-27 of Algorithm [I|— the
end result in both cases is a computation of « at each iteration of the for loop, and an update to the
vector of weights w. First we find the index j of the farthest point from the initial point a; (Line 13).
The next point is implicitly added to the coreset is by updating w, and in turn affects the next farthest
point as the computation wX X; is performed iteratively. The variables a, b, ¢ implicitly compute
the distance from the current point p to the previous center ¢, the error of the current iteration ¢, the
point on the line from the p to ¢ that is closest to the origin, and the distance between the current
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Algorithm 3 MATRIXPRODUCTAPPROX (A, k, &)

Input: A matrix A € R™*? and an error parameter ¢ > 0.
Output: A vector w € [0,00)" of O(k/e?) non-zeros entries.
1 X, kI
2 Xl «— —kI
3 0y €+ 22
4 0 e — 22
5 Set w + (0,---,0)
6 Set Z to be the d X d zero matrix.
7 for m + 1,2,... to k/e? do
8 Set
M, + (X, +0,ATA) — 2)~1.
9 Set
M+ (Z — (X + 8ATA) 7L
10 fori=1,2,... ton do
11 Set a; + a d x 1 column vector which is the ith row of A
12 Set
(ZTAIIATAA[HL‘
Bi(4) ¢ ——= ' —aT Mya;
) = S An AT AR ATy~ M
13 Set
T T
. a} M, A" AM,a; T
u(? i A[u i
Bull) = G (A, AT An, a7y % Mua
14 Compute j € [n] that maximizes §;(j) — Bu(j)
) 1
15 Set wj = 57
16 Set Z « Z +wiajal
17 return w = (wy, -+ ,wy)

Figure 2: Matrix product approximation algorithm [[7]]

center ¢ and the new center ¢’. Finally, line 17 updates « and line 18 updates w using the new value
of a.

The algorithm terminates after k2 /e iterations, and we omit the explicit computation of ¢ since it
is implied in the guarantees proven in the following section. As in Algorithm [I] the terminating
conditions depend on the system specifications. We may wish to bound the error, or the number of
iterations, or the update value «.

E Experimental Results — Synthetic Data

Synthetic data provides us with a ground-truth to objectively evaluate the quality, efficiency, and
scalability of our system.

Approximation error. We carried out experiments on a moderate size sparse input of (5000x1000)
to evaluate the relationship between the error € and the number of iterations of the algorithm N. for a
hyperplane coreset (i.e. k =d—1). Fig.[Idshows how the characteristic function of the approximation
error f(IN) behaves with respect to increasing number of iterations NV (normalized to N = n). Note
that three of the plotted functions f (V) converge as N increases, while the last one ramps up and
then increases linearly. From this we conclude that ¢ decreases at a true rate somewhere between the
rates of increase of f(N) = N log N and f(NN) = N2. The true characteristic f*(N) + C indicates
the theoretical breakpoint between increasing and decreasing error.

We then compare our coreset against uniform sampling and weighted random sampling, using the
squared norms of U (A = UXVT) as the weights. Tests were carried out on a small subset of
Wikipedia (n = 1000, d = 257K) to ensure representative data structure. Figure shows the
results. As expected, approximation error decreases with coreset size, as well as the subspace rank.
(Note that since our algorithm is deterministic, there is zero variance in the approximation error.)
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Figure 3: Fig. shows the runtimes of our coreset compared against MATLAB svds. Fig. shows the
runtimes of our coreset compared against the algorithm in [7]].

Running time. We evaluate the efficiency of our algorithm by comparing the running time (coreset
construction) against the built-in MATLAB svds function and against the most recent state of the
art dimensionality reduction algorithm [[7].

Algorithm [2| contains the pseudocode for our implementation of the algorithm presented in [7].
Fig.[3a shows the runtimes of our coreset compared against MATLAB svds. Fig.[3b] shows the
running time of our algorithm compared against Algorithm 3 run on synthetic data for the same
set of input parameters. We used a fixed dimensionality d = 1000, approximation rank & = 100,
sparsity 10~° and evaluated construction time for increasing input size N. The results are plotted as
a function of the log of the input size to show the order of magnitute difference in performance.

Besides the fact that our algorithm minimizes the Frobenius norm and support PCA, an important
advantage of our technique compared to existing coreset constructions is that it is much numerically
stable and faster in practice. For example, the result of [8] is based on the technique of [3]]. This tech-
nique needs to compute many inverse of matrices during the computation, which makes it not only
less stable but also very inefficient. Indeed, we implemented the coreset construction of [8]] and the
running time comparison to our algorithm for the same coreset size can be found in Fig.[3b] In con-
clusion, our algorithm is faster, numerically stable, and can be computed on practically unbounded
size input data.

F Experimental Results — Latent Semantic Analysis of Wikipedia
For these experiments we used three types of machines:

1. Regular desktop computer with quad-core Intel Xeon E5640 CPU @2.67GHz, 6GB RAM
(low spec).

2. Modern laptop with quad-core Intel i7-4500U CPU @ 1.8GHz, 16GB RAM (medium spec).

3. High-performance computing clusters on Amazon Web Services (AWS) as well as lo-
cal clusters, e.g. an EC2 c3.8xlarge machine with 32-core Intel Xeon E5-2680v2 vCPU
@2.8Ghz, 60GB RAM (high spec).

We compute the coreset using a buffer stream of size N/2, parallelized across 64 nodes on Ama-
zon Web Services (AWS) clusters. The 64 individual coresets are then unified into a single coreset.
Figure [Te] shows the running time of our algorithm compared against svds for increasing dimen-
sionality d and a fixed input size n =3.69M (number of documents). Note that this is a log-scale plot
of dimensionality against running time, so the differences in performance represent orders of mag-
nitude. The desktop computer with 6GB RAM crashed for d =2000 and was omitted from the plot.
The same algorithm running on the cluster (blue plot) outperformed the laptop (red plot), which also
quickly ran out of memory. Comparing svds computation on AWS against our coreset (green plot)
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highlights the difference in performance for identical computer architectures. As the dimensionality
d increases, any algorithm dependent on d will eventually crash, given a large enough input.

We show that our coreset can be used to create a topic model of k=100 topics for the entire English
Wikipedia, with a fixed memory requirement and coreset size of just N =1000 words. We compute
the projection of the coresets on a subspace of rank k to generate the topics. Table [I| shows a
selection of 10 of the most highly weighted words from 4 of the computed topics. The total running
time, including coreset construction, merging and topic extraction was 140.66 min.

A cursory glance at the words suggests that the “themes” of these topics are (1) urban planning,
(2) economy and finance, (3) road safety, (4) entertainment. This serves as a qualitative proof of
concept that our system can produce meaningful results topics on very large datasets. We view this
result optimistically, as proof of concept that our system can be used to compute a topic model of the
English language. A more objective analysis would involve using a corpus of tagged documents as a
ground truth, projecting the corresponding vectors onto our topics, and comparing the classification
error against topics computed by other systems. This is the subject of our ongoing work.

Topic 1 Topic 2 | Topic 3 Topic 4
[N credit drivers comedy
highway risk distracted | nominated
bridge plan phone actress
road union driver awards
river interest | text television
traffic rating car episode
downtown | earnings | brain musical
bus capital accidents | writing
harbor liquidity | visual tv

street asset crash directing

Table 1: Example of the highest-weighted words from 4 topics of the k¥ = 100 topic model of
Wikipedia computed by our algorithm
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