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Maybe, ½ hour from now you can 
insert the following in your 
small talk: 
� Differential Privacy

� Coresets

� Private Coresets

� Private Data 
Structures (not only 
coresets)

� Private ε nets

� Private Bi Criteria

New

New

New

New





Indicator variable:  



Problems

� If everyone has known political opinion but 
for voter 













The attacker learns little “useful”
Prior Information does not help

Because of ε
leakage: 
Cannot be used 
to answer many 
queries



Want to answer not one query privately
But many queries privately

Leak ε only 
once, create
Sanitized 
Data Set/Data 
Structure



No privacy



No privacy



No privacy



Party Branch

Party 
Faithful

No privacy



Coresets

� Coresets: “Clever Sample”

� Answer approximate queries from reduced 
representation (Coreset)

� Often leads to PTAS, FPTAS

� Many, many, papers, surveys

� Many problems: median, mean, flats, 
projective clustering, regression

� Intuition: Coresets give privacy on average

No privacy



No privacy



No privacy



No privacy



No privacy



No privacy



No privacy



Locating Branch Offices No privacy



Intuition: Coresets reveal little information

Private (Republican) Coresets No privacy



Good: Coresets reveal little information 
on average

Bad: Coresets are 
not differential 
private
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Input

A set of n points P ⊂ Rd, k ≥ 1.



Output 

N : a small bicriteria approximation

to the k median of P



The  Bicriteria Algorithm

3) Construct a weak ( 18k)-net Nt for P

4) N ← N ∪Nt





A point b ∈ P is bad for Nt, if:

dist(b,Nt) > 2dist(b,N∗)

b
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A point g ∈ P is good for Nt otherwise:

dist(g,Nt) ≤ 2dist(g,N∗)

g
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Main Technical Theorem
We can map every bad point b ∈ Pt to

a distinct good point g ∈ Pt+1.

g

b
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dist(b,N) ≤ dist(b,Nt), because N ⊇ Nt.

Since b ∈ Pt and g ∈ Pt+1:

dist(b,Nt) ≤ dist(g,Nt)

Since g is good for Nt:

dist(g,Nt) ≤ 2dist(g,N∗)
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dist(b,N) ≤ dist(b,Nt), because N ⊇ Nt.

Since b ∈ Pt and g ∈ Pt+1:

dist(b,Nt) ≤ dist(g,Nt)

Since g is good for Nt:

dist(g,Nt) ≤ 2dist(g,N∗)
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Bi-Criteria for k-Median

∑

p∈P
dist(p,N)=

∑

g
dist(g,N) +

∑

b
dist(b,N)

≤
∑

g
2dist(g,N∗) +

∑

g
2dist(g,N∗)

≤4
∑

p∈P
dist(p,N∗)
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Bi-Criteria 

Approximation Algorithm [FFS07]
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Initialization

1) t← 1

Counter for iterations

2) F ← ∅

The output set of j-flats

⊳

⊳
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3) Construct a weak ( 18k)-net Nt for P

t = 1
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4) N ← N ∪Nt

(t = 1)
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5) ∀p : Compute dist(p,Nt)

p

(t = 1)
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(t = 1)

6) Remove Pt: the half of P that is

closer to Nt
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(t = 1)

6) Remove Pt: the half of P that is

closer to Nt
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7) t← t+1

8) Repeat steps 3 to 6:
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(t = 2)

3) Construct a weak (1/k)-net Nt for P
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(t = 2)

4) N ← N ∪Nt
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5) ∀p : Compute dist(p,Nt)

p

(t = 2)
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6) Remove Pt: the half of P that is

closer to Nt

(t = 2)
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6) Remove Pt: the half of P that is

closer to Nt

(t = 2)
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6) Remove Pt: the half of P that is

closer to Nt

(t = 2)
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7) t← t+1

8) Repeat steps 3 to 6

till there are no more input points.

9) Return N :
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Let N∗ be any set of k points in Rd.
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Let N∗ be any set of k points in Rd.
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Let N∗ be any set of k points in Rd.

Consider Nt that is constructed during

the tth iteration.
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A point b ∈ P is bad for Nt, if:

dist(b,Nt) > 2dist(b,N∗)

b
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A point g ∈ P is good for Nt otherwise:

dist(g,Nt) ≤ 2dist(g,N∗)

g
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Main Technical Theorem
We can map every bad point b ∈ Pt to

a distinct good point g ∈ Pt+1.

g

b
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dist(b,N) ≤ dist(b,Nt), because N ⊇ Nt.

Since b ∈ Pt and g ∈ Pt+1:

dist(b,Nt) ≤ dist(g,Nt)

Since g is good for Nt:

dist(g,Nt) ≤ 2dist(g,N∗)
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dist(b,N) ≤ dist(b,Nt), because N ⊇ Nt.

Since b ∈ Pt and g ∈ Pt+1:

dist(b,Nt) ≤ dist(g,Nt)

Since g is good for Nt:

dist(g,Nt) ≤ 2dist(g,N∗)
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Bi-Criteria for k-Median

∑

p∈P
dist(p,N)=

∑

g
dist(g,N) +

∑

b
dist(b,N)

≤
∑

g
2dist(g,N∗) +

∑

g
2dist(g,N∗)

≤4
∑

p∈P
dist(p,N∗)
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• The number of bad points is at most

|B| =
|Pt|

8

•
∣∣∣Pt+1

∣∣∣ =
|Pt|

2

The number of good points in Pt+1 is at least

∣∣∣Pt+1

∣∣∣− |B| ≥
|Pt|

2
−
|Pt|

8
≥ |B|

Proof of the Technical Theorem
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Claim: Only B0 =
|Pt|

8k
points are bad for q ∈ Nt

q

q∗

p

dist(p, q) ≤ 2dist(p, q∗)
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B0: the
|Pt|
8k closest points to q∗

q∗
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B0: the
|Pt|
8k closest points to q∗

B0 contains q ∈ Nt
(
1
8k-net

)

q

q∗
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dist(p, q) ≤ dist(p, q∗) + dist(q∗, q)

≤ 2dist(p, q∗)

For every yellow point p ∈ P \B0:

p

q

q∗
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dist(p, q) ≤ 2dist(p, q∗)

All the yellow points are good for Nt

p

q

q∗
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|B0| =
|Pt|

8

Only the black points B0 are bad for

Nt

q

q∗
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