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Enumerating Tilings of Rectangles by Squares with
Recurrence Relations∗

Daryl DeFord†

Counting the number of ways to tile an m × n rectangle with
squares of various sizes is a traditional combinatorial problem. In
this paper, we demonstrate a simple variation of the transfer ma-
trix method for constructing the recurrence relations satisfied by
the solutions to these problems. This method also generalizes to
similar problems that have not been previously considered, includ-
ing three dimensional “tilings”. We are able to give an upper bound
on the minimal order of the recurrence satisfied for fixed m, as well
as to prove that there does not exist a graph whose matchings form
a one–to–one correspondence with such tilings.
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1. Introduction

Counting the number of rectangular board tilings with tiles of different sizes
and shapes can lead to many interesting combinatorial proofs and identities.
Examples of these types of problems can be found in [1, 8, 9, 15, 19]. In this
paper we will be considering variations on the following problem:

Given an m×n rectangular board and an unlimited number of square tiles of various,
fixed dimensions, in how many different ways can the board be tiled?

This problem was considered by Heubach, in 1999 [12], motivated by
previous work on tiling rectangles with Cuisinaire rods by Brigham et al. [2]
and Hare [11]. Heubach’s approach was to construct recurrence relations for
the sequences formed by fixing the row dimension of the board and letting
the column dimension vary while the set of square tiles remains unchanged.
The coefficients of the terms in the recurrence relations were found by count-
ing the number of “basic” blocks, those that cannot be decomposed along a
vertical line, that could be formed from the given square tiles.
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Unfortunately, this method grows significantly more complex as the fixed
number of rows grows. Thus, it is not a method that can be widely applied,
outside of small cases. In 2006, Calkin et al. showed that when the square
tiles are restricted to dimensions of 1 × 1 and 2 × 2, the number of tilings
can be calculated as the sum of the entries in the nth power of a recursively
defined matrix [3]. This solution is based on a method of Calkin and Wilf
and the equivalence between this problem with 1 × 1 and 2 × 2 squares and
placing non-attacking kings on an (m−1)× (n−1) chessboard [4]. However,
because of this equivalence, this method cannot be used to calculate the
number of tilings when the square tiles are permitted to be larger than
2 × 2.

In this paper, we will present a method, related to the transfer matrix
method, that can be used to generate recurrence relations for a much wider
class of problems than has been previously considered. For example, our
method applies equally well to the three dimensional analogue of this prob-
lem, tiling m × n × k rectangular prisms with cubes of fixed dimensions.
We will also give upper bounds on the order of the recurrence satisfied by
problems with fixed row dimension and square sizes. Finally, we will show
that even for the simple case of 1 × 1 and 2 × 2 squares the method of ma-
trix permanents or pfaffians cannot be used to construct a general solution.
These matrix methods have been used successfully on other similar problems
[13, 14, 15].

2. Counting Rectangle Tilings

When the fixed number of rows, m, is small, the recurrence relations are
frequently simple to generate. It is easy to see that the number of ways
to tile a 2 × n rectangle with 1 × 1 and 2 × 2 squares is equal to the nth

combinatorial Fibonacci number, by comparison to 1×n tilings with squares
and dominoes. A similar argument applied to the 3×n case, with squares of
sizes up to 3×3 gives us the recurrence an = an−1+2an−2+an−3, by simply
considering what must happen to a tiling whose initial column contains a
particular tile [12]. As the fixed number of rows grows however, this problem
becomes increasingly complex, and ad hoc methods cannot be counted on
to provide convenient solutions.

As mentioned in the introduction, previously considered methods have
been difficult to apply to either large problem instances [12], or more general
sets of tiles [3]. Our method in these larger cases proceeds as follows; given
a fixed row dimension, m, and set of permissible square tiles, we construct
a system of linear recurrence relations that represents all of the ways to tile
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the initial column. A result of Webb, Criddle, and DeTemple guarantees
that such a system of recurrence relations exists [20].

Once we have obtained this system of recurrences, we use the succes-
sor operator method of DeTemple and Webb [8] to express the system as
a matrix whose entries are polynomials in the successor operator. Their
proof (Theorem 7.20 in [8]) shows that the determinant of this matrix is
an annihilating polynomial for the desired sequence and hence provides the
recurrence relation satisfied by the tilings. This method is equivalent to the
transfer matrix method, with the successor operator used to generate the
matrix instead of a digraph as in Section 4.7 of [19]. The successor method
has a wide variety of applications. A similar approach is used in [7] to enu-
merate rearrangements on graphs, while in [18] Panario et al. use the succ-
cessor operator to solve conditional recurrences, and in [8] an entire chapter
is devoted to applications of the method to prove recurrences and identities.

Figure 1: Endings of a 7 × n Rectangle

2.1. Examples

To demonstrate the efficacy of this method we present some examples of
problems solved using our method.

Example 1. Tiling 7 × n rectangles with squares of size 1 × 1 and 2 × 2.
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This problem is one that can be solved by the method of Calkin et al.

as the sum of the entries in the (n− 2) power of a 64 × 64 matrix. Figure 1

shows the eight endings that we must consider. Note that each of the endings

shown represents an equivalence class of endings. For example, consider an

ending where a single 2× 2 square is placed in either the top or bottom row

and the remaining squares are filled with 1×1 squares. The number of ways

to cover the remaining portion of the rectangle is the same in either case,

thus, we need only consider one representative of this class of endings, in

this case bn.

In order to demonstrate how the system of recurrence relations is gener-

ated, we give explicit derivations of two of the equations in our system. All

of the other equations are derived in a similar fashion. The initial column

of a board that ends like cn can be covered in five different ways (noticing

that the bottommost square must be covered with a 1 × 1):

1. All of the squares may be covered with 1 × 1 squares leaving a board

of an−1.

2. A single 2×2 square may be placed in the top row, while the rest of the

column is filled with 1 × 1. The number of ways to tile the remaining

board is bn−1.

3. A single 2×2 square may be placed beginning in the second row, while

the rest of the column is filled with 1 × 1. The number of ways to tile

the remaining board is cn−1.

4. A single 2× 2 square may be placed beginning in the third row, while

the rest of the column is filled with 1 × 1. The number of ways to tile

the remaining board is dn−1.

5. Finally, two 2× 2 squares may be placed in the tiling, leaving a board

equivalent to en−1.

Thus, the total number of tilings of the board cn, is equal to an−1 + bn−1 +

cn−1 + dn−1 + en−1. A similar method gives the equation for gn although

there are only two possibilities in this case.

1. Both squares in the initial column may be covered with 1 × 1 squares

leaving a board of shape an−1.

2. A single 2×2 square may be placed in the initial column. The number

of tilings of the remaining board is then dn−1.

Hence, we have that gn = an−1 + dn−1. Applying a similar process to all of
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the possible endings gives the system of recurrences shown below:

an = an−1 + 5an−2 + 2bn−1 + 2cn−1 + 2dn−1 + 2en−1 + 4fn−1 + 2gn−1 + hn−1

bn = an−1 + bn−1 + cn−1 + 2dn−1 + en−1 + 2fn−1

cn = an−1 + bn−1 + cn−1 + dn−1 + en−1

dn = an−1 + 2bn−1 + cn−1 + gn−1 + hn−1

en = an−1 + bn−1 + cn−1

fn = an−1 + bn−1

gn = an−1 + dn−1

hn = an−1 + 2dn−1

Applying the successor operator to this system gives the following ma-
trix M , that satisfies the equation M~x = ~0, where ~x is the column vector
[an, bn, . . . , hn] and ~0 is the 8 × 1 zeros vector.

M =



E2 − E − 5 −2E −2E −2E −2E −4E −2E −E
−1 E − 1 −1 −2 −1 −2 0 0
−1 −1 E − 1 −1 −1 0 0 0
−1 −2 −1 E 0 0 −1 −1
−1 −1 −1 0 E 0 0 0
−1 −1 0 0 0 E 0 0
−1 0 0 −1 0 0 E 0
−1 0 0 −2 0 0 0 E


The determinant of this matrix is a characteristic polynomial of the recur-
rence relation that we are seeking. Thus,

det(M) = E9 − 3E8 − 30E7 + 17E6 + 138E5 − 85E4 − 116E3 + 42E2 + 32E

gives us the recurrence satisfied by our sequence:

an = 3an−1+30an−2−17an−3−138an−4+85an−5+116an−6−42an−7−32an−8.

Example 2. Tiling 5×n rectangles with squares of size 1× 1, 2× 2, 3× 3,
4 × 4, and 5 × 5.

This example can be found in the original paper of Heubach where a
recurrent expression is given, consisting of a convolution of two separate lin-
ear homogeneous recurrence relations with constant coefficients (dependent
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on n). The OEIS however, does contain an equivalent constant coefficient

recurrence which we derive in this example [17]. As in the previous example,

we progress by constructing a system of linear recurrences that accounts for

all of the endings shown in Figure 2. Note that this problem requires fewer

endings than the previous example, even though we are using a wider variety

of tiles. As an intuitive explanation, for example, there is no difference in the

number of tilings remaining, between a tiling that ends with a 3 × 3 square

above a 2 × 2 square and a tiling with one fewer column that ends with a

single 2×2 square beginning in the second row and three 1×1 squares. Both

of these endings, even though constructed with different tiles, are counted

by cn.

Figure 2: Endings of a 5 × n Rectangle

Thus, applying the methods of the previous example gives us the follow-

ing system of recurrences and related successor matrix:

an = an−1 + 3an−2 + an−3 + 2an−4 + an−5

+ 2bn−1 + 2cn−1 + 2n−2 + 2dn−1

bn = an−1 + bn−1 + cn−1 + dn−1

cn = an−1 + bn−1

dn = an−2 + cn−1


E5 − E4 − 3E3 − E2 − 2E − 1 −2E4 −2E4 − 2E3 −2E4

−1 E − 1 −1 −1
−1 −1 E 0
−1 0 −E E2
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The determinant of this matrix gives the characteristic polynomial of our
desired recurrence relation, which is again an eighth order recurrence:

an = 2an−1 + 7an−2 + 6an−3 − an−4 − 6an−5 − an−7 − 2an−8.

Example 3. Tiling 4×4×n rectangular prisms with cubes of size 1×1×1,
2 × 2 × 2, 3 × 3 × 3, and 4 × 4 × 4.

Our final example shows how this method can be extended to other types
of related tilings problems, including those in three dimensions. Figure 3
shows the “endings” that we must consider in this example. Note that the
initial column we are covering in order to construct our recurrences is a
4 × 4 × 1 region, so the tilings in the figure show only the first dimensional
placements of 2 × 2 × 2 cubes, with the assumption that 1 × 1 × 1 cubes
fill the remaining squares. Obviously, a 4 × 4 × 4 cube fills all of the spaces
available, and a 3 × 3 × 3 cube must be surrounded by 21 1 × 1 × 1 cubes
filling in the gaps.

Again, the endings considered here represent equivalence classes of end-
ings. To further illustrate this point, note that cn and en actually count
the same number of tilings, since the single 2 × 2 × 2 cube in cn must be
surrounded by eight 1 × 1 × 1 cubes. Similarly, if a single 2 × 2 × 2 cube is
placed in the center location of the last column, it must be surrounded by
24 1 × 1 × 1 cubes and the remaining prism can be tiled in an−2 ways.

Figure 3: Endings of a 4 × 4 × n Prism

Based on the endings shown in Figure 3, we obtain the following system
of recurrences and successor matrix:
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an = an−1 + 8an−2 + 4an−3 + an−4

+ 4bn−1 + 4cn−1 + 2dn−1 + 4en−1 + 12fn−1

bn = an−1 + 3bn−1 + 2cn−1 + dn−1 + 2en−1 + 3fn−1

cn = an−1 + 2bn−1 + cn−1 + en−1

dn = an−1 + 2bn−1 + dn−1

en = an−1 + 2bn−1 + cn−1 + en−1

fn = an−1 + bn−1


E4 − E3 − 8E2 − 4E − 1 −4E3 −4E3 −2E3 − 4E3 −12E3

−1 E − 3 −2 −1 −2 −3
−1 −2 E − 1 0 −1 0
−1 −2 0 E − 1 0 0
−1 −2 −1 0 E − 1 0
−1 −1 0 0 0 E


This gives us a recurrence for the number of ways to tile a 4 × 4 × n

rectangular prism with cubes:

an = 7an−1 + 28an−2−123an−3 + 18an−4 + 84an−5 + 20an−6 +an−7−2an−8.

3. Recurrence Order Bounds

In the previous section we showed how to construct a recurrence relation

for a given set of square tiles and fixed rectangle row dimension. The three

examples we presented had different dimensions and different sets of per-

missible tiles, but in each case the order of the recurrence relation that we

obtained was eight. In this section we give an explicit upper bound on the

order of recurrence for a tiling problem with 1 × 1 and 2 × 2 squares that

depends on the fixed number of rows and demonstrate how this procedure

could be applied to more general cases.

Proposition 1. For any fixed natural number m, the minimal order recur-

rence relation counting the number of ways to tile a m× n board with 1 × 1

and 2 × 2 squares has degree at most fm.
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Proof. Throughout this section we will assume that an represents the num-
ber of legitimate tilings of a complete board as in the examples. As noted
in Section 2.1, the number of ways to tile a 2 × n strip with 1 × 1 and 2 × 2
squares is equal to fn. This implies that there are fn ways to cover the ini-
tial column with these tiles. Since the maximum length of any tile is 2, the
system of recurrences can be constructed so that every recurrence except an
is written as a sum of other recurrence elements with minimum index n− 1,
while the sum equal to an will contain an an−2 term.

Since there are at most fn endings subject to the previous conditions,
the successor matrix can have at most fn rows, each of whose highest power
of the successor operator is one except the row representing an which may
contain E2. Since the tiling with all 1 × 1 squares leaves an−1 tilings, this
gives us an upper bound on the order of the recurrence as fn+1−1 = fn.

Table 1 shows the differences between this bound and the actual order
of the computed recurrence for the first several cases. The values in center
table row are the orders of recurrences given in the OEIS for the solutions
of these problems for each fixed m [17].

Number of rows (m) 1 2 3 4 5 6 7 8 9 10
Observed Recurrence Order [17] 1 2 2 3 4 6 8 14 19 32
Upper Bound (fm) 1 2 3 5 8 13 21 34 55 89

Table 1: Comparison between the derived bound and the actual order

Certainly, Table 1 shows that the bound given in Proposition 1 is not
tight. As noted in Example 1, each ending that needs to be considered
for the recurrence system represents a class of symmetric endings, each of
which has the same number of rearrangements. Thus, a better bound can
be obtained by considering only the distinct endings up to symmetry since
these correspond more directly to rows in the successor matrix. Using these
ideas a better bound is given in [6], where these ideas are developed in more
generality. However, since the process of passing to the classes of endings
only reduces the total number of sequences in the system by a finite factor for
each considered ending it does not change the asymptotic value of the bound
which is still governed by the largest eigenvalue of the bounding sequence,

in this case ϕ = 1+
√
5

2 .
Computing the order of recurrences for other sets of tiles can be done

in an equivalent fashion. In order to obtain a similar bound for an arbitrary
problem, we need only compute the possible number of endings, since they
correspond to rows in the successor matrix, and multiply this value by the
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side length of the largest square since this is a bound on the degree of

each entry in the matrix. Additionally, it is simple to bound the number of

possible endings since this amounts to solving a 1×n tiling problem, which

are discussed extensively in [1]. Further analysis using the symmetry classes

of the tiling endings can lead to more complex upper bounds, which can be

stated in terms of recurrent sequences [6].

4. Matchings and Tilings

In general, it is very difficult to provide a closed form expression that counts

the number of tilings of some rectangle, when we allow both the number of

rows and columns to be arbitrarily chosen. One method that can be used to

construct such an expression requires constructing a family of graphs whose

matchings have a one–to-one correspondence with the tilings. Then, matrix

permanents or pfaffians can sometimes be used to generate such a closed

form. Also, for some similar problems matrix permanents can be used to

generate the initial conditions that are necessary to make full use of the

derived recurrence relations.

For example, Kasteleyen’s formula for the number of domino tilings of an

m×n rectangle uses pfaffians to count the perfect matchings in a grid graph

[10, 15]. Similarly, Kuperberg’s survey gives an overview of many combina-

torial problems that can be solved with the permanent–determinant method

[14], while Lundow demonstrates the permanent method for matchings on

hypercubes [16], which can be considered n−dimensional cube tilings. Here,

we prove that this method will not work for enumerating tilings of an m×n

rectangle with 1 × 1 and 2 × 2 squares.

Figure 4: The Independent Set Graph G4,4

Theorem 1. There does not exists a simple graph whose matchings are in a

one–to–one correspondence with the number of tilings of an m×n rectangle

with 1 × 1 and 2 × 2 squares, when m ≥ 4 and n ≥ 4.
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Proof. Let m and n be any two integers greater than 3 and consider an
m × n rectangle, Rm,n. Assume that there exists a graph, Hm,n, such that
there exists a structure preserving bijection between matchings on Hm,n and
legitimate tilings on Rm,n. We will argue by contradiction.

Construct another graph, Gm,n, such that the vertices of Gm,n represent
the (m− 1)(n− 1) possible positions that a 2× 2 square could be placed on
Rm,n. Add an edge to Gm,n between any two vertices if and only if a 2 × 2
square placed at the position represented by the first vertex would overlap
a 2 × 2 square placed at the position represented by the second vertex.

Observe that the graph shown in Figure 4 is isomorphic to G4,4. Fur-
thermore, we see that for any m,n ≥ 4, it must be that Gm,n has at least
one vertex–induced sub–graph isomorphic to G4,4. We now claim that there
exists a one–to–one correspondence between tilings of Rm,n with 1 × 1 and
2 × 2 squares and independent vertex sets on Gm,n.

In order to demonstrate a bijection between these two objects consider
an arbitrary tiling of an m×n rectangle. To construct a unique independent
vertex set from this tiling, select each vertex whose corresponding 2 × 2
square appears in the tiling. These vertices must be independent since a
legitimate tiling cannot contain overlapping 2 × 2 squares.

To construct a unique tiling from a given, arbitrary independent set
place a 2×2 square in the tiling for each vertex in the set and fill the rest of
the squares with 1 × 1 tiles. Thus, we have a structure preserving bijection
between independent vertex sets on Gm,n and tilings of Rm,n. This corre-
spondence demonstrates that these two objects count the same sequence.

For any graph there is a one–to–one correspondence between matchings
on the graph and independent sets on its line graph. Also, with the exception
of K1,3 and K3 a graph is uniquely recoverable from its line graph. Since by
assumption the matchings of Hm,n correspond to tilings on Rm,n, it must
be the case that the line graph of Hm,n must be Gm,n.

However, by Beineke’s forbidden minor theorem for line graphs [5], G4,4,
and hence any graph that contains G4,4 as an induced sub–graph, cannot be
the line graph of any simple graph. Thus, we have shown that Gm,n cannot
be the line graph of any simple graph. This contradicts the existence of Hm,n

and our proof is complete.

Theorem 2. There does not exists a simple graph whose maximal matchings
are in a one–to–one correspondence with the number of tilings of an m× n
rectangle with 1 × 1 and 2 × 2 squares, when m ≥ 4 and n ≥ 4.

Proof. Let m and n be any two integers greater than 3 and consider an
m × n rectangle, Rm,n. Assume that there exists a graph, Hm,n, such that



12 D. DeFord

there exists a structure preserving bijection between maximal matchings on
Hm,n and legitimate tilings on Rm,n. We will argue by contradiction.

As in the previous proof, construct a graph F whose [mn+(m−1)(n−1)]
vertices represent the possible positions of squares in a tiling of Rm,n, and
again join two edges if and only if the squares they represent would overlap
if both placed in a single tiling of Rm,n. It is easy to see that this graph
contains Gm,n as an induced sub–graph.

Now notice that maximal independent sets in Fm,n correspond in a one–
to–one fashion with tilings of Rm,n via a bijection similar to the one pre-
sented in the proof of Theorem 1. In this case the 1 × 1 tiles are selected
directly into a tiling by being members of a maximum independent set, since
a vertex representing a 1 × 1 tile in Fm,n is only adjacent to vertices that
represent 2 × 2 tiles. Similarly, when constructing a unique independent set
from a given tiling the 1 × 1 vertices have to be added to the set explicitly,
but the procedure is still one–to–one.

Again, by the argument given above, since Fm,n contains G4,4 as an
induced sub–graph it cannot be the line graph of any simple graph. This
contradicts our assumption that Hm,n exists and completes the proof.
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