
REAL-TIME 4D ULTRASOUND RECONSTRUCTION FOR IMAGE-GUIDED
INTRACARDIAC INTERVENTIONS

(Spine title: Real-Time 4D Ultrasound Reconstruction for Cardiac Therapy)

(Thesis format: Monograph)

by

Danielle F. Pace

Biomedical Engineering Graduate Program

A thesis submitted in partial fulfillment
of the requirements for the degree of

Master of Engineering Science

The School of Graduate and Postdoctoral Studies
The University of Western Ontario

London, Ontario, Canada

March 2010

c© Danielle F. Pace 2010



THE UNIVERSITY OF WESTERN ONTARIO
SCHOOL OF GRADUATE AND POSTDOCTORAL STUDIES

CERTIFICATE OF EXAMINATION

Supervisor:

Dr. Terry Peters

Supervisory Committee:

Dr. Aaron Fenster

Dr. Maria Drangova

Dr. Gerard Guiraudon

Examiners:

Dr. James Lacefield

Dr. Shuo Li

Dr. James White

The thesis by

Danielle F. Pace

entitled

Real-Time 4D Ultrasound Reconstruction for Image-Guided Intracardiac
Interventions

is accepted in partial fulfillment of the
requirements for the degree of
Master of Engineering Science

Date

Chair of Thesis Examination Board

ii



Abstract

Image-guided therapy addresses the lack of direct vision associated with minimally-

invasive interventions performed on the beating heart, but requires effective intra-

operative imaging. Gated 4D ultrasound reconstruction using a tracked 2D probe

generates a time-series of 3D images representing the beating heart over the cardiac

cycle. These images have a relatively high spatial resolution and wide field of view,

and ultrasound is easily integrated into the intraoperative environment. This the-

sis presents a real-time 4D ultrasound reconstruction system incorporated within an

augmented reality environment for surgical guidance, whose incremental visualiza-

tion reduces common acquisition errors. The resulting 4D ultrasound datasets are

intended for visualization or registration to preoperative images. A human factors

experiment demonstrates the advantages of real-time ultrasound reconstruction, and

accuracy assessments performed both with a dynamic phantom and intraoperatively

reveal RMS localization errors of 2.5-2.7 mm, and 0.8 mm, respectively. Finally, clin-

ical applicability is demonstrated by both porcine and patient imaging.

Keywords: 4D ultrasound, real-time ultrasound reconstruction, intraoperative imag-

ing, image-guided therapy, minimally-invasive cardiac surgery, echocardiography
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Chapter 1

Introduction: Ultrasound in

Minimally-Invasive Image-Guided

Cardiac Therapy

1.1 Introduction

This chapter reviews recent work investigating the use of echocardiography (car-

diac ultrasound) within image-guided therapy (IGT) systems developed for minimally-

invasive cardiac interventions. Ultrasound (US) is commonly used in clinical prac-

tice for preoperative diagnosis and planning and for post-procedural therapy evalua-

tion, but is emerging as an attractive intraoperative imaging modality as well. The

review presented below describes how echocardiography has been used to achieve

image-based tool tracking, cardiac and respiratory motion compensation, registration

between preoperative images and the intraoperative patient, and real-time surgical

guidance within sophisticated visualizations incorporating magnetic resonance imag-

ing (MRI), computed tomography (CT) or X-ray along with virtual representations

of tracked surgical tools.
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1.2 Minimally-Invasive Cardiac Therapy

Clinical research and development in minimally-invasive cardiac therapy [1,2] has

focused on a wide variety of procedures, including coronary artery bypass grafting

(CABG) [3], mitral valve replacement and repair [4], aortic valve replacement and

repair [5], ablation of the pulmonary veins (PVs) and/or other targets for treatment

of atrial fibrillation (AF) [6] and repair of congenital pathologies such as atrial septal

defects (ASDs), ventricular septal defects (VSDs) or patent foramen ovale (PFO) [7].

Anticipated benefits that motivate minimally-invasive cardiac interventions in-

clude reduced trauma, improved survival rates, decreased risk of infections or other

complications, decreased bleeding, reduced postoperative pain, better cosmetic results

and shorter recovery times leading to economic benefits (ex. [8–11]). In particular,

performing surgery on the beating heart instead of using cardiopulmonary bypass

may decrease subsequent atrial fibrillation [12], inflammatory response [13], and the

risk of stroke [14] or other cognitive impairments [15]. Beating heart surgery also

allows for post-therapy assessment, which is impossible to perform on the arrested

heart. All of these advantages will very often outweigh the surgical learning curves

required for clinical adoption of minimally-invasive interventions. An increasing de-

mand for cardiothoracic surgery is forecasted due to an aging population [16]: this

patient group has an increased prevalence of comorbidities and would benefit im-

mensely from minimally-invasive approaches to cardiac surgery.

The “invasiveness” of conventional cardiac therapy has two equally important

sources: 1) access to the surgical target via a median sternotomy and rib-spreading;

and 2) cardiac arrest using cardiopulmonary bypass. Minimally-invasive cardiac ther-

apies reduce the negative effects of one, or ideally both, of these. Less invasive direct

access routes include partial sternotomy, thoracotomy or a transapical approach, or

alternatively a percutaneous approach can be taken using catheters. There is also

a growing focus on robotic systems using port access [17]. The second source of

invasiveness can be eliminated by performing interventions on the beating heart.
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1.3 Image-Guided Therapy

Minimally-invasive cardiac therapy performed on the beating heart presents two

major challenges. The first is to design instrumentation that is compatible with the

minimally-invasive surgical access and the dynamic cardiac environment. Secondly,

surgical guidance must be provided as there is little to no direct vision of surgical

targets and tool actuators. The latter is the focus of this chapter.

The first minimally-invasive cardiac techniques, including robot-assisted proce-

dures, relied on thorascopic video or fluoroscopy for surgical guidance [18–23]. How-

ever, the excellent image quality and high frame rate provided by endoscopic video

can only be taken advantage of during epicardial procedures or intracardiac proce-

dures performed with cardiopulmonary bypass, because video cannot “see through”

the blood-filled intracardiac environment during off-pump procedures. Fluoroscopy is

also not ideal as it has poor soft tissue contrast and exposes the patient and clinical

staff to harmful ionizing radiation.

More recently, image-guided therapy systems for cardiac surgery have fused data

from preoperative imaging, intraoperative imaging and tracking technologies to form

sophisticated visualizations for surgical guidance [24]. Fundamentally, IGT systems

integrate and display a variety of image, functional and/or spatial information within

the same 3D coordinate space registered to the intraoperative patient. Image-guided

therapy systems typically include all or a subset of the following steps:

• Preoperative imaging: Acquires high quality 3D or 4D (3D+t) images, typ-

ically using MRI or CT. These images may be used to generate detailed sur-

face models or to perform preoperative planning. This step may be performed

days to weeks before the intervention, but short time intervals are preferred to

minimize differences in the heart’s appearance between the preoperative and

intraoperative states.

• Intraoperative imaging: Provides updates of the intraoperative location of

surgical targets and tools during the intervention. For off-pump procedures, this

is typically provided by real-time modalities such as ultrasound, fluoroscopy or
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endoscopy to capture the rapidly beating heart. Intraoperative C-arm CT is

also gaining popularity, but these images are typically used in the same was as

preoperative images, with the advantage of imaging the heart in its intraoper-

ative state.

• Image-to-patient registration: Finds the transform that transforms the pre-

operative image so that it can be related to the intraoperative patient space.

• Tracking: Localizes surgical tools and/or intraoperative imaging hardware,

such as ultrasound probes, in 3D space in real-time.

• Surgical guidance: Displays the virtual surgical scene, fusing preoperative

and intraoperative images and showing moving representations of tracked sur-

gical tools within the same coordinate system. In the absence of direct vision,

clinicians rely on this visualization to perform surgical tasks, such as moving

tools towards surgical targets and performing therapy delivery.

IGT systems must satisfy many requirements to be clinically useful. They must

address genuine clinical problems while providing clinical outcomes and complica-

tion rates that are better than or comparable to those of standard clinical practice

(although in some cases a slight reduction in effectiveness may be an acceptable trade-

off for minimal invasiveness). IGT systems must also integrate seamlessly into the

operating room with minimal disruption to surgical workflow, instrumentation and

imaging equipment. Increases in procedure time and manual interaction should be

minimized, imposing strict demands on algorithms to be both fully automatic and

fast. Finally, IGT systems and their component subsystems must be extensively and

throughly validated, with robust short-term accuracy and precision and long-term

effectiveness and proven patient safety even in non-standard cases. All of these must

be achieved with cost-benefit ratios in mind and while convincing the cautious medi-

cal community that a new system’s benefits warrant procedural changes and surgical

learning curves.
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1.4 Ultrasound Imaging

Ultrasound is very promising for intraoperative imaging as it is the only real-time

modality that can image through blood and simultaneously does not induce ioniz-

ing radiation or impose restrictions on the intraoperative setup. Echocardiography

provides acceptable spatial resolution and good soft tissue contrast and can visual-

ize common surgical targets such as the valves, pulmonary veins, ASDs and PFOs.

Ultrasound also provides functional information including blood flow (from Doppler

imaging) and ventricular wall motion or synchrony. Finally, ultrasound is low-cost,

portable and is already ubiquitous within operating rooms as it is used extensively

for intraoperative monitoring, assessment and guidance (as reviewed in [25, 26]). Of

course, ultrasound is not without disadvantages, which include its lower signal to

noise ratio (SNR) compared to MR or CT, an anisotropic spatial resolution, a small

field of view, and the fact that sparse, irregularly sampled data is often all that is

available. In addition, there are frequent image artifacts, structures are localized in-

correctly in the depth direction if the speed of sound within tissue does not equal

that assumed by the ultrasound machine, image quality is dependent on the angle

between the US beam and local structures, and acceptable imaging requires good

acoustic windows. Despite these disadvantages, ultrasound has been effectively used

to perform a variety of IGT tasks including image-based tool tracking, cardiac and

respiratory gating and motion compensation, image-to-patient registration, and vi-

sualization during surgical guidance. In particular, any deficits in ultrasound image

quality can be overcome by presenting real-time echocardiography in the context of

image data from other sources.

1.4.0.1 Types of echocardiography

Ultrasound transducers vary in size and invasiveness, and may image natively in

2D or 3D. Each has varying standard clinical usage [27] and is suited to different

applications during minimally-invasive cardiac interventions:

• Transthoracic echocardiography (TTE): These probes are held against the

patient’s chest, and are simple to use and completely non-invasive. However,
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acoustic windows where the ribs and lungs do not impede imaging are limited,

and depth penetration is problematic in obese patients or those with chronic

lung disease. Because the probe must remain in contact with the patient’s chest,

intraoperative TTE is cumbersome.

• Transesophageal echocardiography (TEE): TEE transducers are inserted

into the patient’s esophagus or upper stomach to image from directly behind

the heart. Most are multiplanar, meaning that the imaging plane can be elec-

tronically rotated through 180◦. The viewing direction can also be manipulated

by translating, flexing and tilting the probe. The proximity of the probe to the

heart allows for higher frequency transducers, which increases spatial resolution

and overall image quality compared to TTE. During interventions, the trans-

ducer is conveniently out of the way inside the patient, but this necessitates

general anesthesia and makes imaging more technically challenging.

• Intracardiac echocardiography (ICE): Fixed to a steerable catheter, these

transducers are navigated directly into the heart via the femoral or jugular vein.

In particular, ICE is often used to visualize interventional catheters during

percutaneous procedures. A very high imaging frequency provides excellent

image quality, and general anesthesia is not required. However, the single-use

nature of ICE makes it expensive. In addition, ICE probes are difficult for the

clinician to manipulate inside the heart.

• Reconstructed (“freehand”) echocardiography: One or a time series of

3D ultrasound images are built from multiple 2D images that cover 3D space,

and are acquired by moving the ultrasound probe manually or mechanically [28].

Cardiac gating is required when imaging the beating heart with this approach.

Each 2D US image must be accurately localized in 3D space by tracking the

ultrasound probe, or, for mechanical probe manipulation, using actuator feed-

back (although sensorless approaches do exist). Ultrasound reconstruction is

flexible and can generate 3D images with good spatial resolution and a large

field of view, but can be a lengthy procedure and is subject to artifacts caused
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by tracking error, cardiac gating error, or respiratory or patient motion.

• Real-time 3D (RT3D) echocardiography: A 2D matrix array transducer

with electronic beamsteering natively acquires pyramidal 3D images at 20-30

frames per second with real-time volume rendering [29]. Both TTE and TEE

transducers are available and RT3D ICE is on the horizon. Trade-offs between

spatial resolution, frame rate and field of view are caused by the finite speed

of sound in tissue, so only a small section of the heart can be imaged at any

point in time. It is therefore common to stitch together several ECG-gated im-

ages acquired over multiple cardiac cycles from different viewing directions with

electronic beamsteering. Such “wide-angle” scans are generated without probe

tracking and assuming a stationary transducer and patient, and are subject to

stitch artifacts at the interfaces between the original RT3D images.

Intravascular ultrasound (IVUS) (mounted on a steerable catheter and moved through

an artery) and contrast echocardiography (microbubble contrast agents injected into

the bloodstream to enhance imaging) are not commonly used during image-guided

intracardiac interventions at this point in time.

1.4.0.2 Ultrasound for surgical guidance

Several groups have examined the use of unembellished ultrasound for surgical

guidance during minimally-invasive cardiac interventions in both laboratory and clin-

ical settings. Downing et al. [30] described mitral valve suturing under the guidance

of multiplanar 2D TEE in pigs. 2D echocardiography has a relatively high frame

rate, spatial resolution and field of view, but it is difficult to continuously align the

imaging plane with anatomical structures or tools of interest. 3D echocardiography

provides a better perception of cardiac structures and surgical tools in 3D space with-

out as much mental effort on behalf of the clinician, and better quantifies volumes,

distances and clinical factors such as ejection fraction and wall motion. RT3D US has

been shown to outperform 2D US when guiding simulated surgical tasks performed

within a water tank with both manual and robot-assisted tool manipulation, and has

been used to close ASDs and repair mitral valves on tissue suspended within a water
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tank [31–33]. This same group has reported successful beating-heart ASD closure in

swine under epicardial RT3D TTE guidance via a median sternotomy [34]. Experi-

ence in actual clinical practice has focused on percutaneous techniques. For example,

RT3D TTE has been employed during ASD closure [35] and right ventricular en-

domyocardial biopsy [36], and RT3D TEE has guided the treatment of congenital

defects, mitral and aortic valve interventions, and pulmonary vein ablation [37, 38].

2D ICE is gaining support as an interventional imaging modality and has been used

to guide ASD closure [39] and transseptal puncture [40] and PV isolation [41] during

cardiac ablations. Knackstedt et al. [42] have also proposed basing surgical guidance

for ablation procedures on reconstructed 3D ICE images.

1.5 Supporting Technologies

This section describes the sub-systems that make up image-guided therapy sys-

tems, with a focus on how intraoperative echocardiography impacts their development

or facilitates possible solutions.

1.5.1 Tracking

Real-time tracking of moving surgical tools and image sources is required for

them to be properly displayed relative to each other. If the ultrasound probe itself

is tracked, the surgical guidance system’s reference frame is typically centered on the

intraoperative patient. If the ultrasound probe is not tracked, the reference frame may

instead correspond to that of the ultrasound images or of another imaging source such

as an intraoperative C-arm CT scanner. In either case, real-time imaging should be

the ultimate source of information that is relied upon during surgical interventions. If

this functionality is provided by intraoperative echocardiography, then the degree to

which the other virtual components in the IGT system relate to the ultrasound images

is the most important relationship to consider when evaluating system accuracy.
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1.5.1.1 Optical and magnetic tracking systems

Optical and magnetic tracking approaches are currently the most widely used for

intraoperative tracking systems. Both work by determining the position and orienta-

tion of a sensor that is rigidly attached to the ultrasound probe or surgical instrument

to be tracked. In concert with spatial calibration [43], which determines the transfor-

mation between this sensor and the ultrasound image’s coordinate system, tracking

allows each pixel or voxel within the ultrasound images to be spatially localed within

the three-dimensional tracking space. Optical systems use a stereoscopic camera to

localize a rigid system of reflective markers in 3D space. They are very accurate,

but the attachments are bulky, and the line of sight required between the reflective

markers and the camera is often interrupted within the busy operating room. Their

use in minimally-invasive intracardiac surgery is also limited as they cannot be used

to track flexible or jointed tools, or instruments inserted into the beating heart such

as catheters, TEE probes or ICE probes.

Even though they are less accurate, magnetic tracking systems do not share these

limitations, making them more common in image-guided intracardiac therapy. A mag-

netic field generator generates an inhomogeneous magnetic field, and the spatially-

dependent current induced within the small sensors allow them to be localized. Unfor-

tunately, tracking accuracy and precision is decreased by the proximity of ferromag-

netic materials, from which surgical tools and OR equipment are commonly made, or

of an ultrasound probe [44] or X-ray gantry [45].

1.5.1.2 Image-based tracking

Image-based tracking uses techniques from image processing and computer vision

to localize surgical tools within streaming 2D or 3D ultrasound images, eliminating the

cost and setup restrictions of external tracking systems. Although instruments can be

separated from the blood pool quite easily, image-based tracking is difficult because

tools and tissue have similar intensity profiles [46] with no clear edges between them,

and because of ultrasound’s low SNR and imaging artifacts. Despite these challenges,

algorithms must still be relatively simple so as to achieve real-time tracking.
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Image-based tracking methods can be separated into segmentation-based and

marker-based approaches. Both typically assume that surgical tools are rigid cylin-

drical shafts with distal actuators. Segmentation-based methods include those of

Novotny et al. [47] for RT3D US and Ortmaier et al. [48] for 2D US. Their ap-

proaches rely on basic and adaptive thresholding, respectively, and will likely fail

whenever tools come in contact with tissue, which was not tested. Linguraru et

al. [46] used RT3D US to successfully track a tool within the beating porcine heart.

Their non real-time implementation used voxel classification from intensity proba-

bility distributions, neighborhood analysis, principal component analysis to identify

long, thin objects, and a water transform.

Tools may also be supplemented with physical markers to facilitate their localiza-

tion under ultrasound. Stoll et al. [49] added three or four loops along each surgical

tool which uniquely determined the tool’s position and orientation when imaged in

cross-section. They showed successful tool tracking under 2D US within the labora-

tory, and a real-time implementation has also been demonstrated within the beating

porcine heart for RT3D ultrasound [50].

Despite these promising studies, image-based tool tracking has not been widely

adopted in IGT. The technique is limited by the difficulty of continuously keeping

surgical instruments within the 2D or 3D ultrasound image, especially when simul-

taneously trying to image surgical targets. Also, none of the studies described above

demonstrated simultaneous tracking of more than one tool, so their effectiveness for

this task is unknown.

1.5.2 Improving ultrasound imaging

This section reviews strategies developed to increase the image quality and field of

view provided by echocardiography, with the aim of simplifying subsequent compu-

tational tasks such as image registration and segmentation, and of improving image

perception when ultrasound is displayed within surgical guidance systems.
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1.5.2.1 Speckle reduction

Speckle, which imparts ultrasound’s characteristic “grainy” appearance, arises

from interference patterns caused by microscopic scatterers. While speckle is not

“noise” in that it represents genuine ultrasonic signal, it does interfere with image

processing and so speckle reduction is a common first step. Speckle reduction also im-

proves optimization in intensity-based image registration by smoothing the similarity

function and improving the capture range [51–53] (note that intensity quantization

can be used to reduce noise and smooth the similarity function as well [51, 54]). Al-

though a variety of sophisticated speckle reduction algorithms exist (ex. [55–58]),

IGT researchers often use relatively simple smoothing techniques such as median

filtering [48, 51, 52, 59–62], Gaussian filtering [49, 63, 64], “sticks” filtering [65] (used

by [66]), and nonlinear anisotropic diffusion [55] (used by [53,67,68]). Common proce-

dures such as resampling ultrasound data to Cartesian coordinates or downsampling

images to reduce their size have the side-effect of smoothing images and therefore

reduce some speckle as well.

1.5.2.2 Artifact removal

Even though they are often useful from a diagnostic perspective, artifacts com-

plicate ultrasound processing. Common artifacts include shadowing (dark regions

caused by strong reflectors or attenuators), enhancement (bright regions caused by

weak attenuators) and reverberations (duplication of the same structure at different

depths that results when the ultrasound signal, on return to the transducer, is redi-

rected back into the tissue by strong reflectors or the ultrasound probe itself). Probe

pressure artifacts show shallow tissue distortions inflicted by the pressing ultrasound

probe, and may be important to consider in TTE (ex. [52]) but are most likely in-

significant in TEE. Finally, the ultrasound beam is not infinitely thin and its depth

dependent slice thickness can measure several millimetres at depths away from the

focal point, and so partial volume effects are common.

A number of ultrasound processing algorithms incorporate an artifact removal

step. Voxels representing shadow artifacts have been identified with a simple inten-
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sity threshold [60] or, to detect distal shadows in particular, by following each scan

line from the bottom to the top and tagging all voxels as shadows until a condition

is reached such as minimum intensity [63, 69], minimum intensity variance [70], or

minimum correlation to a heuristic function [66]. Probe pressure artifacts have been

corrected by simply ignoring a section of data in the near field [63, 69, 70]. Alter-

natively, probe pressure artifacts and tracking errors can both be reduced in free-

hand ultrasound reconstruction by better aligning each 2D US image to its neighbors

with non-rigid image registration [62]. Finally, Zhong et al. [71] incorporated depth-

dependent slice-thickness measurements to automatically adjust manually-segmented

endocardial surface contours in 2D ICE.

1.5.2.3 Spatial compounding and mosaicing

Spatial compounding combines multiple 2D, reconstructed 3D, or RT3D images

acquired from similar viewpoints into a single image to reduce speckle and noise,

strengthen edges, and increase the SNR, contrast and spatial resolution. Compound-

ing also reduces the influence of artifacts that appear in only a subset of the images

and the dependence of US imaging on the angle between the US beam and local

structures [72–75]. Real-time 2D spatial compounding using electronic lateral beam-

steering has been integrated into a number of commercial US machines. Ultrasound

mosaicing (also known as extended field of view imaging or, for 2D images, panoramic

imaging), fuses images acquired from more disparate locations, with the same advan-

tages as spatial compounding plus the additional benefit of extending the field of

view [54, 76, 77]. Besides the commonly used RT3D stitching functionality described

previously, extended field of view imaging is not particularly common when imaging

the heart.

Spatial compounding and mosaicing are accomplished in the same two steps. A

“registration” step first aligns the multiple input images so that the composite image

does not suffer from excessive blurring [72]. This is implicitly achieved if using a

tracked and spatially calibrated ultrasound probe. Any residual misalignments can

be overcome using rigid or non-rigid image registration, which may also be used alone
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without tracking. Registering all of the images simultaneously using an ultrasound-

specific similarity measure has been shown to work best for this task [78]. Image-based

registration may be particularly difficult during ultrasound mosaicing, as there may

not be an extensive overlap between the images to be fused. Second, a “compounding”

step combines the intensities of each image to generate the combined image. The most

basic approaches calculate the average [72, 74–76, 79] or maximum [79, 80] intensity,

the later of which also reduces the influence of shadows.

Most cardiac applications of these technologies concern multiview spatial com-

pounding, where the same cardiac structures are imaged from widely varying view-

points or different acoustic windows. The goal is to improve image quality and gen-

erally not to vastly extend the field of view. Compared to the original datasets, Ye

et al. [81] showed that combining two apical and parasternal 4D TTE datasets of the

left ventricle (LV) generated more complete derived surface models, and that ejec-

tion fraction and volume-time measurements showed better correspondence to those

from MRI. This group used feature-based compounding instead of the more common

intensity-based compounding: after automatically identifying LV features in each 2D

US image (that make up the ultrasound reconstructions) and using the tracking and

spatial calibration matrices to transform them into 3D space, a surface was fit to the

set of combined features. Both Soler et al. [80] and Rajpoot et al. [79] compounded

two and 3-6 apical RT3D TTE images, respectively, using an intensity-based rigid

registration without US probe tracking. This is possible because the original images

are quite similar and have a large overlap. Both groups also developed sophisti-

cated compounding techniques. Soler et al. present “generalized averaging”, whose

behavior depends on whether features are judged to appear in one or both of the im-

ages, and “multiview deconvolution”, which considers ultrasound’s anisotropic point

spread function. Rajpoot et al. treat low and high frequency image components dif-

ferently with the goal of suppressing noise and maintaining the amount of speckle in

the multiview image while combining all of the major features present in each input

image. Grau and Noble [82] used a basic manual registration to combine apical and

parasternal RT3D US images while introducing a weighted averaging method for the

compounding step. Their compounding algorithm prevents strong features existing
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only in a subset of the input images from being diluted by the images in which they

are absent, based on the information content of each voxel and the ultrasound beam’s

incidence angle. Later, the same group presented a rigid registration method for use

in multiview imaging [53].

1.5.3 Patient, cardiac and respiratory motion compensation

Patient, cardiac and respiratory motion present some of the most significant chal-

lenges in image-guided cardiac therapy. Surgical guidance fundamentally relies on

the correspondence between the virtual environment and the intraoperative patient,

which is invalidated in the face of the rigid and non-rigid transformations induced by

these three factors if they are not addressed. Relative motion must also be consid-

ered when using imaging techniques that combine multiple images (such as ultrasound

reconstruction, spatial compounding and mosaicing) or when performing image reg-

istration. Especially when a rigid transform is used, any datasets to be registered

should correspond to the same cardiac and respiratory phases.

1.5.3.1 Patient motion

Any gross patient motion is typically compensated for by working with a coor-

dinate system centred on the patient him/herself, rather than using a fixed intra-

operative reference frame. This is easily accomplished by performing all optical or

magnetic tracking relative to a reference sensor taped or sutured to a stable region

on the patient’s torso [83]. This will work as long as the reference sensor and the

patient’s heart form a rigid system throughout the entire procedure. Unfortunately,

this assumption may be invalidated if the reference sensor is attached to loose skin,

or because of “heart shift” within the chest wall caused by patient repositioning,

respiratory motion, the surgical access or tool manipulation within the heart.

1.5.3.2 Gating and motion compensation

To compensate for cardiac and respiratory motion, each IGT system must provide

solutions for gating and/or motion compensation, both of which can achieve the goal
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of making the surgical scene internally consistent. Gating identifies data acquired

at the same phase of the cardiac or respiratory cycle, typically by detecting the

endpoints of each cycle and interpolating within, assigning one or a range of data to

each phase. IGT systems that rely on gating address cardiac or respiratory motion by

only integrating data acquired during the same phase. Motion compensation works by

applying a transformation to data that “undoes” the transformation caused by motion

relative to a certain phase of interest, which is often the end-diastolic cardiac phase or

end-expiration respiratory phase because they correspond to minimal motion. This

allows data acquired at different phases to be integrated together without motion

artifacts. Real-time intraoperative image-to-patient registration may compensate for

motion if performed continuously during the intervention, especially if using a non-

rigid transform, but the challenges of developing such algorithms have motivated

development of alternative approaches as well.

Many gating and motion compensation algorithms using a variety of data sources

exist, including methods based on echocardiographic images. They may be used in

IGT for offline processes, for example for image-to-patient registration. Intraoperative

algorithms must be real-time and fully automatic, but relatively computationally

inexpensive so as to preserve resources for other IGT tasks. They must also be

robust to changes in cardiac or respiratory cycle duration, rather than determining

a mean rate for example. The ideal image-based algorithm will also remain accurate

even when instruments intrude into the imaging plane or when the viewing angle

changes as the ultrasound probe is moved.

1.5.3.3 Cardiac motion

Cardiac gating is most often performed using prospective or retrospective ECG-

gating because the ECG signal is easily retrievable, signal analysis is simple and it is

a relatively accurate surrogate for the heart’s underlying physical state. Each cardiac

cycle is typically delineated using the prominent QRS complex (R-wave), which can

be easily identified by signal thresholding or, for retrospective gating, by identifying

the minima or maxima in the signal or its slope. Somewhat complicating matters is
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variability in the patient’s heart rate, which changes the relative durations of systole

and diastole (the diastolic phase’s duration is the more sensitive to patient heart rate

of the two). Gating schemes that linearly interpolate within each cardiac cycle do not

account for this effect (ex. [53, 59–61, 84]), while schemes that allocate timepoints to

each cardiac phase based only on the time passed since the previous R-wave do not

even incorporate measurements of the heart rate at all (ex. [85]). A better approach is

to ignore those cardiac cycles whose durations differ too much from an expected value

(ex. [86]) or to scale the systolic and diastolic phases separately with piecewise linear

interpolation (ex. [52, 87, 88]. Although ECG-gating is widely used it is not ideal, as

the heart’s electrical patterns do not necessarily reflect its physical motion, a latency

may exist between the ECG and ultrasound streams that requires synchronization,

and because weak, irregular or unpredictable ECG signals are common in cardiac

patients.

A potentially more accurate method is image-based cardiac gating, which uses the

echocardiography images that we want to gate themselves or images from a secondary

source such as Doppler or M-mode ultrasound imaging. Compared to the ECG signal,

these images provide a more comprehensive indication of the heart’s pose, which is

likely to be more robust to arrhythmias and more suitable if the patient’s ECG signal

is likely to be erratic. Manual identification of end-systolic or end-diastolic frames

based on intracardiac chamber volume and/or the cardiac valves (ex. [52,53]) may be

feasible for some offline tasks, but is generally not suitable for use in image-guided

therapy. Most automatic image-based cardiac gating methods typically generate a

one-dimensional gating signal by exploiting periodicities in image intensity or in the

intensity changes between consecutively acquired images. Optima in this signal are

then detected in much the same way as the R-wave is detected in ECG signals, and

the same heart rate variability considerations apply when interpolating between each

detected cardiac cycle.

Development of image-based cardiac gating has concentrated on reducing artifacts

in 3D ultrasound reconstructions acquired either of the coronary arteries using IVUS

or of the fetal heart, since an ECG signal is often unavailable or unreliable in these

cases. Metrics used to bin together IVUS images acquired at the same cardiac phase
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have been as simple as average intensity, the mean absolute intensity difference be-

tween consecutive images, or normalized cross-correlation [89–91]. More complicated

approaches have instead used multidimensional feature vectors [92] or automatically

segmented image contours [64]. However, image-based cardiac gating algorithms de-

veloped for IVUS are not necessarily extensible to echocardiography because they

are typically designed for offline use and may fail when confronted with images ac-

quired from different viewpoints. Gating algorithms designed for fetal echocardiog-

raphy have analyzed periodic M-mode signals [93] or have correlated B-mode images

themselves [94,95]. Other groups analyzed simultaneous Doppler imaging of the fetal

umbilical artery [96] or the fetal heart itself [97]. Somewhat similarly, Rubin et al. [98]

gated cardiac MR imaging using Doppler images of the great vessels in the neck. Such

Doppler-based approaches may be feasible for intraoperative cardiac gating as well.

Image-based cardiac gating methods using the echocardiographic images them-

selves have been fairly limited, but show great promise as an alternative to ECG-

gating during IGT. Treece et al. [99] present a simple approach that can be applied

to B-mode or Doppler 2D echocardiography. A signal of cardiac phase versus frame

index is generated by specifying a few regions of interest showing periodic cardiac

motion, and simply counting the number of pixels that fall within a user-specified

threshold. This technique was extended by Karadayi et al. [100] to eliminate user

interaction by instead generating the cardiac phase signal from each image’s intensity

centroid along the depth direction. However, the signal processing required to smooth

these noisy signals operates on them in their entirety, reducing the approach’s suitabil-

ity for real-time processing. Sundar et al. [101] designed a fully-automatic, real-time

image-based cardiac gating method for use during IGT with 2D or 3D images of

all modalities. This group used the relationship between the phase shift between two

consecutively acquired images and the translation of the moving features within them.

The phase shift between each image and its predecessor is integrated over all frequen-

cies to derive a signal of “energy change” versus time that is intensity-independent,

resistant to noise and whose maxima or minima can be automatically detected for

gating. The energy change signal encapsulates both cardiac and respiratory motion,

but cardiac gating information can be extracted with a simple bandpass filter at 1 Hz.
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Testing with 3D intracardiac echocardiography showed continuous gating even when

the catheter was moved, although further quantitative evaluation of gating accuracy

is required.

1.5.3.4 Respiratory motion

The influence of respiratory motion on the heart is significant and highly specific

to each individual. The movement of the diaphragm, ribcage and lungs causes cardiac

deformations on the order of 1-3 cm [87,102,103], along with changes in stroke volume,

heart rate and cardiac output [104]. For most patients, gross cardiac motion on

inspiration is most significant in the inferior direction and secondarily towards the

anterior [102,103]. Early reports judged that respiratory-induced heart motion could

be well-approximated by a global translation along the superior-inferior (SI) axis that

is linearly dependent on the motion of the diaphragm in this same direction [102].

However, subject-specific hysteresis causes the cardiac position to be different for

the same diaphragmatic position on inhale compared to exhale [105]. In addition,

more recent studies revealed that rotational, affine and non-rigid transformations

are significant in most cases [87, 103]. The non-rigid transformations deform the

cardiac chambers and alter the relationships between intracardiac structures such as

the pulmonary veins. Over the respiratory cycle, these deformations can be on the

order of 2-4 mm even after rigid motion has been accounted for [106,107].

The simplest way to deal with respiratory motion is to try to eliminate it by per-

forming all critical data collection, including preoperative and intraoperative imag-

ing, and therapy delivery at the same breath-hold position [106]. Unfortunately,

voluntary breath-holding is far from reliable as it does not necessarily suspend all

diaphragmatic (and therefore cardiac) motion regardless of patient effort [108, 109].

The limited time period during which patients can hold their breath (typically less

than 30 seconds) also poses severe restrictions, especially in patients with chronic ob-

structive pulmonary disease (COPD) or congestive heart failure or for the significant

percentage who cannot reliably hold their breath at all [110]. It is also nearly impos-

sible to ensure that patients consistently replicate the same breath-hold if more than
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one is required. Respiratory suspension in artificially-ventilated anesthetized patients

may be simpler than voluntary breath-holding, but even in these cases the potential

for respiratory drift is high, the duration of respiratory suspension is limited, and

multiple breath-holds may not be consistent.

Image-guided therapy can be performed while the patient breathes freely using

respiratory gating and/or motion compensation. Ideally, any preoperative images

should also be acquired in the same way because the inhale and exhale positions

during free breathing are different than those during breath-holds [111]. However, in

practice preoperative images are often acquired at held inspiration.

Some respiratory gating and motion compensation algorithms operate on a sur-

rogate respiratory signal such as the transforms retrieved from a tracked external

fiducial marker. Sun et al. [85] performed respiratory gating in their fused ICE-CT

system by registering only those ICE images acquired when a tracked sensor on the

patient’s chest showed little motion along its z-axis. Such algorithms work by assum-

ing that the periodicity of the tracked fiducial’s movement mirrors the periodicity of

the respiratory cycle. Motion compensation algorithms that create a patient-specific

motion model go one step further by actually correlating the periodic changes in an

easily measurable surrogate signal to the motion of an internal target such as the

heart or a specific intracardiac structure. During the intervention, the location of the

unseen target can then be estimated based on the surrogate signal alone. If the non-

rigid cardiac deformations induced by respiratory motion are to be recovered, they

must be incorporated into the motion model. Khamene et al. [112] create a motion

model by simultaneously acquiring high-quality preoperative images of target struc-

tures and the position of a rigid system of external markers over multiple respiratory

cycles. Atkinson et al. [113] adjusted the position of 2D TTE images in the superior-

inferior direction for respiratory motion compensation during freehand ultrasound

reconstruction. This was accomplished by correlating the anterior-posterior motion

of a tracked marker positioned on the patient’s umbilicus to the patient’s diaphragm

in tracked 2D ultrasound. This strategy assumes that respiration-induced cardiac

motion is dominated by a superior-inferior translation that is linearly correlated with

diaphragmatic motion, which as previously described is approximate and not strictly
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true.

Although tracked external markers are simple to use, their motion may be only

roughly correlated with the heart’s motion throughout the respiratory cycle and they

may be obtrusive within the OR. Intraoperative imaging of the right diaphragm with

2D ultrasound may be used to generate a respiratory signal during interventions [114],

mirroring the navigation pulse technique used in cardiac and coronary MRI. Such a

signal can be input into motion compensation algorithms [115] and has even been

used to gate cardiac MRI [116], but continuous diaphragmatic ultrasound imaging

may be cumbersome to maintain within the operating room.

Cardiac ultrasound images can themselves serve as a comprehensive and OR-

friendly source of information for respiratory gating or motion compensation, although

performing real-time analysis is challenging. Image-based approaches eliminate errors

associated with surrogate respiratory signals, including errors in measuring the sur-

rogate and when deriving the relationship between the surrogate and the underlying

cardiac motion. The gating system proposed by Sundar et al. [101] that was described

above for use in cardiac gating can also be applied to respiratory gating using a low-

pass filter on the gating signal, although this was not explicitly tested by the authors

with echocardiography. Two respiratory motion correction methods warping a single

preoperative 3D MR image acquired at end-exhale to match the patient’s current

respiratory phase were presented by King et al. [117]. The preoperative image was

first transformed into the space of an end-exhale RT3D image. This end-exhale image

was then registered to the current RT3D image by iteratively searching over the space

of either 1) the six parameters characterizing a rigid transformation, or 2) a single

parameter representing the translation of the right diaphragm, which was then input

into a respiratory motion model that returns an affine transformation. The second

motion compensation method is superior as it guarantees that the final transform is

physiologically realistic and derives the registration transform using more information

than available from basic image registration between two RT3D images. However, a

real-time implementation of this method is required for it to be useful in IGT.
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1.5.4 Image registration

Registration aligns corresponding images or other spatial data from different co-

ordinate systems by finding the transformation that best aligns one of the datasets,

designated as the moving dataset, to the other, termed the reference dataset. Respi-

ratory motion, skin flexibility and the non-rigidity of the heart within the chest wall

precludes the use of external skin markers for registration, as has been proposed for

neurosurgery for example, motivating image-based methods. Many excellent articles

have reviewing the problem of registering medical images, including general reviews

presented in [118–120], a cardiac-specific review [121] and an ultrasound-specific re-

view [122].

Because intraoperative echocardiography either forms the patient coordinate sys-

tem or is related to it via tracking and spatial calibration, multimodal registration be-

tween intraoperative echocardiography and preoperative MR or CT images effectively

performs image-to-patient registration. As previously described, monomodal image

registration between echocardiography images is also useful in ultrasound compound-

ing and mosaicing, and for cardiac and respiratory gating and motion compensation.

Methods have also been developed to register echocardiography with single photon

emission computed tomography (SPECT) [61,88] and positron emission tomography

(PET) [123], but these nuclear medicine images are not typically used during cardiac

interventions. At this point in time, no image-based registration method has been

developed to register cardiac ultrasound to 2D X-ray fluoroscopy.

Many demands are made of image registration algorithms proposed for intraoper-

ative use. Although different applications have different requirements, a registration

accuracy of 1-5 mm is generally considered to span the range between the best re-

sults that are currently achievable and the maximum error that may still be clinically

acceptable. Algorithms must also be fast with minimal user interaction. The ul-

timate goal is to develop a highly accurate algorithm that updates the registration

transform in real-time with no user interaction and while remaining robust to varying

intraoperative conditions, but this very difficult.

The following sections describe multimodal and monomodal image registration
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algorithms that use echocardiography. Registration transforms may be rigid, rigid +

uniform scaling, rigid + nonuniform scaling, affine, or non-linear. However, echocar-

diography’s relatively low image quality poses problems for non-rigid image regis-

tration because the many degrees of freedom required cannot often be estimated

with high confidence and the risk of generating spurious transforms is high. Im-

age registration algorithms include feature-based approaches that automatically or

manually extract features such as point coordinates, contours or surfaces from the

images and use them to drive the registration. Feature-based registration algorithms

commonly used with echocardiography can be further split into point-based registra-

tion, anatomical feature-based registration and point-to-surface-based registration.

Surface-based registration, which minimizes the distances between two surfaces, is

not commonly used with echocardiography because of the difficulties associated with

segmenting ultrasound images. Feature-based registration algorithms typically rely

heavily on manual interaction, as automatic feature detection and/or segmentation

algorithms are not yet accurate and robust enough to achieve widespread use. In con-

trast, intensity-based algorithms directly use the intensities of each image’s pixels or

voxels. While both feature-based and intensity-based approaches are commonly used

for multimodal registration between echocardiography and MR or CT, intensity-based

methods are typically preferred for monomodal echocardiography registration.

1.5.4.1 Point-based registration

Point-based registration aligns two sets of spatial coordinates, which are typically

generated by manually localizing image features, by minimizing the distances between

corresponding coordinate pairs [124]. Although this approach is the simplest regis-

tration approach from a computational perspective, it is often very difficult to use

successfully with echocardiography. Manual identification of intracardiac landmarks

is relatively simple in preoperative images, but is notoriously difficult to perform ac-

curately in echocardiography, since the heart generally does not contain many distinc-

tive features and because of ultrasound’s relatively poor image quality. For example,

Leung et al. [125] found that their experienced users localized landmarks in RT3D
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echocardiography with a mean intraobserver variability of 3.3-7.0 mm and a mean

interobserver variability of 3.8-7.4 mm. Okumura et al. [126] avoided this problem by

performing a rigid point-based registration in an animal model based on implanted

fiducial clips, but this strategy does not extend to clinical use for practical reasons.

Point-based registration is therefore often used solely as an initialization step before

running a second registration algorithm.

1.5.4.2 Anatomical landmark-based registration

Performing registration based on anatomical landmarks goes a step beyond point-

based methods by registering lines, contours or surfaces outlining important anatom-

ical structures. Such algorithms may constitute the final registration step or may be

used to initialize an intensity-based algorithm. Registration accuracy will typically

be best in the vicinity of the structures driving the registration and may be quite

poor elsewhere. However, this may not be important in the context of the clinical

procedure if the surgical targets themselves are the anatomical structures used to

perform the registration.

Linte et al. performed image-to-patient registration using 3D splines outlining

the intraoperative mitral and aortic valve annuli, which were manually defined using

tracked 2D TEE [84] or a sparse 3D TEE ultrasound reconstruction [127]. These

two features were rigidly registered to their counterparts manually traced on preop-

erative MR or CT images, first by aligning the spline centroids and their normals,

and then iteratively minimizing the distances along the spline contours themselves.

Ma et al. [128] registered RT3D TTE and 3D MR images using a rigid transform by

iteratively aligning both the centreline of the aorta and the left ventricle’s endocardial

surface. Both of these features were automatically detected in the MR images, while

approximately three minutes were required to manually identify a few coordinates

in the echocardiographic images that were subsequently used to extract the aortic

centreline and LV surface. Compared to point-based registration, the grosser fea-

tures used in anatomical landmark-based registration may be easier to localize, while

registration speed is maintained.
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1.5.4.3 Point-to-surface-based registration

Many commercial EP systems incorporate a 3D surface model derived from pre-

operative MR or CT imaging, which is registered to the patient by collecting a set

of point coordinates along the intraoperative endocardial surface and minimizing the

distance between them and the preoperative surface. This set of intraoperative co-

ordinates may be localized manually using a tracked catheter [129–131] but can also

be generated by acquiring a sweep of 2D ICE images with a tracked probe. A set

of intraoperative endocardial contours from which the 3D point set is generated is

then derived by segmenting each image, typically manually [132], although semi-

automatic [133] and automatic [134] algorithms have been described. Point-to-surface

registrations are also very user-intensive and time-consuming. First, the preoperative

MR or CT image must be segmented, although this is often required regardless to

generate a preoperative surface model for visualization as part of the surgical guid-

ance system. More significant is the effort required to collect the intraoperative points

with a tracked catheter or by manually segmenting each ICE image. When performing

these types of registrations, it is important to also consider the rotational symmetry

of many heart chambers, and to either include data from more feature-rich cardiac

regions such as the area around the pulmonary veins, or to constrain the registration

by simultaneously incorporating a point-based registration with a few coordinates

identified in both coordinate systems [131].

1.5.4.4 Intensity-based registration

Intensity-based registration is often the preferred approach for intraoperative use

as it does not rely on potentially inaccurate feature localization, requires no user

interaction besides an optional manual initialization, and in some cases can be im-

plemented in real-time. Intensity-based registration uses an iterative approach to

determine the registration transform. At each iteration, the current transformation

estimate is applied to the moving image, the transformed moving image is compared

to the reference image using a similarity measure (or, equivalently, a dissimilarity

measure), and a search algorithm is applied to explore the transformation’s param-
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eter space with the aim of maximizing the similarity measure (or minimizing the

dissimilarity measure).

Echocardiography’s relatively low SNR, few strong features, small field of view,

common artifacts, viewpoint dependence and anisotropic spatial resolution pose chal-

lenges for any type of image registration, but has the strongest impact on intensity-

based registration. In particular, the optimal transform may not correspond to a

global maximum in the similarity measure but only to a local maximum, necessitat-

ing accurate registration initialization [51, 60]. The algorithms described below that

do estimate capture range report capture ranges between 5-45 mm, although these are

calculated with different definitions for what qualifies as an “acceptable” registration.

Optimization may also be difficult if there no sharp peak in the similarity measure at

the local optimum because few features are present in the echocardiographic images

to be registered (ex. [135]). Most common image registration optimization algorithms

have been applied for use with echocardiography, including “best-neighbor” [85], gra-

dient ascent/descent [59, 60, 80], Powell optimization [53, 79] and variants of simplex

optimization [51,52,125,136]. Optimization is often done in a “coarse-to-fine” frame-

work [53,69,79,85,125,136–139] to increase speed and reduce the impact of small fea-

tures on the initial transform estimation. However, these multiresolution approaches

can be sometimes be problematic if the first low-resolution registration has a small

capture range or converges on the incorrect local optimum.

Registration between ultrasound and MR or CT is difficult for any organ because

ultrasound primarily images the interfaces between different tissues, while MR and

CT images show relatively homogeneous regions for each tissue type. Strategies to

overcome this include preprocessing the MR/CT image to increase its resemblance to

ultrasound by highlighting boundaries [66], incorporating the MR/CT image’s gra-

dient magnitude in the similarity measure [140], or preferring transforms that align

edges in the MR/CT image with high intensities in the ultrasound image [70]. Regis-

trations between ultrasound and MR/CT have also been based on aligning a derived

probability map of a specific property such as tissue type [63], registering a simu-

lated ultrasound image from CT instead of the original CT [70], or incorporating a

simulation of ultrasound from CT into the similarity measure by adding terms for
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ultrasound reflection and echogeneity [141] or reflection alone [136]. More straight-

forward registrations that do not require extensive preprocessing often use the mutual

information (MI) similarity measure [142–144] because it assumes only a statistical

correspondence between intensities in the two image types.

Algorithms developed to register MR or CT with 2D echocardiography include

that of Sun et al. [85], who rigidly registered a set of tracked 2D ICE images with an

intraoperative C-arm 3D CT image, both acquired with ECG-gating. Intended for

use during EP procedures, their algorithm maximized the normalized cross-correlation

(NCC) between each 2D ICE image and the CT image’s thresholded gradient mag-

nitude. Each registration required approximately one minute to converge. Huang

et al. [59] proposed a fast rigid registration algorithm between tracked 2D echocar-

diography and a time series of preoperative CT images. The speed and accuracy

with which mutual information could be maximized between each 2D US image and

its corresponding 3D CT image (as identified with ECG-gating) was increased by

using a very close registration initialization based on aligning a sparse 3D US recon-

struction. Their system is intended for updating the pose of a preoperative images

displayed within an augmented reality environment in real-time throughout the pro-

cedure. Finally, Zhang et al. accommodated non-rigid deformations between cardiac

ultrasound and MR images by performing affine registrations between 2D MR and

2D US [137], and poly-affine registrations between 2D MR and 2D US [138] and 2D+t

MR and 2D+t US [139]. In the latter, a temporal alignment first created a single

2D US image for each 2D MR image by first automatically identifying the maximum

contraction and end-diastolic ultrasound image in each sequence, and then merging

the two ultrasound images whose cardiac phases were closest to the MR image’s by

interpolating the motion field between them. Spatial alignment between each MR-US

pair was based on maximizing the mutual information between their phase images,

which emphasizes the alignment of local image structures without assuming a clear

relationship between the US and MR intensities [145]. A poly-affine transformation

was found by iteratively creating control points in feature-rich areas that simultane-

ously suffered from poor alignment, and generating a local affine transformation for

each surrounding block.
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A number of authors have also taken advantage of the 3D information provided

by RT3D US for rigid image-to-patient registration. Huang et al. [60] presented

a rapid (approximately 1 Hz) registration method between tracked RT3D TTE and

preoperative 4D CT that closely follows their tracked 2D US method described above.

However, mutual information was calculated only on a pseudorandom subset of voxels

to increase speed, and a single rigid transformation matrix was assumed to be valid

over the entire cardiac cycle. Real-time rigid registration between untracked RT3D

ICE and an end-diastolic 3D C-arm CT image was presented by Wein et al. [136].

Each registration took approximately 0.6 seconds with a GPU implementation and

image-based cardiac gating. A single 3D ICE image could be used, or, to increase

the amount of ultrasound data available for registration, an untracked sweep of 3D

ICE images were simultaneously registered to an ultrasound image simulated from

CT and to each other (by maximizing the mean Pearson’s correlation coefficient and

minimizing the mean sum of absolute differences, respectively). Additional work is

required for this technique because their algorithm’s accuracy compared to manual

registration is currently quite poor. King et al. [69] used a unique similarity mea-

sure to rigidly register one or more tracked RT3D TTE images with a preoperative

surface model segmented from 3D CT, and found an improvement in the registra-

tion when two ultrasound images from different acoustic windows were registered at

the same time. At each registration iteration, they used the current estimation of

the registration transform to calculate the statistical likelihood that the ultrasound

image(s) arose from the surface model, using a simple model of ultrasound physics

incorporating concepts of tissue scattering strength, differences in acoustic impedance

at tissue boundaries, the ultrasound beam’s slice thickness, and the angle of incidence

between the US beam’s normal and that of the surface model. Non-rigid registration

between cardiac ultrasound and MR or CT images constitute future work in the field.

Although Zhang et al. [139] claim that their 2D+t non-rigid registration algorithm

is extensible to 3D+t sequences, they show results only between 2D MR images and

2D short-axis and long-axis US images.

Most intensity-based monomodal echocardiography image registration algorithms

estimate rigid transformations, or affine transformations at their most complex. This
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is not as limiting as it may originally seem, because many applications register cardiac-

gated images acquired from the same patient and within a short time interval. As

previously mentioned, non-rigid transformations become difficult to estimate using

echocardiography. For example, Shekhar et al. [51] found an increase in registration

error and a decrease in capture range when attempting to recover known deformations

with increasing transform complexity from rigid to affine. However, previously devel-

oped elastic monomodal ultrasound registration algorithms originally demonstrated

for use in the breast [146] and liver [147] may be extended to echocardiography in

future.

Along with simpler transforms, simpler similarity measures become feasible in

monomodal image registration because stronger assumptions can be made regard-

ing the relationships between the intensities of the echocardiographic images to be

registered. For example, the sum of absolute differences (SAD) [125, 136], sum of

squared differences (SSD) [125,148] and normalized cross-correlation (NCC) [79,125]

similarity measures have been used in addition to mutual information (MI) [51, 52]

and normalized mutual information (NMI) [125].

Many monomodal registration algorithms are concerned with registering RT3D

images to enable multiview image compounding. Rajpoot et al. [79] rigidly fuse apical

RT3D images within a multiresolution, multistart framework by maximizing normal-

ized cross-correlation with Powell optimization, while Soler et al. [80] accomplish a

similar task using gradient descent to optimize a robust similarity measure that min-

imizes the influence of ultrasound artifacts and noise. Rather than registering their

untracked RT3D TTE apical and parasternal images directly, Grau et al. [53] derived

a similarity measure based on local phase and orientation. This should overcome the

intensity differences between apical and parasternal images caused by differences in

artifacts and ultrasound attenuation, and indeed the authors showed improvement

over instead performing registration by maximizing mutual information or NCC.

A registration algorithm optimizing mutual information to align two 3D TTE im-

ages with a rigid, rigid+uniform scaling, rigid+nonuniform scaling or affine transform

using the Nelder-Mead simplex optimizer has also been developed [51] and applied to

the problem of aligning a pre-stress and a post-stress time series of 3D TTE images
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in 3D stress echocardiography [52]. For the same task, Leung et al. [125] did not

register the pre- and post-stress images directly but instead used a sparse pre-stress

image generated by combining 3-5 2D standard views extracted from the original.

In addition to increasing registration speed, this reduces the influence of artifacts

within less important image planes, which were deemed to cause the substantial er-

rors that they sometimes found when registering the RT3D image pairs in their native

form. Finally, Herlambang et al. [148] generated a time series of high-quality images

over the cardiac cycle from a single 3D MR image. The MR image was first rigidly

registered to a RT3D US image acquired at the same cardiac phase (by maximizing

mutual information). It was then deformed a second time by applying a time series of

non-linear B-spline transforms determined by monomodal registrations between this

RT3D image and each of a series of RT3D US images acquired over the cardiac cycle

(by maximizing SSD).

1.6 Image-Guided Therapy Systems

A variety of image-guided therapy systems have been developed for minimally-

invasive cardiac therapy that incorporate echocardiography to accomplish surgical

guidance and the supporting technologies described above. These include systems

fusing echocardiography with MR, CT and/or X-ray fluoroscopy. The clinical appli-

cability of many of these systems has been demonstrated in animal studies and even

in human subjects.

1.6.0.5 Echocardiography and endoscopic video

Ultrasound has been superimposed onto live 2D or stereoscopic video for surgical

guidance during a variety of clinical applications, including needle biopsy [149] and

laparoscopic liver interventions [150]. However, endoscopy cannot typically be used

during intracardiac beating-heart therapy because it cannot image through blood.

Recently, specialized endoscopy cameras designed for use during beating-heart inter-

ventions have been developed, and work by either clearing blood from the camera’s
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vicinity by flushing saline in front of it [151,152] or by enclosing the endoscope within a

specialized port into which blood cannot enter [153]. However, such endoscopes have

not experienced widespread use. Leven et al. [154] integrated flexible laparoscopic

2D ultrasound imaging with the DaVinci robot-assisted surgical system, enabling

both 2D and reconstructed 3D ultrasound imagery to be overlaid on stereoscopic en-

doscopy. For robot-assisted epicardial interventions such as CABG, such a combined

visualization may be a significant improvement during surgical guidance compared to

the typical reliance on endoscopic video alone, as discussed in [155].

1.6.0.6 Echocardiography and tracked tools

Relatively simple surgical guidance systems visualizing tracked real-time 2D US

alongside virtual representations of tracked surgical tools, such as needles or anas-

tomosis (fastening) devices, have been proposed for beating-heart intracardiac in-

terventions [46, 47, 50] and even for prenatal cardiac interventions to guide needles

through the maternal abdomen and into the fetal heart [156]. In the robotic system

proposed by Hastenteufel et al. [157] for minimally-invasive ablation for treatment

of atrial fibrillation, models of both their highly-flexible multi-electrode catheter and

of the left atrial endocardial surface were created using reconstructed 3D TEE and

used to validate the catheter’s pose before ablation. Although overlaying virtual

representations of tracked surgical tools onto echocardiography should enhance im-

age interpretability during surgical tasks, greater improvements can be provided by

fusing echocardiography with information from other imaging modalities.

1.6.0.7 Echocardiography and MR or CT

This image combination is ideal in many ways, fusing the high quality and large

field of view provided by MR or CT with the real-time imaging capabilities of intra-

operative ultrasound. Surgical guidance systems that follow this approach typically

display patient-specific cardiac surface models segmented from MR or CT imaging,

which is most often performed preoperatively, along with texture-mapped 2D or vol-

ume rendered 3D echocardiography and virtual representations of tracked surgical
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tools. Linteet al. [84] propose dividing the tool-to-target manipulation task into two

steps, each of which relies primarily on one of the two image sources. Initial naviga-

tion towards the surgical target’s vicinity can be accomplished using the 3D context

provided by the cardiac model. Afterwards, detailed manipulations of the surgical

target should rely primarily on intraoperative echocardiography, which provides real-

time feedback of the position and orientation of the target and tool, and also visualizes

any discrepancies between the patient’s intraoperative heart and its depiction within

the MR/CT image or derived model [158].

Example IGT systems include that described by Linte et al. [84], who use feature-

based image registration to integrate magnetically-tracked multiplanar 2D TEE with

a dynamic patient-specific cardiac model that is segmented from four-dimensional pre-

operative MR or CT and is synchronized with the intraoperative beating heart using

the patient’s ECG signal. Their system is applicable for a variety of procedures per-

formed within the beating heart and has been used to successfully perform minimally-

invasive mitral valve replacement and atrial septal defect closure in swine [127]. The

visualization provided by the system described by Rettmann et al. and Robb et

al. [129, 159] is similar, with a focus on cardiac ablation procedures. Both systems

can also display intraoperative electroanatomical mapping formation (ex. activation

times) onto the preoperative surface model for use during EP procedures [160]. Sun

et al. [85] and Wein et al. [136] both fused intracardiac echocardiography with an

intraoperative C-arm CT scan in pigs, using cardiac gating to integrate image image

information acquired at a single cardiac phase only. Sun et al. applied a fully au-

tomatic intensity-based registration algorithm to align the CT image with a set of

magnetically-tracked 2D ICE images, and is the only surgical guidance system fus-

ing MR/CT with echocardiography that integrates intraoperative respiratory gating.

Wein et al. used untracked RT3D ICE, which was displayed with volume rendering

after real-time fusion with C-arm CT data, using an intensity-based registration algo-

rithm and image-based cardiac gating at end-diastole. Duan et al. [124] also discuss

the situation where only a single static preoperative image is available, and used a

stationary, untracked RT3D TTE probe so that the relationship between the two im-

age coordinate systems remained constant. Image-to-patient registration was based
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on a single ultrasound image, and their surgical guidance visualization displayed the

CT image with overlaid surface models of the left ventricle that were automatically

segmented from streaming RT3D TTE.

1.6.0.8 Echocardiography and X-ray

Fluoroscopy and echocardiography are both ubiquitous intraoperative real-time

imaging modalities with complementary imaging properties. Fluoroscopy can local-

ize structures in 3D space with from two images acquired from different angles or

from rotational X-ray and provides excellent visualization of catheters, other surgical

tools, and the vasculature (following the application of contrast agent). In contrast,

echocardiography provides better soft tissue contrast and can also be used to collect

functional information, for example left ventricular wall motion or synchrony.

Image registration between ultrasound and X-ray is difficult because the intensity

profiles of each of these modalities are very different and because the anatomical struc-

tures that they image well do not overlap. Therefore, X-ray and echocardiography

are usually fused by separately relating each imaging system’s coordinate system to a

third coordinate system using spatial calibration and/or tracking. Rasche et al. [161]

describe a planning and guidance system for biventricular pacemaker implantation

that is somewhat unusual in that echocardiography serves as a peri-operative (rather

than an intraoperative) imaging modality. In the peri-operative step, a 3D surface

model of the left ventricle is first generated from optically-tracked RT3D TTE and

annotated with functional information. Localizing five external markers on the pa-

tient’s chest both in the peri-operative optical tracking space, and relative to the in-

traoperative X-ray coordinate system, gives sufficient information for the LV surface

model to be fused with a 3D coronary vessel surface model derived from intraoper-

ative X-ray imaging modeling or projection imaging. Although the results of their

accuracy assessment were generally positive, their reliance on tracked chest sensors

for registration is not ideal.

Both Jain et al. [162] and Gutierrez et al. [45] enable real-time image fusion be-

tween fluoroscopy and RT3D echocardiography (RT3D TEE and RT3D TTE, respec-
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tively) by localizing coordinates within the ultrasound and X-ray images relative to a

tracked sensor on the patient bed. This is achieved for ultrasound via magnetic track-

ing and spatial calibration, and for the X-ray system by rigidly registering landmarks

on a calibration phantom localized in X-ray images and with a tracked pointer tool

relative to the magnetic tracking system, followed by application of the X-ray system’s

pose and its intrinsic calibration matrix. However, such a system would require the

clinician to manually manipulate the ultrasound probe under continuous fluoroscopy

exposure, which poses significant radiation risks. This concern is addressed by the

robotic system of Ma et al. [163], in which an RT3D ultrasound probe is manipu-

lated by a slave robot controlled by a remote master controller. Registration between

the X-ray and RT3D echocardiography images was shown for two patient cases and

proceeds in much the same way as in the two previously described papers, and the

resulting visualization platform presents an overlay of volume rendered 3D ultrasound

or a derived surface model onto 2D X-ray images.

1.6.0.9 Clinical integration: electrophysiological procedures

Clinical integration of image-guided intracardiac interventions is most widespread

in electrophysiological procedures. Original computer-assisted EP systems generated

a 3D electroanatomical model of the heart (including both spatial and EP mapping in-

formation) from a set of 3D coordinates collected by touching a magnetically-tracked

catheter to the endocardial heart wall [164,165]. During the intervention, the surface

model was visualized along with the tracked ablative catheter’s tooltip and annota-

tions showing previous ablation points. These systems reduced radiation exposure

compared to guidance based on intraoperative fluoroscopy alone, but produced very

low resolution surface models that were subject to cardiac wall deformation from

the pressure of the tracked catheter, sometimes had missing data for hard to reach

intracardiac anatomy, and were time-consuming to generate.

Subsequent improvements focused on how to generate the cardiac surface model

and on integrating new types of intraoperative data. Surface models generated us-

ing a tracked catheter can be replaced by higher-resolution patient-specific models
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segmented from a preoperative MR or CT image [130, 131]. These surface models

show several anatomical structures that were not clearly visible previously, including

the number, location and branching pattern of the pulmonary veins which are often

the surgical targets during radiofrequency (RF) ablation. However, intraoperative

collection of endocardial surface points is still required in this strategy to register the

preoperative surface to the intraoperative patient, thus retaining many of the disad-

vantages associated with tracked catheters described above. In addition, the accuracy

with which the preoperative surface model could be registered to the intraoperative

patient depends on the severity of any non-rigid deformations between them.

Recently, intraoperative 2D ICE has been proposed as an alternative to preoper-

ative MR/CT as an imaging source from which endocardial surface models can be

generated. ICE-derived surface models have been used within surgical guidance sys-

tems used in patients to perform pulmonary vein and linear ablations [126] and left

ventricular tachycardia ablations [133]. A set of spatially-localized 2D ICE images

acquired by sweeping a magnetically-tracked 2D ICE probe to view the left atrium,

left ventricle, pulmonary veins or any other structures of interest, typically with ECG-

gating and under respiratory breath-hold or quiet breathing. The endocardial surface

contour in each image is then segmented, and is subsequently transformed into the

reference catheter’s coordinate system using magnetic tracking and spatial calibra-

tion information. Combining the contours provided by each 2D ICE image creates

a 3D endocardial surface model. This technique is much faster than using a tracked

catheter, and because 2D ICE imaging does not deform the heart wall it is likely to

be more accurate as well. However, endocardial surface segmentation may be com-

plicated by artifacts in the ICE images, including shadows, and typically requires

significant user interaction. Although ICE-derived surface models have a lower spa-

tial resolution than those segmented from preoperative MR or CT, they are generated

in the operating room and therefore have the significant advantage of representing

the heart in its actual intraoperative state.

Finally, intraoperative endocardial surface data derived from 2D ICE have been

used to integrate preoperative MR/CT surface models with the intraoperative patient

[134, 135]. This approach takes advantage of ICE’s ability to collect endocardial
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surface points without deforming the cardiac wall, which should increase registration

accuracy while still integrating a high-quality surface model. However, challenges

related to ICE segmentation and the possible deformations between the preoperative

image and the intraoperative morphology of the heart still apply. Zhong et al. [134]

presented a fully automatic algorithm to segment endocardial surface points from

2D ICE, and also described a phantom study demonstrating a dramatic increase

in registration success enabled by the increased number of endocardial coordinates

that can be collected with echocardiography, compared to the small number that

can be manually localized with a tracked catheter because of time constraints. Real-

time imaging with 2D ICE can also be integrated into the surgical guidance system

along with the cardiac model and the representation of the ablation catheter. Such

a system has been used by den Uijl et al. [132] while delivering therapy to seventeen

AF patients.

1.7 Validation

The process of validation verifies that an IGT system meets its requirements with

respect to accuracy (both trueness and precision), robustness, task completion time,

clinical outcomes, or one of many other application-specific measures [166]. It is

important to note that when validating IGT systems, like any other kind of “mission-

critical” software, worst-case performance is often a more important indicator than

average performance and so outliers cannot be ignored [167]. One must also be wary

when comparing the results of accuracy assessments performed by different groups,

as validation methodologies vary widely and their results are also highly dependent

on the specific equipment and human operators employed for testing. Finally, there

are significant differences between patients and healthy volunteers with respect to

anatomy, ultrasound image quality, cardiac and respiratory rates, ECG signal quality

and physical limitations such as breath-holding, which means that testing should be

done with the patient population for which a system is developed whenever possible.
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1.7.0.10 Quantitative subsystem validation

Before evaluating the accuracy of an IGT system during actual clinical tasks,

each of its component subsystems, including strategies for imaging, tracking, spatial

calibration, gating, motion correction and registration, are often evaluated individu-

ally. This allows multiple approaches under consideration to be compared, and also

enables a portion of the overall system error to be attributed to each subsystem,

allowing efforts for improvement to be focused on those that contribute the most

error. Validation based solely from a qualitative standpoint must be followed by a

comprehensive quantitative study that calculates trueness and precision statistics in

order to ensure that requirements are truly being met.

Initial validation is often performed under controlled conditions within the labora-

tory using phantoms (objects of known structure). Phantoms used to validate systems

intended for use during cardiac interventions include bead [161], cross-wire [154,163]

and geometrical shape [71, 136] phantoms, anatomically-unrealistic cardiac chamber

phantoms [84, 129], cardiac chamber phantoms created from a high-quality patient

image with rapid prototyping [130,134], expandable balloon-type phantoms [115,148],

and/or anatomically-realistic stationary [59,135,160] or beating [59,60,124,158,160]

artificial hearts. It is important for laboratory studies to replicate as many clinical

conditions as possible, including using a phantom that is anatomically realistic, has a

dynamic motion pattern similar to that of the beating heart, and has tissue-mimicking

imaging properties. Unfortunately, no laboratory setup will exactly replicate the in-

traoperative setting, and any such deviations will contribute to either over-estimating

or under-estimating the accuracy of the system under consideration.

Quantitative validation procedures are numerous, and so a review of all of the

possibilities is outside the scope of this chapter, and the reader is referred to [166] for

a more comprehensive discussion. Most quantitative assessments compare the result

of applying an algorithm on phantom, animal or human data to a “gold standard” ex-

pected value [166]. If the gold standard is not known absolutely, any errors sustained

in its determination will increase the unreliability of the evaluation results. Unfor-

tunately, this is often the case for systems that work on echocardiography. Their
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results are often compared to the results of manual interaction, and ultrasound’s rel-

atively poor image quality makes performing tasks such as image registration and

segmentation ambiguous even for experts.

1.7.0.11 User studies

User studies simulating surgical tasks within the laboratory often constitute an

intermediate pre-clinical step before testing an IGT system on animals or human

subjects. The task may be dramatically simplified: for example the user, preferably

a clinician, may perform surgical “drills” within a water tank while relying on the

surgical guidance system rather than direct vision [31–33]. Increasing in realism, ex-

periments may ask users to guide tools towards small targets within an anatomically-

realistic beating heart phantom [158] or to perform a more complicated procedure

such as suturing, mitral valve repair or ASD closure on excised tissue [30, 32, 33] or

on an intact excised porcine heart [84]. Targeting tasks typically give accuracy and

precision statistics (i.e. quantifying the distance between the final tool position and

the target), while the results of more clinically-oriented tasks are typically binary (i.e.

was the simulated intervention considered successful, or not?).

1.7.0.12 Clinical validation

The final test of an IGT system is to demonstrate its performance during in-

terventions on animal models and, finally, in actual human subjects. Animal stud-

ies [30, 34, 85, 126, 127, 136, 156, 160] allow the effectiveness of an IGT system to be

demonstrated within a clinical environment. Considerations involving human fac-

tors and surgical workflow can also be addressed, and necessary improvements that

may not have been apparent during laboratory testing can be identified. In many

acute animal experiments, the animal is sacrificed and its heart opened to verify

correct therapy delivery, which may be indicated by ablation lines or the location

of implanted clips or prosthetic devices. Okumura et al. [126] describe a particu-

larly comprehensive assessment of an ICE-guided electrophysiological system in dogs.

They implanted fiducial clips on the endocardial heart surface before preoperative
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imaging, attempted to target these fiducial points with the ablation catheter dur-

ing the procedure, and post-operatively calculated the distance between each actual

ablation point and the implanted clip.

Once success has been demonstrated on animals, final validation should be per-

formed on human subjects. This addresses residual differences between humans and

animals with respect to anatomy, imaging properties, and cardiac and respiratory

rates, and can also be used to examine long-term outcomes. Because of the relative

novelty of image-guided therapy for minimally-invasive cardiac interventions, most

systems have not yet progressed to the point where they can be evaluated in human

subjects. As previously described, an exception is the use of tracked 2D ICE during

EP procedures [126, 132, 133]. The final step before widespread clinical acceptance

and regulatory approval for any IGT system would ideally be a randomized prospec-

tive clinical trial [168] comparing surgical accuracy, procedure duration, complication

and conversion rates, and long-term effectiveness and freedom from repeat procedures

with that of standard clinical practice.

1.8 Challenges and Future Directions

1.8.0.13 Visualization and human factors

The question of how to best present data within surgical guidance systems is an

important one to address [169]. If not done carefully, the many fused images and ge-

ometrical models can be visually confusing, leading to lowered scene interpretability,

slowed surgical decision making and a decreased ability to accurately perform surgical

tasks. This is especially important when designing systems for cardiac interventions,

as the many moving objects within the virtual scene may further compound these

perception problems. The use of real-time ultrasound imaging also presents chal-

lenges because it often requires more mental effort to interpret than other modalities.

3D ultrasound in particular is difficult to display, and the most common visualization

technique used, namely volume rendering, often does not display internal structures

well without extensive interactive reslicing, while alternatives such as display on or-
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thogonal slice planes shows only a few slices through the 3D dataset. Future work

should focus on developing specialized display strategies for use with ultrasound data,

and on examining the human factors associated with image-guided therapy systems

used during cardiac interventions. This may involve studies that vary the information

that is shown in the surgical scene, the control of the virtual camera (i.e. surgeon-

control vs. delegated-control vs. fixed view [170]), the display hardware used (i.e.

wall-mounted displays vs. head-mount display vs. tomographic reflection [171]) and

whether data is visualized stereoscopically [172] or not.

1.8.0.14 Echocardiographic imaging

Many advances have been recently made in ultrasound imaging, including minia-

turization in the development of ICE, IVUS and RT3D TEE transducers, and in

image quality improvement including the development of coded pulses, tissue har-

monic imaging, and adaptive image enhancement techniques [173, 174]. Any future

improvements in ultrasonic imaging that increase SNR, remove speckle, reduce arti-

facts, increase spatial resolution or facilitate image display via post-processing will

benefit image-guided therapy, as higher image quality greatly facilitates rapid image

interpretation during surgical guidance and and also makes processing tasks such as

image registration and segmentation easier. Of particular interest for intracardiac

interventions is the advent of novel RT3D ICE transducers and the continuing devel-

opment of RT3D TEE. The spatial resolution, frame rate and field of view of RT3D

ultrasound is fundamentally limited by the finite speed of sound in tissue. How-

ever, future strategies that improve any of these factors in RT3D imaging would be

highly beneficial, as would the development of more robust techniques for freehand

ultrasound reconstruction or extended field of view RT3D imaging.

1.8.0.15 Algorithms

Continued work on each of the supporting technologies for IGT described above

is expected to continue. In particular, further development of the following algo-

rithms may have the largest impact on image-guided cardiac therapy: real-time rigid
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image-to-patient registration, non-rigid image-to-patient registration, extended field

of view RT3D imaging without stitch artifacts, real-time ultrasound segmentation

and feature tracking, and image-based cardiac gating methods that are robust to a

moving ultrasound probe and instruments appearing within the field of view. Algo-

rithms that are tailored for use with ultrasound, for example by considering typical

imaging artifacts and the finite thickness of typically US beams, will also be ben-

eficial where appropriate. Many algorithms still require significant user input, and

further automation would increase clinical penetration of IGT strategies by mini-

mizing manual interaction within the operating room. Finally, increased processing

speed is desirable for many algorithms, and in some cases may be accomplished by

a specially-constructed hardware architecture [175], a parallel software implementa-

tion [176] or, as is more common for IGT algorithms operating on echocardiography,

using GPUs (ex. [50,77,101,136,148]).

1.8.0.16 Instrumentation

Minimally-invasive cardiac surgery offers challenges in tool design, even when

image-guided therapy is not used, for example requiring specialized collapsible valves

or patches, fastening devices and laparoscopic instruments. However, employing

tracked echocardiography as a mainstay of surgical guidance presents additional chal-

lenges. Traditional tools are made of metal, and so their exact position and orienta-

tion is not easily determined under ultrasound, they become less clearly visible when

angled parallel to the ultrasound beam, they cause strong reflections and shadow arti-

facts under ultrasound imaging and they have an intensity distribution similar to tis-

sue [46,177–179]. Metallic instruments also reduce the accuracy of magnetic tracking

systems. Future tools constructed from plastics or with ultrasound-specific coatings

are required to reduce these negative effects. In addition, ultrasound probes them-

selves may require modification to facilitate image-guided intracardiac therapy. ICE

transducers may be integrated with ablative devices within the same catheter [180],

or magnetic tracking sensors may need to be integrated within the probe housing of

transesophageal transducers [181].
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1.8.0.17 Open systems

Constant communication between imaging, tracking, robotic and data processing

systems is required during image-guided therapy. However, at this point in time,

access to ultrasound images and data is often restricted. Although few open alterna-

tives do exist [182–184], this issue continues to hamper research and development in

the field. Researchers typically do not have access to streaming ultrasound images,

the raw radiofrequency (RF) data or critical image formation parameters, and also

cannot control image acquisition remotely. Communication standards and open in-

terfaces will be required for clinical deployment of IGT systems in future and would

also ease research and development at the present time. Just as open-source libraries

have accelerated software development in image-guided therapy, open communication

standards should accelerate the development of practical IGT system implementations

that can be used clinically.

1.8.0.18 Validation

Finally, standards in validation methodology are currently required so that assess-

ments evaluating methods presented by different groups can be compared [167]. Most

methods developed for image-guided cardiac are validated in the laboratory or in an-

imal models at this point in time, but as their development continues more systems

will reach the stage where human testing and clinical trials will become necessary.

1.9 Conclusions

Minimally-invasive cardiac procedures performed on the beating heart have the

potential to dramatically improve upon standard clinical practice in cardiothoracic

surgery but present unique challenges, not least of which is the problem of surgical

guidance in the absence of direct vision. Development of image-guided therapy sys-

tems to address this clinical application is ongoing, and can benefit greatly from the

real-time imaging provided by echocardiography. Intraoperative ultrasound has been

used to accomplish many critical tasks required by IGT systems, including registra-
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tion between preoperative images and the intraoperative patient, image-based tool

tracking, and cardiac and respiratory motion compensation. In addition, echocar-

diography is extremely useful for visualization within surgical guidance systems by

providing real-time intraoperative imaging of surgical tools and targets, especially

when fused with complementary image and/or geometrical data derived from MR,

CT or X-ray data. Clinical adoption of image-guided therapy systems that employ

echocardiography is growing, and is expected to increase in the future alongside de-

velopments in ultrasonic imaging, image processing, and display technologies.

1.10 Thesis Outline

The objective of this thesis is to present and validate a real-time 4D ultrasound re-

construction algorithm and its practical implementation, intended for intraoperative

imaging of the beating heart during image-guided intracardiac therapy. Fusing high-

quality preoperative images to intraoperative images acquired using “OR-friendly”

modalities is arguably the best approach to image-guided therapy, and gated free-

hand 4D ultrasound reconstruction is an ideal intraoperative imaging technique in

many respects, providing flexible and customizable volumetric imaging with a wide

field of view and high spatial resolution without radiation dose, using widely-available

equipment while remaining safe, inexpensive and compatible with standard OR equip-

ment. This thesis examines the use of real-time reconstruction to ameliorate freehand

4D US reconstruction’s typically challenging acquisition procedure, with the goal of

improving reconstruction quality to make the images better-suited for subsequent

registration to preoperative images and/or direct visualization.

Chapter 1 provided a literature review of the use of ultrasound in minimally-

invasive cardiac therapy, focusing particularly on its use within image-guided inter-

ventional systems. This chapter provides the necessary background knowledge to

appreciate the motivation for a real-time 4D US reconstruction intraoperative imag-

ing system and to understand its applications as it fits within the broader context of

image-guided interventions performed on the beating heart.

The remainder of this thesis proceeds as follows. Chapter 2 begins with a more
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focused review of 3D and 4D ultrasound reconstruction, and goes on to describe the

real-time 4D ultrasound reconstruction system developed here. Chapter 3 details the

system’s evaluation, including human factors experiments that illustrate the tangible

benefits of providing incremental visualization during 4D ultrasound reconstruction,

assessments of reconstruction accuracy (including a study performed using a dynamic

phantom and a second performed intraoperatively), and representative imaging per-

formed on porcine subjects and on patients. Chapter 4 completes the thesis by sum-

marizing its main points, outlining potential improvements and avenues for future

research, and describing additional applications for real-time ultrasound reconstruc-

tion in image-guided therapy. Finally, Appendix A is intended for future users of the

ultrasound reconstruction software and for programmers wishing to extend it, and

provides details of the software classes and of two implementations provided within

the AtamaiViewer and 3D Slicer applications.



Chapter 2

Real-Time 4D Ultrasound

Reconstruction

2.1 Introduction

2.1.1 4D ultrasound in image-guided cardiac therapy

Whether used for visualization or for registration to preoperative images, intraop-

erative imaging is an integral part of most image-guided therapy (IGT) systems. In

particular, effective intraoperative imaging is essential when facilitating minimally-

invasive therapies performed within the beating heart, as they present a unique com-

bination of challenges. Any surgical guidance system must replace direct vision while

the surgeon targets highly-deformable structures moving quickly within an environ-

ment that is itself in motion. Further complicating matters for direct access proce-

dures is the non-linear deformation that the heart undergoes compared to preopera-

tive images. However, the dynamic nature of beating heart surgery makes the use

of intraoperative imaging modalities critical while simultaneously complicating their

use. The selected intraoperative imaging approach should provide good delineation of

intracardiac structures in three-dimensions and throughout the cardiac cycle, while

remaining unobtrusive within the operating room (OR).

Of all the available imaging modalities, ultrasound shows particular promise for

44
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intraoperative cardiac imaging, as it provides real-time imaging with good soft-tissue

contrast without causing a major intrusion into the OR or subjecting the patient and

clinical staff to radiation dose. During surgical guidance, any difficulties in ultrasound

image interpretation caused by artifacts or the inherent low quality of ultrasound

images can often be ameliorated via fusion with preoperative images or models as

described in Chapter 1.

Traditional ultrasound scanners image in two dimensions at a high frame rate,

but effective IGT for beating heart surgery would benefit greatly from volumetric

intraoperative ultrasound, since it is difficult to manipulate 2D probes to keep the

imaging plane aligned with anatomical structures and/or surgical tools, impeding

their use for surgical guidance. In addition, access to 2D image information alone is

limiting for both visualization and non-rigid image registration, especially considering

the dynamic 3D intracardiac environment.

4D echocardiography generates a time series of 3D US volumes representing the

beating heart over the cardiac cycle, and can be accomplished using either RT3D

ultrasound or gated ultrasound reconstruction. Originally developed in the early

1990s [185,186], RT3D echocardiography, particularly RT3D transesophageal echocar-

diography, is currently receiving substantial attention but has several disadvantages

that should inspire caution when proposing to rely on it alone for intraoperative imag-

ing. First, the finite speed of sound in tissue results in a compromised field of view,

spatial resolution and frame rate. Commercial systems can extend the field of view by

stitching together multiple 3D volumes acquired over several cardiac cycles, however

this approach still fundamentally combines several low resolution images. RT3D TEE

is still not ubiquitous in cardiac ORs, streaming 3D image data out of proprietary

machines is difficult, and maintaining patient safety despite frequent probe overheat-

ing means that live 3D imaging is limited to 2-3 minute intervals.

The reconstruction of ultrasound volumes from 2D images uses a tracked 2D US

probe to acquire multiple images from a variety of poses, which are subsequently com-

posited together into one or more 3D volumes. Reconstructions of this nature can

maintain the wide field of view and relatively high spatial resolution of 2D US imaging

while using commonly available 2D US equipment and maintaining the 2D scanning
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Fig. 2.1: Overview of ultrasound reconstruction.

technique with which clinicians are familiar. Unlike RT3D ultrasound, ultrasound

reconstruction systems do not image natively in three dimensions, but nevertheless

provide 4D image information encapsulating the intraoperative heart that can be used

for non-rigid registration to preoperative images or for direct visualization.

2.1.2 Ultrasound reconstruction

The goal of ultrasound reconstruction is to generate a 3D or 4D (3D + t) ultra-

sound dataset using multiple 2D ultrasound images. Each image is associated with

a transformation describing the ultrasound probe’s position and orientation (with

respect to some coordinate reference frame) during its acquisition, which is used to

insert the image into an output volume with the correct pose (Figure 2.1). 4D ultra-

sound reconstruction can be used to image rhythmically moving structures, such as

the beating heart or organs like the abdominal organs that are influenced by respira-

tory motion. In 4D US reconstruction, a gating scheme is needed to assign specific 2D

US images to their corresponding output volumes. Once they have been generated, re-

constructed ultrasound volumes can be displayed on orthogonal or arbitrarily-oriented

slice planes (a method known as multiplanar reformatting), with volume rendering,

or with surface rendering following image segmentation.

The development of 3D ultrasound systems was initially motivated by the ability

to perform accurate distance and volume quantification, reduce user variability by
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minimizing the need to mentally reconstruct 3D spatial relationships, improve ul-

trasound image quality through compounding [72], and flexibly adjust the viewing

plane regardless of practical constraints on probe positioning. Ultrasound recon-

struction systems have been developed for intraoperative imaging during a variety

of clinical procedures. For example, reconstructed 3D ultrasound has been used to

correct for intraoperative brain shift [187] and to define targets for both robotic liver

biopsy [188] and robotic prostate brachytherapy [189]. In addition, augmented real-

ity surgical guidance systems incorporating 3D ultrasound reconstruction have been

developed for laparoscopic liver surgery [150] and for needle biopsy [149]. In both

of these systems, 3D US volumes imaging structures of interest are reconstructed,

volume rendered, and overlaid onto live video data. However, to date reconstructed

ultrasound has not yet been integrated into an augmented reality environment for

cardiac therapy.

Both Fenster and Downey [28] and Gee et al. [190] give a comprehensive overviews

of research and development in ultrasound reconstruction (Gee et al. in particular

provide practical advice to the system designer). Multiple 2D US images are typically

acquired by moving the US imaging plane in a linear translation, along a fan trajec-

tory, or around a rotational axis, although a completely unstructured motion can also

be used. The image plane may be manipulated using a mechanical system, which can

be an external device that moves the entire probe or may be built into the transducer

itself. Mechanical probes are very precise and the transformation associated with

each 2D US image can be easily determined based on the state of the mechanical

device itself. Of particular interest are fast rotating mechanical probes that perform

the task of ultrasound reconstruction in real-time [191, 192]. A second alternative is

to have the clinician maneuver the ultrasound probe manually in a technique referred

to as freehand ultrasound reconstruction. This approach is more flexible than the

mechanical approach and allows the clinician to manipulate the transducer to opti-

mal 2D US views of the target structures. To associate a transform with each 2D US

image, some older systems simply required the user to follow a predefined trajectory,

although this is not ideal as any deviation from this path will result in reconstruction

errors. Several groups have investigated image-based tracking, which attempts to
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determine the spatial relationships between 2D US images based on their intensity

information alone, for example using speckle decorrelation, although this has proven

to be a difficult task [193]. The most popular freehand reconstruction method is to

track the ultrasound probe using a tracking system, allowing the probe’s movement

to be captured during the scan. A variety of tracking systems have been used, in-

cluding articulated arms, acoustic and, more recently, magnetic and optical tracking

systems [28].

Both spatial and temporal calibration must be performed when using a tracking

system for ultrasound reconstruction, as reviewed in [43]. Since the tracking system

localizes the sensor mounted on the ultrasound probe and not the ultrasound fan ori-

gin itself, spatial calibration is required to determine the transformation between the

ultrasound tracking sensor’s coordinate system and that of the input 2D US images

themselves. This allows input image pixels to be correctly localized within the out-

put volume. Spatial calibration is usually performed using a stationary phantom of

known construction. First, the phantom is localized relative to the tracking system’s

coordinate system, several 2D US images of the phantom are acquired, and features in

the images are related to the corresponding points in the phantom’s reference frame.

Using several such examples the spatial calibration matrix can then be determined.

Many spatial calibration procedures exist, and example studies comparing different

methods include [194,195]. Secondly, temporal calibration is required to match each

2D US image to its corresponding transform matrix from the tracking system. Image

and tracking data are captured at different rates and with an approximately constant

lag time between them. This latency is the parameter estimated by temporal cali-

bration. In general, temporal calibration is performed by concurrently collecting and

timestamping a series of 2D US images and tracking data. Correlating measurements

derived from each data stream allows the mean latency between the two timestamp

sequences to be calculated. During ultrasound reconstruction, the transformation for

each 2D US image can then be pulled from the streaming transform matrices using

their timestamping information and this known lag.

Once the 2D US images and transform matrices are acquired, a reconstruction

algorithm is typically used to resample the 2D US image pixels onto an output voxel
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grid. An exception is Stradx [196, 197], an open-source system that relies solely on

the original set of 2D US images and their associated transformation data to perform

interactive reslicing and volume rendering. However, most ultrasound reconstruction

systems do employ a regular output voxel grid for ease of subsequent image pro-

cessing. Solberg et al. [198] review previously developed reconstruction algorithms,

grouping them into three categories. Voxel-based (“backward”) methods iterate over

the output voxels and fill them with intensities from one or more input pixels, using

either a nearest-neighbor approach or an interpolation function. In contrast, pixel-

based (“forward”) methods iterate over the pixels of each of the 2D US images and

contribute each of their intensities towards one or more output voxels. Although a

nearest-neighbor method can be used here as well, a three-dimensional spherical or

ellipsoidal kernel function is often employed to spread each input pixel onto multiple

output voxels such that those voxels closest to the input pixel are more greatly in-

fluenced than those farther away. A post-reconstruction hole-filling step is typically

used to fill any small gaps in the output volumes that were not directly hit by an

input pixel. Pixel-based algorithms are often preferable over a voxel-based approach

as the latter provide no speed advantages when the 2D US image pose is arbitrary (as

in freehand reconstruction), become slower with increasing output volume size, and

are not well-suited for real-time implementation. Finally, function-based methods fit

a function to the input pixel intensities that is subsequently evaluated at the out-

put voxel grid coordinates. Function-based methods may produce very high-quality

reconstructions but are computationally expensive.

Many 4D ultrasound reconstruction systems for imaging the beating heart have

been developed since the first systems were created in the 1970s [199], most using

ECG-gating to bin together 2D images corresponding to the same timepoint in the

cardiac cycle. Representative work includes the early VHS video-based system of

Barry et al. [200], the use of raw digital ultrasound data to improve spatial and

temporal resolution by Berg et al. [201] and the 4D imaging system developed by

Meairs et al. [202] to reconstruct both B-mode and Doppler cardiovascular images.

More recently, Knackstedt et al. [42] used a stepper motor to rotate an untracked

2D intracardiac echocardiography transducer for intraoperative visualization during
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electrophysiological interventions.

There are many potential error sources in ECG-gated 4D ultrasound reconstruc-

tion that combine to result in localization errors and stitch artifacts. These error

sources can be itemized as follows:

• 2D ultrasound imaging: finite 2D US spatial resolution; frame grabbing

reduces frame rate and image quality compared to the use of raw US data; dis-

crepancy between actual speed of sound in tissue and assumed speed; artifacts

hamper image interpretation

• Tracking: intrinsic tracking bias and imprecision; ferromagnetic objects may

disrupt the magnetic field in magnetic tracking, thus introducing measurement

errors

• ECG-gating: imperfect R-wave detection; heart rate changes may bin together

images acquired during different physiological cardiac phases; ECG signal does

not necessarily represent the heart’s actual state

• Synchronization: temporal calibration error; timestamping error

• Gross heart movement: patient movement; patient respiration and/or un-

equal lung volume between subsequent breath-holds; probe pressure effects

• Reconstruction: spatial calibration error; finite output volume resolution;

blurring from interpolation onto the output voxel grid

As described in Chapter 3, it is therefore important to perform validation studies for

any ultrasound reconstruction system to determine its accuracy.

A common complaint limiting the clinical integration of ultrasound reconstruction

is the need for offline reconstruction following 2D image acquisition. While current

offline reconstruction techniques can be extremely fast (ex. [203]), image acquisi-

tion errors are not detected until after reconstruction, at which time the acquisition

must be repeated. Common acquisition errors include a failure to capture all of the

structures of interest, or moving the probe too quickly, causing gaps in the output
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volume(s). Real-time ultrasound reconstruction (also known as incremental or inter-

active reconstruction) solves this problem by inserting 2D US images into the output

volume(s) as they are acquired, thus providing the dual advantages of (1) being able

to visualize the reconstructed volume(s) during data collection and hence provide

the clinician with valuable feedback to prevent or correct acquisition errors, and (2)

eliminating the post-acquisition reconstruction time altogether.

Past development of real-time ultrasound reconstruction systems has focused on

3D imaging of stationary organs. This includes the Stradx system described above.

In 1992, Ohbuchi et al. presented one of the first incremental 3D ultrasound recon-

struction systems, displaying results using an asymmetric 3D Gaussian kernel and

volume rendering [204]. To simplify the real-time reconstruction task, Edwards et al.

used a simple pixel-replacement distribution scheme [205], while Welch et al. in-

serted the input images in blocks [206]. Finally, our group has presented a real-time

3D US reconstruction system for intraoperative brain shift compensation [207]. This

system implemented four kernel-based resampling schemes within a multithreaded

software architecture, achieving interactive reconstruction rates while displaying the

output on three adjustable orthogonal slice planes (“orthoplanes”).

2.1.3 Motivation

Although image acquisition is more technically challenging for 4D ultrasound re-

construction than for 3D reconstruction, potentially making real-time feedback even

more valuable, work on real-time 4D US reconstruction is practically non-existent. Al-

though Stradx can perform image-based gating [99], their method is a post-acquisition

technique. Developing a real-time freehand 4D ultrasound reconstruction system

should optimize image acquisition and therefore improve the quality of the recon-

structed volumes. I propose that such improvements would facilitate subsequent

image visualization and registration to preoperative images, further increasing the

approach’s applicability for intraoperative imaging of the beating heart during image-

guided therapy.

This chapter presents a real-time 4D ultrasound reconstruction system for intra-



52

operative imaging of the beating heart during minimally-invasive intracardiac inter-

ventions. This system is a hybrid freehand-mechanical system that uses the patient’s

ECG signal for gating. The reconstruction software provides real-time visualization

using standard computer hardware and is integrated within an augmented reality envi-

ronment designed for intracardiac therapy delivery [84]. Clinicians using the real-time

visualization provided by the incremental 4D ultrasound reconstruction system should

be able to effectively prevent and correct acquisition errors, and hence reconstruct

improved 4D image datasets.

Compared to RT3D ultrasound, reconstructed 4D ultrasound has a wider field of

view and higher spatial resolution. This is especially true considering that the in-

traoperative setting considered here prohibits the use of transthoracic echocardiogra-

phy and requires transesophageal echocardiography instead. In addition, ultrasound

reconstruction uses standard 2D ultrasound probes that are more widespread clini-

cally at this point in time. Finally, it is often difficult, if not impossible, to extract

streaming RT3D images due to manufacturer restrictions, while the 2D ultrasound

images input into ultrasound reconstruction algorithms can be easily accessed with

frame grabbing. Compared to untracked mechanical reconstruction systems using

motorized probes, freehand ultrasound reconstruction offers enhanced flexibility with

respect the ability to optimize each of the 2D ultrasound views making up the output

volumes. Also, freehand ultrasound reconstruction can generate output data with

irregular shapes that is customized to the individual patient, in order to ensure that

all structures of interest are imaged.

The reconstructed 4D ultrasound datasets generated in this thesis are intended for

both image-to patient registration and intraoperative visualization within our group’s

augmented reality environment for minimally-invasive interventions performed on the

beating heart. Reconstructed 4D ultrasound data offers a global 3D view of the in-

traoperative heart while existing natively within the AR environment’s coordinate

system. Therefore, it forms an intermediate of sorts between registered preopera-

tive image data (which provides 3D context but may suffer from residual registration

errors) and real-time 2D or RT3D echocardiography (which does not require regis-

tration into the augmented reality environment but provides only a small amount of
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intraoperative image data at any point in time). The large field of view and high

spatial resolution is an especially useful combination for image-to-patient registration

that is not provided by other ultrasound image approaches. However, feature-based

or intensity-based image-to-patient registration may instead be based on a sparse

dataset of tracked 2D ultrasound images. Although a direct comparison between this

approach and to registration based on reconstructed ultrasound has not yet been

performed for cardiac applications, the denser image information provided by ultra-

sound reconstruction may improve registration accuracy, especially if non-rigid reg-

istration is attempted. When applied to intraoperative visualization, 4D ultrasound

reconstruction gives a gross 3D view of the heart in its intraoperative state. As with

registered preoperative images, this can be used to provide a 3D context to the virtual

scene, but has the additional advantage of capturing the heart in its intraoperative

state. RT3D TEE remains useful for visualization during final detailed manipulation

of surgical targets, although RT3D TEE has a tendency to overheat and therefore

cannot be used for extended imaging to maintain patient safety.

The remainder of this chapter focuses on the real-time implementation of the 4D

ultrasound reconstruction algorithm, while Chapter 3 discusses its clinical integration

and validation.

2.2 Real-time 4D Ultrasound Reconstruction Sys-

tem

2.2.1 System overview

The core of the real-time 4D ultrasound reconstruction algorithm is implemented

in C++ using the Visualization Toolkit (VTK) [208], while the user interface and

interactive visualization tasks are performed by the python-based AtamaiViewer soft-

ware package (www.atamai.com). The AtamaiViewer supports common IGT tasks

including tool tracking, registration and visualization of both images and models, and

is the platform with which our group’s augmented reality intracardiac IGT system [84]
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was developed. I have also provided the source code to the research community for a

command-line implementation [209] that can communicate with any application sup-

porting the OpenIGTLink network transfer protocol [210]. This includes 3D Slicer, a

widely-used open-source application for medical image processing and image-guided

therapy (www.slicer.org). Please see Appendix A for more details.

The reconstruction algorithm described below supports tracked multiplanar ul-

trasound probes, which contain a small motor that rotates the imaging plane from

0-180◦around the central axis parallel to the imaging plane. This conveys a signifi-

cant advantage to the system: unlike the majority of mechanical US reconstruction

systems, which use an untracked transducer, the system can provide the reliability

and precision of motorized manipulation in combination with the flexibility of the

freehand approach. With the system, clinicians can manipulate the probe manually

using a translational or fan-like motion, mechanically with the rotational approach,

or using any combination of the above. Even when performing a strictly rotational

acquisition, tracking the US transducer allows the system to accommodate for slight

probe movements.

The system employs a pixel-based (“forward”) reconstruction algorithm, iterating

through the pixels of each input 2D US image and transforming them into output voxel

coordinates before blending their intensities into the output volume. The 3D output

volumes are axis-aligned with the AR environment’s world coordinate system (which

is that of the tracking system or of the tracked reference sensor if one is used), and so

the transformation from discrete 2D input pixel coordinates pin =
[
xin yin 0 1

]T
to discrete 3D output voxel coordinates vout =

[
xout yout zout 1

]T
is given by:

vout = SoutTUSCUSRθSinpin (2.1)

Here, Sin converts from input pixel coordinates to input image coordinates. In the

implementation used here, the 2D US images lie on the xy-plane, centred around the

y-axis and with the bottom edge lying on the x-axis. If using a multiplanar probe, Rθ

applies the rotation for the current image plane rotation θ (Rθ = I otherwise). CUS

denotes the spatial calibration matrix that gives the constant transformation from

input image coordinates to the tracking sensor affixed to the US transducer. Tracking
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the ultrasound probe gives the rigid transformation TUS into world coordinates, and

finally Sout converts from world coordinates into output voxel coordinates.

In particular, if the spacings of the input image and output volumes are given by

sin and sout, respectively, and their origins are oin and oout, respectively, then Rθ, Sin

and Sout are defined as followed:

Rθ =



cos(θ) 0 sin(θ) 0

0 1 0 0

− sin(θ) 0 cos(θ) 0

0 0 0 1

 (2.2)

Sin =



sinx 0 0 oinx

0 siny 0 oiny

0 0 sinz oinz

0 0 0 1

 (2.3)

Sout =



1/soutx 0 0 (−1× ooutx)/soutx

0 1/souty 0 (−1× oouty)/souty

0 0 1/soutz (−1× ooutz)/soutz

0 0 0 1

 (2.4)

This real-time 4D ultrasound reconstruction system extends the 3D system of

Gobbi et al. [207,211] and performs the following tasks to reconstruct a time series of

3D ultrasound volumes while simultaneously visualizing the results (see Figure 2.2):

• Data Acquisition: 2D images from the ultrasound scanner, transform ma-

trices from the tracking system, and ECG information are streamed into the

system.

• Slice Selection: Not all of the 2D US images will correspond to a timepoint

in the cardiac cycle that is represented by an output volume. Retrospective

or prospective ECG-gating is used to pick a 2D US image that does, and then

determine its associated transform matrix.
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Fig. 2.2: System overview for the real-time 4D ultrasound reconstruction system. The
system streams 2D ultrasound images, transform matrices and ECG data, selects 2D
US images corresponding to an output volume and inserts them into the output
volumes, all while providing real-time visualization of the results for a representative
output volume.
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• Slice Insertion: The 2D input pixels are transformed into output voxel co-

ordinates, and are injected into the appropriate 3D output volume using a

three-dimensional splatting kernel.

• Real-time Visualization: A representative 3D output volume is visualized on

three interactively-controlled orthoplanes, which are updated many times per

second.

Since a pixel-based approach is used, upon the completion of the reconstruction a

hole filling step is performed to interpolate small gaps in the output volumes. The

remainder of this section further details the steps listed above. Because a multi-

threaded software architecture is employed to perform these tasks concurrently, the

related temporal synchronization and shared data protection considerations are also

discussed. Finally, I describe the cardiac imaging equipment and the spatial and tem-

poral calibration procedures, and discuss the performance considerations for real-time

4D ultrasound reconstruction.

2.2.2 Data acquisition and synchronization

Three separate threads handle streaming 2D US images, transform matrices from

the tracking system and ECG information. All three forms of input data are asso-

ciated with timestamps to synchronize the three threads. First, a frame grabber is

used to capture 640×480 2D US images at 30 frames per second (fps). Each frame

is associated with a timestamp from the system clock, and both are stored within

memory in a circular buffer holding 1000 frames. Both intensity and colour frames

can be acquired, enabling reconstruction of both B-mode and colour Doppler ultra-

sound, although B-mode ultrasound is used exclusively here. To produce high-quality

reconstructions, it is important for the clinician to perfect the ultrasound gain, con-

trast, depth and focus settings to optimize the individual 2D US images. Second,

both transform matrices and their timestamps are received from the tracking system

over a serial connection. The tracking rate of our group’s magnetic tracking system

depends on the number of tracked tools and is either 45 Hz (five or fewer tracked
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Fig. 2.3: Prospective and retrospective gating. (a) At any point in time, prospective
gating predicts the current cardiac cycle phase (boxed integers), which will usually
differ from the true cardiac cycle phase (dashed lines); (b) Retrospective gating can
accurately determine the correct timepoints at which phases began in the previous
cardiac cycle.

coils) or 20 Hz (greater than five tracked coils). Since the tracking timestamps are

not generated using hardware interrupts, a software implementation of a phase-locked

loop (PLL) circuit is used to reduce their temporal jitter [211]. The transform ma-

trices and their timestamps are stored within a second circular buffer that typically

holds 1000 elements, but may hold 54000 (approximately 20 minutes of tracking data

at 45 Hz) when post-acquisition analysis of tracking data is required. For each trans-

form matrix, the tracking system also provides a flag if a tracked tool is outside of

the system’s field of view or cannot be localized correctly. Finally, every 5 ms the

patient’s ECG signal is sampled and saved in memory along with its corresponding

system timestamp.

The R-waves of the ECG signal are automatically detected based on a user-defined

threshold and are used to delineate each cardiac cycle. Each cardiac cycle can be

evenly split into N phases, of which a subset P ⊆ {0, 1, ..., N − 1} are designated as

being of interest. The reconstructed 4D ultrasound dataset will contain NP = |P |
output volumes, each corresponding to the beginning of one of these phases.

To aid in slice selection, the ECG thread maintains estimates of the current heart

rate and cardiac phase. If an R-wave is detected at time tRi
(in seconds), the heart

rate estimate (in beats per minute) can be updated using the timestamp tRi−1
of the
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previously-detected R-wave:

HR = 60/
(
tRi
− tRi−1

)
(2.5)

During the subsequent cardiac cycle, for each iteration of the ECG thread’s main

loop occurring at system time tC , prospective gating can estimate the current cardiac

phase as follows:

p =

⌊(
tC − tRi

tRi
− tRi−1

×N
)

mod N

⌋
(2.6)

However, any changes in the patient’s heart rate will render estimates based on the

previous cardiac cycle inaccurate (Figure 2.3). Since the exact duration of the current

cardiac cycle is unknown, an alternative is to use retrospective gating. For any phase

p (0 ≤ p < N), the timestamp tr (tRi−1
≤ tr < tRi

) at which it began in the previous

cardiac cycle can be calculated exactly:

tr = tRi−1
+
(
tRi
− tRi−1

N
× p

)
(2.7)

Although the three data acquisition threads run at different rates and may be

temporally offset with respect to each other, in the slice selection step each 2D US

image must be grouped with its corresponding transform matrix and cardiac phase

information. Temporal synchronization is accomplished using the timestamps asso-

ciated with each piece of data. It is assumed that the lag in receiving the 2D US

images with respect to the ECG signal is negligible, and since both of these streams

are timestamped using the same system clock, they are already synchronized. How-

ever, there is an approximately constant time delay tlag between the 2D US image

stream and the tracking stream, which is estimated using the temporal calibration

procedure described below. Since multiple threads access the same underlying data

structures, mutex locks are used whenever reading from or writing to the 2D US

image and tracking buffers and when updating the ECG data.

2.2.3 Slice selection

For each cardiac cycle, one 2D US image is inserted into each of the NP output

volumes. A fourth reconstruction thread monitors the current status of the ECG
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thread and uses retrospective or prospective gating to find the 2D US images whose

timestamps best correspond to the beginning of the phases designated in P . As

described above, retrospective gating is more accurate and so is generally preferred.

Changes in heart rate alter the relative durations of systole and diastole, so the

user can elect to reduce motion artifacts by enforcing a limited range of acceptable

heart rates. Any 2D US images acquired when the heart rate differs too much from

an expected value (HRexp) are rejected, as defined by %devHR, the maximum allowed

percentage deviation from the expected heart rate. To do this the actual cardiac cycle

duration for each 2D US image must be known, and so the selected images are inserted

into an output volume one cardiac cycle after they were acquired when this option is

turned on. Prior to the reconstruction, HRexp is measured by calculating the mean

heart rate over a 5 s interval while simultaneously ensuring that no measured heart

rate is beyond HRexp ±%devHR by repeating the measurement until the condition is

true.

To stagger the computationally demanding task of inserting NP 2D US images per

cardiac cycle, one image is inserted into its output volume whenever the ECG thread

predicts the beginning of a phase of interest using prospective gating (equation (2.6)).

If the known duration of the previous cardiac cycle is within range, then retrospective

gating can be used to find the 2D US image to be inserted and its corresponding

transform matrix:

1. Use equation (2.7) to calculate tr, the timestamp for the beginning of phase p

in the previous cardiac cycle.

2. Use a binary search to find the buffered 2D US image whose timestamp tUS is

closest to tr.

3. Calculate the tracking timestamp: tt = tUS − tlag.

4. Use a binary search to find the two buffered transform matrices whose times-

tamps straddle tt, and interpolate the transform matrix TUS using linear inter-

polation for the position and spherical linear interpolation (SLERP) [212] for

the orientation.
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If the user elects to use prospective, rather than retrospective, gating, the procedure

differs only when selecting the 2D US images. Instead of following steps 1) and 2)

above, whenever the ECG thread predicts the beginning of a phase of interest the

system selects the 2D US image whose timestamp is closest to that of the ECG

thread’s most recent measurement. This will be either the most recently acquired 2D

US image or the upcoming image. Even when using prospective gating, if the user

elects to check the heart rate against the expected value then each selected 2D US

image is saved in memory for insertion during the next cardiac cycle.

2.2.4 Slice insertion

Multiple threads (equal in number to the number of available processors) are

used to insert each selected 2D US image into its output volume. This is possible

because the slice insertion task operates on a pixel-by-pixel basis, and can therefore be

easily parallelized by assigning a horizontal block to each thread (i.e. if there are two

processors, one thread operates on the top half of the US image and the other operates

on the bottom half). Each thread transforms those input pixels falling within the US

fan into output voxel coordinates using equation (2.1). The extraction of the US fan

from each of the images is performed using the known fan origin position, the left

and right fan angles and the current fan depth. These values are determined by the

current depth setting (in cm) and whether the fan is flipped up or down, both of which

are automatically detected at the beginning of the reconstruction and are assumed

to remain constant throughout. If a multiplanar probe is used, Rθ is determined for

each 2D US image by interrogating the pixels in the image that display the current

image plane rotation. The 2D US image is rejected if the difference between its image

plane rotation and that identified for the previous image is greater than 20◦, as this

may indicate a problem with the rotation detection algorithm.

Each input pixel will very rarely map exactly onto an output voxel, and so a

mechanism is needed to spread the pixel’s intensity onto one or more neighboring

voxels. In addition, multiple input pixels from different 2D US images will sometimes

intersect with the same output voxel, in which case it is often desirable to average
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their intensities in some way. This is achieved using the method described by [207],

where each input pixel is splatted into the output volume using a discrete kernel.

This reconstruction method is similar to the kernel-based algorithms presented in

[200,202,204], but uses a small, non-configurable kernel and a simpler linear weighting

scheme to reduce the time required for real-time slice insertion.

Gobbi et al. [207] describe two interpolation techniques, pixel nearest neighbor

(PNN) and pixel trilinear (PTL) interpolation, and two blending techniques, alpha

blending and compounding. The software implementation proposed here implements

all four combinations, but since PTL interpolation with compounding was used exclu-

sively for all experiments this method is described in full below while [207] is referred

to for the others. When using PTL interpolation with compounding, at the end of the

reconstruction each output voxel will contain the weighted average of the intensities

from all the input pixels that intersected with it. Although it is the most compu-

tationally expensive method, PTL interpolation with compounding can still execute

sufficiently quickly for use in real-time reconstruction, and of the four alternatives

produces the most accurate and least noisy output volumes [211].

Adding each input pixel incrementally to an output volume involves an interpo-

lation step followed by a blending step. First, the interpolation step determines the

relative influence that the input pixel’s intensity Ipixel has on the eight “hit” output

voxels (vk) that surround the transformed input pixel coordinate vout. This is achieved

by applying a 2×2×2 kernel containing the trilinear interpolation coefficients bk that

relate the distance between vout and each vk (
∑
bk = 1).

In the compounding step, the eight output voxel intensities Ikvoxel are updated:

for each of the eight output voxels, the product bkIpixel is combined with the similarly-

weighted intensities of any input pixels that previously intersected with the output

voxel. For each output volume, an accumulation buffer with the same dimensions

is stored and holds the accumulated kernel weights ak. To blend a new input pixel

into the output volume, the eight output voxel intensities and the eight accumulated

kernel weights are updated as follows:

Ikvoxel :=
bkIpixel

bk + ak
+
akIkvoxel

bk + ak
(2.8)
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ak := ak + bk (2.9)

In (2.8), the left operand represents the contribution of the new input pixel, while

the right represents the combined contribution of all input pixels that previously

intersected with the output voxel. The first time an output voxel is hit, (2.8) reduces

to Ikvoxel := Ipixel because each ak is initialized to zero.

In addition to the intensity information stored at each output voxel, a second scalar

(which does not play a part in the reconstruction algorithm) representing whether

the output voxel has been intersected by a 2D US image is also stored. Since the

output voxel intensities are initialized to zero, after performing the reconstruction it

allows output voxels with zero intensity that were never hit by a 2D US image to be

distinguished from those that genuinely represent very hypoechoic ultrasound data.

In any subsequent image processing of the reconstructed 4D US data, care must be

taken not to process this additional scalar as if it represented actual ultrasound data.

To reconstruct a dense 4D US dataset, the clinician must move the ultrasound

transducer by a small increment approximately once per cardiac cycle. In this way,

a 2D US image is inserted for each phase of interest before the probe is moved to the

next location. Clearly, this is a more technically challenging acquisition compared to

that used for 3D US reconstruction, where the clinician can move the probe in one

smooth motion without introducing significant gaps into the reconstructed volume.

After the clinician has reconstructed a 4D dataset, a hole-filling step is required to

fill in any small holes in the output volumes. Since a 2×2×2 kernel is used, a gap will

occur whenever the distance between 2D US images is more than two output voxel

widths (approximately 1.3 mm). Small holes may occur whether using a freehand

or rotational acquisition. For example, if performing a rotational acquisition at 1◦

increments with a US depth setting of 12 cm, two voxel widths measures 1.39 mm

while the distance between the most lateral pixels of consecutive US fans is 1.48 mm.

The hole-filling procedure described in [211] is applied to each output volume using as

many threads as there are processors, which is very fast. This step is applied only to

those empty output voxels whose 3×3×3 or 5×5×5 neighborhoods are already more

than half-filled, preventing large gaps from being filled based on poorly-supporting
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Fig. 2.4: Real-time 4D ultrasound reconstruction in progress. A monitor positioned
close to the clinician visualizes the AtamaiViewer output, which shows the partially
reconstructed output volumes being filled in in as the clinician manipulates the ul-
trasound probe.

data so that they can be subsequently identified. The empty voxels are isolated

using the second scalar component described above. If an empty voxel’s 3 × 3 × 3

neighborhood is more than half-filled, then its intensity will be the average of those

filled neighbors. Otherwise, if an empty voxel’s 5× 5× 5 neighborhood is more than

half-filled, it is similarly filled in by averaging the intensities of its filled neighbors,

but those intensities coming from the voxel’s 3 × 3 × 3 neighborhood are weighted

four times more heavily.

2.2.5 Real-time visualization within an AR environment

Performing 4D ultrasound reconstruction in real-time allows an interactive visu-

alization of the incremental results to be displayed to the clinician during the acqui-

sition. Figure 2.4 shows an example real-time 4D US reconstruction in progress. The

AtamaiViewer application thread texture maps the current contents of a representa-

tive output volume onto three interactive orthoplanes. Note that the visualization will

show 2D US images being inserted one heart beat “late” whenever retrospective gat-
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ing is used or whenever prospective gating is used with an expected heart rate. Since

the goal is to enable the clinician to monitor the reconstruction’s progress and cor-

rect acquisition errors, displaying the results on orthoplanes allows for a more detailed

view of the individual output voxels than would be possible using other visualization

techniques, such as volume rendering. The operator of the reconstruction software

typically views the reconstruction results as well, and brings any potential problems

to the clinician’s attention. During the reconstruction, the operator can smoothly

slice through the visualized output volume, adjust the camera position (i.e. pan and

zoom), and toggle the display between the different 3D volumes in the 4D dataset.

Depending on the user’s mouse movement and the current state of the tracked tools,

the AtamaiViewer’s rendering mechanism renders the scene at a variable rate which

is generally greater than or equal to the 30 fps required for smooth motion. The

AtamaiViewer thread attempts to monitor the tracked tools every 20 ms and triggers

a render whenever a tool either moves compared to its previous measurement or is

added, goes out of bounds, or cannot be tracked. The AtamaiViewer also triggers a

render whenever the mouse is in motion.

Since a tracked, spatially-calibrated ultrasound transducer is used to perform the

4D US reconstruction, it is possible to reconstruct and display the 4D US dataset

within an augmented reality environment (Figure 2.5). The ultrasound volumes are

automatically in the same coordinate system as the 2D ultrasound probe and any

other tracked tools, while preoperative images and/or derived surface models can

be integrated using a registration procedure (such as that described in [84]). After

reconstruction and hole-filling, the output volumes can be displayed on orthoplanes as

before, or alternatively the AtamaiViewer can perform volume rendering. The result

is somewhat similar to the AR systems developed for laparoscopic liver surgery [150]

and needle biopsy [149] described above. However, this cardiac-specific system offers

the advantages of 1) being able to perform the reconstruction in real-time; and 2)

reconstructing a 4D dataset rather than a single 3D volume.
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Fig. 2.5: Example visualization of a reconstructed 4D ultrasound dataset registered to
a dynamic cardiac surface model, using a beating heart phantom (The Chamberlain
Group, Great Barrington, MA, USA). Within the augmented reality environment,
the cardiac surface model beats in synchrony with the patient’s heart rate and the
user can toggle the output volume from within the 4D dataset that is visualized.
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2.2.6 System implementation

2.2.6.1 Hardware

I developed an ultrasound reconstruction module within the AtamaiViewer that

can perform both real-time 3D and 4D ultrasound reconstruction. The ultrasound

probe can be tracked using a variety of optical and magnetic tracking systems. Al-

ternatively, a tracking simulator can be used for testing. Prior to the reconstruction,

the user specifies the output volumes’ dimensions and spacing, while their origin is

dictated by a 2D US “key frame” that should be located approximately halfway

along the clinician’s planned trajectory. In the “centring” procedure that determines

the output volumes’ origin, the corners of a box with the specified output dimensions

is aligned with the key frame. The bounding box in the world coordinate system is

then used to initialize the output volumes, typically making the dimensions of the

output volumes larger than those specified by the user. During the reconstruction,

the user can stop and restart the acquisition multiple times. Additionally, the user

can choose to save the selected 2D US images and/or their timestamps to a file (this

is also performed in real-time, and so caution must be taken when saving the 2D

US images as the additional processing required can cause the software to drop 2D

US images during the reconstruction). Following the reconstruction, the software

saves the output volumes, the contents of the transform matrix buffers for all tracked

tools, a summary file of the reconstruction parameters, and a file keeping track of the

acquisition time.

For patient safety, the equipment used for laboratory and animal work was kept

separate from a second set used for humans. For phantom and porcine studies, a 32-

bit workstation equipped with two dual-core Xeon CPUs (3.2 GHz), 2 GB RAM and

a Matrox Meteor frame grabber (Montreal, QC, Canada) was used. Human recon-

structions were performed using a 32-bit workstation with two quad-core Xeon CPUs

(3.2 GHz), 4 GB RAM and a Matrox Morphis frame grabber. Ultrasound imaging

was provided by a Philips SONOS 7500 ultrasound machine (Andover, MA, USA)

and a 4-7 MHz adult multiplanar 2D TEE probe (M/N:T6210, Philips). The TEE

transducer’s imaging plane can be rotated at 1◦ increments using button controls



68

on the ultrasound machine. I also experimented with transthoracic imaging using a

Philips X4 2-4 MHz RT3D probe operating exclusively in 2D mode. Since magnetic

tracking systems must be used with transesophageal probes as there is no line of sight

to an optical camera, the Aurora R© magnetic tracking system (Northern Digital Inc.,

Waterloo, ON, Canada) was used in this work. For phantom and porcine work a 6-

degrees of freedom (DOF) sensor was fixed onto the TEE probe’s exterior (Northern

Digital Inc.), while for human imaging a second TEE transducer with the magnetic

tracking sensor integrated directly into the beryllium copper body of the probe was

employed [181]. The integrated sensor’s tracking accuracy is somewhat reduced com-

pared to an externally mounted sensor, but its use was deemed necessary for patient

safety. The TTE probe was also tracked using an externally mounted 6-DOF sensor

(Traxtal, Toronto, ON, Canada). All tracking was performed relative to a 6-DOF ref-

erence sensor (phantom/humans: Northern Digital Inc.; porcine: Traxtal). Standard

leads were used to acquire the ECG signal, which was imported into the workstation

over a parallel (phantom/porcine) or USB (humans) port. In the first configuration,

the ECG signal was sent to hardware that performed signal thresholding with an

adjustable threshold followed by analog-to-digital conversion, outputting a 5 V pulse

at the computer’s parallel port at each R-wave. These pulses were detected by the

ECG-gating software to delineate between subsequent cardiac cycles. For humans,

the ECG signal was passed through an analog-to-digital converter and sent directly

to the computer over USB, where the ECG thread itself performed thresholding using

a threshold specified interactively by the user.

2.2.6.2 Calibration

Spatial calibration for each ultrasound probe was performed using a Z-bar phan-

tom [213]. As previously described, the goal of spatial calibration is to determine the

transformation between points in 2D US image coordinates and their correspondents

relative to the tracked sensor mounted on the ultrasound probe. In this procedure,

multiple 2D US images are acquired of the Z-bar phantom from a variety of view-

points. The centroid of each string cross-section is determined in each image and the
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ratio between the three centroids of each Z-triplet is used to determine where the

central points lie in the phantom’s coordinate system. These points are then trans-

formed into the ultrasound sensor’s coordinate system, first into the tracking system’s

coordinate system using divots on the phantom localized using a tracked pointer tool,

and second by applying the transform matrices from the tracked ultrasound probe.

The final result is a system of equations relating points in the ultrasound sensor’s

coordinate system to points in the 2D US images via the spatial calibration matrix

CUS , which can then be solved for using least-squares minimization. The accuracy of

this spatial calibration procedure has been assessed for tracked 2D US imaging in a

previous laboratory study, which found an RMS error for our group’s TEE probe of

2.4 mm [214].

Temporal calibration was achieved using a procedure based on imaging a string

in cross-section to determine the average lag between 2D US images and their cor-

responding transform matrices from the magnetic tracking system. The method de-

scribed in [211] was followed, where a series of 2D US images and 3D positional

measurements are acquired by slowly moving a tracked TEE probe from side-to-side

while keeping the imaging plane perpendicular to the string. Data are acquired over

approximately 5-10 seconds, being mindful to keep the string in the ultrasound focal

zone and using a plastic block to maintain the linearity of the probe’s motion. A

custom-developed Matlab script was used to perform the computations for temporal

calibration. The centroid of the string’s cross section is determined for the first image

and is then automatically tracked for the remainder of the image sequence by using

the coordinate from the previous image to seed a thresholded centroid calculation.

Applying a principal component analysis (PCA) both to the resulting series of 2D

image coordinates and to the 3D coordinates for the ultrasound sensor yields two one-

dimensional signals with similar profile. After normalizing the signals to zero mean

and unit variance, the tracking signal is shifted in 3 ms increments (minimum -130 ms,

maximum 130 ms) to find the lag that minimizes the least-squares difference between

the two waveforms. The temporal calibration procedure was repeated six times, each

time while tracking a total of three 6-DOF sensors. On average, the ultrasound image

data lagged behind the tracking data by approximately 32 ms (tlag = 0.032), although
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the results of these six trials showed a temporal lag ranging from approximately -20

ms to +90 ms.

We are constrained to magnetic tracking because of our intracardiac application,

but the majority of groups developing ultrasound reconstruction techniques use op-

tical tracking systems because of their greater accuracy. An additional advantage of

optical tracking is its speed in tool localization, as it is virtually guaranteed that the

transform matrices for each tracked object will be determined within the time period

associated with the tracking frequency. The resulting constant frame rate in opti-

cal tracking systems makes the traditional assumption of a constant lag between the

image and tracking data very reasonable. In comparison, magnetic tracking systems

have a more variable tracking rate that depends on the position and orientation of

each tracked tool, explaining the large range in the temporal calibration results. Al-

though the assumption of a constant lag is not ideal, for magnetic tracking systems,

developing a system that integrates a variable lag between the image and tracking

data is not trivial. Note that as probe movement must be very slow for 4D US recon-

struction, in particular compared to 3D US reconstruction, slight errors in temporal

calibration will not manifest as large errors in the reconstructed volumes. Therefore a

slightly inaccurate temporal calibration is likely not one of the more significant error

sources in the system.

2.2.7 Performance considerations

Practical constraints on available memory and processing speed will impose limi-

tations on any real-time 4D ultrasound reconstruction system, particularly concerning

the number of output volumes, their dimensions and those of the 2D US images, and

the time difference between reconstructed phases.

The amount of available memory limits the number of output volumes and their

size because the output volumes and the accumulation buffers (if compounding is

used as implemented here) must be allocated prior to the reconstruction. In the pre-

liminary experiments described in the next chapter, the area over which the clinician

would like to manipulate the probe was uncertain, and so large output volumes, often
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containing between 70 and 90 million elements each, were used. Therefore, only two

output volumes for each 4D dataset were normally reconstructed. In many cases,

smaller output volumes can be used to increase their number. Using our laboratory

workstation, the largest number of output volumes (up to a maximum of 20) that

could be allocated for different output volume dimensions without memory allocation

problems was determined using trial and error. The results were as summarized below

for varying output volume size:

• 320× 240× 320: maximum 5 (compounding) or 6 (alpha blending)

• 240× 180× 240: maximum 16 (compounding) or 20 (alpha blending)

• 160× 120× 160: maximum 20 (compounding) or 20 (alpha blending)

While the available workstation limited the possible number of output volumes, this

could easily be increased by using a machine with more random access memory (RAM)

and a 64-bit architecture.

The second potential limitation is processor speed. To prevent dropped frames,

the time difference between subsequent phases of interest must be large enough to per-

form a slice insertion. The speed with which 2D US images can be inserted depends

on the processor, the dimensions of the input images, and the type of interpolation

and blending functions used. When using our laboratory workstation for real-time 3D

US reconstruction, approximately twenty 640×480 2D US images can be inserted per

second when using pixel trilinear interpolation with compounding. The improvement

over the 12 fps reported for 320 × 240 images for the software on which the present

system is based [207] is caused by the more advanced processor employed here. For

real-time 4D ultrasound reconstruction, our group is typically interested in recon-

structing output volumes at evenly spaced intervals, and since memory restricts us to

reconstructing few output volumes the time between phases of interest is relatively

long and therefore the slice insertion rate is not a limiting factor.
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2.3 Discussion

2.3.1 Clinical potential

As of yet, no image-guided surgical system has overcome all of the challenges as-

sociated with minimally-invasive intracardiac therapy performed without cardiopul-

monary bypass. Further research and development in this area is encouraged by the

potential advantages of such a system, including reduced patient trauma, shorter

post-operative recovery times and a decreased incidence of side effects including in-

fection, negative cognitive effects and post-operative stroke. The real-time 4D ultra-

sound reconstruction system described here has the potential to provide effective yet

practical 4D intraoperative imaging as part of our group’s larger project of devel-

oping augmented reality-based surgical guidance technologies for minimally-invasive

interventions performed within the beating heart, including valve replacement, atrial

septal defect closure, and endocardial EP measurement and ablation for the treatment

of atrial fibrillation.

To the best of my knowledge, the work presented here represents both the first

real-time 4D ultrasound reconstruction system and the first integration of recon-

structed ultrasound volumes into an AR environment for use during image-guided

cardiac therapy. The system maintains freehand ultrasound reconstruction’s advan-

tages of flexibility and the ability to optimize 2D US views, but additionally should

reduce typical acquisition errors via real-time updates of the reconstruction results

displayed to the clinician. Compared to offline reconstruction systems, the predicted

improvement in the output volumes’ reconstruction quality represents a significant

advantage for their subsequent use within a surgical guidance system. Performing

real-time reconstruction also presents the output volumes for use immediately fol-

lowing the acquisition process, which may increase clinical penetration of ultrasound

reconstruction by eliminating the wait times required by more common offline ap-

proaches.
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2.3.2 Integration into AR environment

A second major advantage of the present system is that a mechanism is provided

to display reconstructed 4D ultrasound datasets within our group’s augmented reality

environment for intracardic therapy [84] alongside tracked 2D TEE, virtual represen-

tations of tracked surgical tools and a patient-specific beating-heart surface model

derived from preoperative 4D MR or CT imaging. In the original AR environment,

the dynamic cardiac model and tracked multiplanar 2D TEE probe serve complemen-

tary purposes: the cardiac model provides a global context but may be misregistered

to the surgical scene, while tracked 2D TEE provides the real-time imaging required

for final detailed navigation onto surgical targets and therefore comprises the “ground

truth” coordinate frame to which all virtual objects should ideally be registered, but

in turn provides only a thin 2D slice of image data. This AR environment has been

used to perform a preliminary mitral valve implantation and atrial septal defect clo-

sure in swine [127] and its users can successfully compensate for errors sustained in the

registration process transforming the cardiac model into the AR environment’s coor-

dinate system [158]. Previously reported accuracy assessments involved having users

target epicardial landmarks on a stationary heart phantom using a tracked pointer

tool [215] or employ a tracked catheter to target endocardial landmarks within a

beating heart phantom [216]. These studies yielded RMS errors of 2.83 mm and 1.10

mm, respectively.

However, the current workflow integrating the patient-specific cardiac model into

the AR environment (which is based on a rigid registration aligning outlines of the

aortic and mitral valves specified manually on the preoperative MR/CT and on intra-

operative tracked 2D TEE images) does not compensate for any non-rigid deformation

between the preoperative images and the intraoperative heart. Such deformations are

expected and may be caused by varying patient positioning, intracardiac tool manip-

ulation during therapy delivery or, in the case of our group’s direct surgical access

procedure, by the minithoracotomy or the attachment of the Universal Cardiac In-

troducer [217]. Additionally, clinicians have reported difficulty in using 2D TEE

for surgical guidance, specifically in continuously aligning the imaging plane with



74

Table 2.1: Tradeoffs in choosing an imaging modality for use in image-guided car-
diac therapy (++++: Excellent; +++: Good; ++: Somewhat good; +: Poor; (-):
Functionality not available)

Imaging Modality
Tracked Tracked Reconstructed Preoperative
2D TEE RT3D TEE 4D TEE (MR/CT)

Real-time frame rate ++++ +++ + (-)
Spatial resolution +++ ++ +++ ++++

Field of view ++ + +++ ++++
3D context + ++ +++ ++++

Insensitive to artifacts ++++ ++++ ++ ++++
Natively in AR coords. ++++ ++++ ++++ (-)

structures of interest and in maintaining their spatial orientation when non-standard

rotational increments of the multiplanar probe are presented to them.

Adding the ability to perform real-time 4D ultrasound reconstruction for intraop-

erative imaging within our group’s AR environment represents a significant advantage

over the previous reliance on tracked 2D ultrasound, as 4D ultrasound reconstruction

provides a significantly greater amount of image data for visualization and registra-

tion while maintaining ultrasound’s traditional advantages with respect to ease of OR

integration, portability and cost-effectiveness. A reconstructed 4D US dataset cannot

completely replace real-time methodologies such as 2D US, RT3D US or fluoroscopy

for visualization, but could instead provide a more global 3D context and wider field

of view without the potential registration inaccuracies inherent in integrating preoper-

ative images (see Table 2.1 for a visualization of the advantages and disadvantages of

the imaging modalities that are of interest here). For example, Knackstedt et al. [42]

have proposed using reconstructed 3D ICE volumes for surgical guidance during EP

catheter ablation procedures.

The time series of reconstructed ultrasound volumes could also serve as the basis

for algorithms registering the dynamic surface model derived from preoperative MR

or CT images to the intraoperative patient. As previously mentioned, the feature-

based registration algorithm currently employed by our group is partially based on

outlining the mitral and aortic valves under tracked 2D TEE. The task of manually
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delineating these landmarks may be made simpler and more robust by using a recon-

structed 4D ultrasound dataset instead. Alternatively, a reconstructed 4D US dataset

may be used for image-based rigid registration to the preoperative images, or may

even be input into a non-rigid registration algorithm elastically warping the preop-

erative surface model to match the patient’s intraoperative heart. The availability

of the latter algorithm would vastly improve the AR environment by increasing the

fidelity with which the dynamic cardiac model represents the patient’s intraopera-

tive heart, although its implementation would be difficult considering the real-time

requirements involved in surgical guidance and the vast difference between the two

imaging modalities involved. To the best of my knowledge, no algorithm registering

reconstructed cardiac ultrasound datasets to MR or CT currently exists, although

there are examples using RT3D US instead [60].

Tracked RT3D TEE could also be used to perform these visualization and regis-

tration tasks. Ultrasound reconstruction has the advantage of a wider field of view

and higher spatial resolution, albeit at the expense of stitch artifacts caused by the

extended acquisition time (Table 2.1). RT3D TEE’s smaller field of view, near real-

time frame rate and limited imaging time (for patient safety from overheating) make

it more suitable for use in final detailed navigation once the surgical target has been

approached, and could be integrated into the AR environment in future. RT3D im-

ages are routinely stitched together to extend their field of view by acquiring a few

RT3D images over several cardiac cycles [76]. This process generates volumes with

fewer artifacts than does reconstructed US, but still suffers from the relatively low

spatial resolution of each composite subvolume.

Since the presented real-time 4D ultrasound reconstruction system is aimed for use

in image-guided therapy rather than for diagnosis alone, it is particularly important

to thoroughly evaluate its accuracy. For surgical guidance, intraoperative image data

must strictly represent the patient’s anatomy because direct vision of the surgical

targets is removed during minimally-invasive interventions. For successful therapy

delivery, it is therefore essential that the relationships between entities in the “visible”

augmented reality environment that the surgeon relies on closely match those between

the “invisible” structures within the patient that are actually being manipulated.



Chapter 3

Experimental Validation

This chapter describes the studies performed to evaluate the real-time 4D ul-

trasound reconstruction system described in Chapter 2, including a human factors

experiment that compares 3D and 4D ultrasound reconstructions acquired with and

without real-time visualization, experimental porcine imaging demonstrating clinical

feasibility of the approach, two accuracy assessment studies performed both within

the laboratory and within the operating room and our initial experience with human

subjects.

3.1 Human Factors

The first goal was to confirm that real-time visualization truly confers an advan-

tage during 4D ultrasound reconstruction. For this study the beating heart phantom

shown in Figure 3.1 was used, which consists of a two-chambered heart that is made of

a hydrogel material which mimics soft tissue under ultrasound imaging suspended in

a distilled water bath (Shelley Medical Imaging Technologies, London, ON, Canada).

The phantom is controlled by a servomotor-driven actuator and beats at 17 beats

per minute (bpm) while outputting a simulated ECG voltage waveform. A skilled

echocardiographer performed several freehand reconstructions by translating a mag-

netically tracked TTE probe linearly from above the phantom. In some ways, this

acquisition task is more difficult than imaging in human subjects because of the com-

76
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Fig. 3.1: The beating heart phantom used in the human factors experiment (courtesy
www.simutec.com).

paratively slower heart rate and because the probe must be steadily manipulated

without having a surface to rest it on.

3D and 4D reconstructions of the stationary and beating phantom, respectively,

were performed under each of two conditions: 1) with real-time visualization, where

the clinician could view both the ultrasound monitor and the incremental reconstruc-

tion visualization provided by the real-time reconstruction system; and 2) without

real-time visualization, where the clinician had access to the ultrasound monitor

alone and viewed the output volume(s) only after the reconstruction’s completion.

To reduce training effects, these two visualization conditions were alternated for both

the 3D and 4D acquisition segments of the experimental protocol. Because of its con-

figuration, no attempt was made to shield the beating heart phantom itself from the

clinician’s view, as this would obstruct the clinician from freely scanning the phan-

tom. Acquisition time increased when real-time visualization was provided compared

to when it was not, on average by a factor of 2.4 for 3D US reconstruction and 1.8

for 4D US reconstruction. This is a result of the extra time required to review the

reconstruction results and to re-acquire any gapped areas.

Figure 3.2 shows the beneficial effect of real-time visualization on 3D and 4D ultra-

sound reconstruction, particularly with respect to the number of gaps in the output

volume(s). The output volumes are shown after hole filling, meaning that any remain-

ing gaps represent significant acquisition errors. For 3D ultrasound reconstruction,
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Fig. 3.2: Example output volumes acquired with and without real-time visualization
during the human factors experiment, for both 3D and 4D ultrasound reconstruction.
The output volumes are displayed after hole-filling in the equivalent of a four-chamber
view. All images represent the clinician’s second trial under each imaging paradigm
with the exception of the 4D ultrasound reconstruction with real-time visualization,
which shows the first attempt. (US depth setting = 14 cm, sin = 0.40 mm, sout = 0.81
mm; for 4D US reconstruction HRexp = 17 bpm, %devHR = 1.5%, N = 2, P = {0, 1},
images shown represent the 50% R-R interval).
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a few gaps resulted when the ultrasound monitor alone was shown to the clinician,

while none were present in the output volumes reconstructed using the visualization

from the real-time reconstruction system. However, the relative simplicity of the 3D

acquisition task makes the difference slight. In contrast, there was a considerable

difference between the two visualization conditions for 4D ultrasound reconstruction.

Even after training, 4D ultrasound datasets reconstructed when the clinician did not

view the incremental reconstruction results showed a large number of gaps, which are

dramatically reduced even in the first dataset reconstructed using the real-time recon-

struction visualization. This study reveals the significant advantages of the real-time

4D US reconstruction system, as extremely controlled probe manipulation is required

to reconstruct usable 4D ultrasound datasets but is difficult to execute without visual

guidance.

3.2 Porcine Imaging

Two swine were imaged to qualitatively evaluate the real-time 4D ultrasound

reconstruction system in a more clinically-relevant setting. Here, the goals were to

determine intraoperative feasibility and to evaluate the quality of the output volumes

under different acquisition techniques and as a function of respiratory motion.

All animals were treated according to the policies of the Animal Use Subcommittee

of The University of Western Ontario Council on Animal Care. Respiration was

controlled by a mechanical ventilator, which for these acute studies could be safely

suspended for up to 6-8 minutes. To mimic more closely the allowable ventilation in

human subjects, 4D ultrasound reconstruction was also performed by suspending and

resuming respiration in alternating 30 s “imaging” and 30 s “rest” blocks (“alternating

respiration”). The field generator associated with the magnetic tracking system used

to track the TEE probe, reference sensor and other tools was placed within the OR

mattress directly below the pig’s heart to maintain a suitable tracking volume while

minimizing distortions in the magnetic tracking system’s field caused by ferromagnetic

OR equipment. In both studies, a 6-DOF sensor (Traxtal, Toronto, ON, Canada) was

sutured to the pig’s back to act as the reference sensor, and in the first porcine study
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an additional 6-DOF sensor (Traxtal) was sutured onto the pig’s chest as part of a

parallel study. In the first porcine experiment, the reference sensor and the chest

sensor were tracked continuously while only one of the sensors attached to the TEE

and TTE probes was plugged into the tracking system at any point in time. There was

no chest sensor in the second experiment and the reference, TEE and TTE sensors

were tracked throughout.

The multiplanar TEE probe was used to acquire images used to reconstruct the

majority of the 4D US datasets, each of which was generated using retrospective gat-

ing and comprised two output volumes. In the first porcine study the output volumes

corresponded to the 0% and 50% R-R intervals, while in the second study the mitral

valve was imaged under M-mode echocardiography to determine that the 25% and

80% R-R intervals corresponded approximately to mid-systole and mid-diastole, re-

spectively. To do this, the ECG signal was acquired while simultaneously performing

M-mode echocardiography through the mitral valve, which can identify both mid-

systole and end-systole. This allows one to measure the duration of the cardiac cycle

(tcycle), the approximate time difference between each R-wave and mid-systole (tmid)

and the approximate time difference between each R-wave and end-systole (tend). The

% R-R interval corresponding to mid-systole is (tmid/tcycle × 100%) and the % R-R in-

terval corresponding to mid-diasole is
((

tcycle

2
− tend

2
+ tend

)
/tcycle × 100%

)
. Real-time

visualization of the reconstruction results was provided to the echocardiographer via

a screen mounted above the ultrasound machine’s monitor, allowing the clinician to

view both simultaneously.

To maximize the quality of the reconstructed 4D ultrasound dataset, an acquisition

trajectory must provide a series of good 2D US views while allowing the clinician to

manipulate the US imaging plane slowly and with a high degree of control. When

imaging swine, keeping the transducer relatively stationary and rotating the imaging

plane at 1◦ increments provided the best delineation of cardiac structures, including

all four cardiac chambers, the left atrial appendage and the mitral and aortic valves

(Figure 3.3). As is typical for such gated systems, the 4D ultrasound reconstructions

suffer from motion artifacts that follow the acquisition trajectory (in this example,

artifacts radiate from the rotational axis). Comparing the stitch artifacts in these
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Fig. 3.3: Example 4D ultrasound reconstruction of a beating porcine heart acquired
using the TEE probe with a rotational acquisition under alternating respiration. The
two output volumes represent the (a) 0% R-R interval and (b) 50% R-R interval. (Pig
1: US depth setting = 11 cm, sin = 0.32 mm, sout = 0.64 mm, output dimensions =
472× 502× 370, HRexp = 107 bpm, %devHR = 10%, N = 2, P = {0, 1}).
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Fig. 3.4: Example 3D ultrasound reconstruction of an excised porcine heart in a water
bath, acquired using the TEE probe with a rotational acquisition. (US depth setting
= 11cm, sin = 0.32 mm, sout = 0.64 mm, output dimensions = 320× 240× 320).

output volumes to those in a similarly acquired 3D US reconstruction of an excised

porcine heart (Figure 3.4) emphasizes the degree to which artifacts are caused by the

additional error sources associated with imaging a moving organ.

Compared to the rotational technique where the transducer is relatively stationary,

the increased tracking error sustained when performing ultrasound reconstruction by

moving the 2D US probe generally introduces more artifacts in the output volumes.

Nevertheless, a manual fan acquisition can successfully visualize the left atrium, left

ventricle and mitral valve in pigs (Figure 3.5). Linearly translating the probe (“pull-

back” acquisition) was not as successful in pigs as can be expected in humans because

the air-filled right bronchus extends between the esophagus and the heart, impeding

ultrasound imaging. Finally, freehand epicardial imaging using the TTE probe was

attempted. In this technique, the clinician translated the probe directly over the

beating heart with access provided by a left minithoracotomy. However, this method

produced inferior output volumes, primarily because of difficulties in controlling the

probe’s movement while maintaining contact with the rapidly beating heart. In ad-

dition, this form of imaging places the sensor attached to the TTE probe at the edge

of the field generator’s tracking volume, leading to increased tracking error.
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Fig. 3.5: Example 4D ultrasound reconstruction of a beating porcine heart, acquired
using the TEE probe with a fan acquisition under suspended respiration. The two
output volumes represent the (a) 25% R-R interval (approximately mid-systole) and
(b) 80% R-R interval (approximately mid-diastole). (Pig 2: US depth setting = 12
cm, sin = 0.35 mm, sout = 0.69 mm, output dimensions = 411× 464× 351, HRexp =
96 bpm, %devHR = 10%, N = 20, P = {5, 16}).

I examined the effect of respiratory motion on reconstruction quality by per-

forming reconstructions under free breathing, suspended respiration and alternating

respiration (Figure 3.6). Respiratory motion is indeed a significant error source, as

reconstructions acquired while the pig was breathing freely show more visible stitch

artifact compared to those acquired under suspended or alternating respiration. Sus-

pending respiration for an extended period of time is not possible in human subjects,

but the alternating respiration strategy produced qualitatively similar images and

can be safely performed in humans.

During the porcine studies, the clinician was observed to use the real-time 4D ul-

trasound reconstruction system to identify and successfully correct acquisition errors.

In addition, suboptimal acquisitions could quickly be recognized as such and aban-

doned, while with an offline reconstruction system one would need to complete the

entire acquisition and wait for the reconstruction results. For the TEE reconstruc-

tions, the minimum and maximum acquisition times were three and eight minutes,

respectively. However, for each type of acquisition there existed one or more tri-
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Fig. 3.6: Example output volumes representing a beating porcine heart at the 0%
R-R interval, acquired using the TEE probe with a rotational acquisition under (a)
free respiration, (b) suspended respiration. Figure 3.3a shows the equivalent for
alternating respiration. (Pig 1: US depth setting = 11 cm, sin = 0.32 mm, sout =
0.64 mm, output dimensions = 473× 492× 387 for (a) and 473× 502× 369 for (b),
HRexp = 107 bpm, %devHR = 2.5% for (a) and 10% for (b), N = 2, P = {0, 1}).
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als where the acquisition time was 3-4 minutes, the shortest time possible given the

constraints of the gating scheme used. Given enough experience with the system, it

should be possible to perform all types of acquisition in this time frame. Since 4D

ultrasound reconstruction is more difficult in swine than in humans due to a faster

heart rate and anatomical differences that degrade 2D US imaging, the successful

4D US reconstructions in pigs described here constitutes a strong validation of the

system.

3.3 Accuracy Assessment with Dynamic Phantom

While some quantitative validations of 4D ultrasound reconstruction systems

aimed for cardiac imaging compare measurements derived from beating heart re-

constructions to those based on 2D US [42] or MRI [81], many groups assess the

accuracy of their systems by imaging static objects [200–202], thus ignoring the many

error sources associated with imaging a beating organ. All imaging systems that

are intended for interventional guidance are subject to the constraints on procedu-

ral accuracy that must be satisfied for positive clinical outcomes, and hence their

performance must be fully studied before they are used therapeutically.

Here, a comprehensive accuracy assessment of the 4D ultrasound reconstruction

system using a dynamic phantom is presented, an approach also taken in [218]. This

study used a precursor of the final reconstruction system, which was implemented as

a standalone application, incorporated prospective gating only, and produced output

volumes that were in the same coordinate system as (and axis-aligned with) the ultra-

sound key frame rather than the reference sensor’s coordinate system. The dynamic

phantom was imaged while it was either stationary (3D US reconstruction) or moving

(4D US reconstruction), and accuracy metrics were calculated by comparing manual

segmentations of the resulting images to gold standards derived from micro-CT and

tracking information. This protocol is similar to that described by Wiles et al. [214],

incorporating measurements of both trueness and precision, and is extended here to

determine the system’s ability to localize and delineate moving objects. In particular,

the assessment characterizes the quality of the imaging parameters, magnetic track-
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Fig. 3.7: (a) The dynamic phantom, annotated to show the direction of phantom
movement; (b) The point-source, distance and spherical phantoms; (c) Example light
sensor signal, with automatically-detected ECG trigger signals that indicate the be-
ginning of a new cycle.

ing, spatial calibration, temporal calibration and gating in combination, and could be

used to evaluate any form of 4D ultrasound, such as RT3D US, when imaging moving

targets.

To assess the accuracy with which the system performs 3D and 4D ultrasound

reconstruction, I built a dynamic phantom (Figure 3.7a) comprising a simple robot

which moves a base to which one of the following three modular phantoms can be

attached (Figure 3.7b): 1) a point-source phantom, composed of a 2.45 mm diam-

eter hard plastic polycarbonate sphere mounted upon a stainless steel pin above a

small piece of sound absorbing material (Sorbothane Inc., Ohio, USA); 2) a distance

phantom, comprising of four similar polycarbonate spheres arranged in a ramp config-
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uration above two pieces of sound absorbing material (inspired by the wedge phantom

presented by Barratt et al. [219]); and 3) a spherical phantom, consisting of a 40.25

mm diameter hollow table tennis ball fixed upon a nylon screw. To emulate the

moving anatomy within the beating heart, the custom-built robot (LEGO R© Mind-

storms NXTTM, The LEGO Group, Billund, Denmark) was programmed to move

the phantom around a circular path of diameter 2.4 cm at a constant speed using an

open-source robot control library [220]. The dynamic phantom’s movement was not

perfectly smooth and the duration of each cycle varied slightly, thus mimicing “im-

perfections” in the beating heart. A 6-DOF sensor (Traxtal, Toronto, ON, Canada)

was connected to the phantom so that it could be localized by the magnetic tracking

system. To approximate the speed of sound in tissue, all experiments were performed

within a bath of 7% glycerol in water solution by mass at room temperature.

Within the operating room, the current phase of the patient’s heart within the

cardiac cycle is determined by analysis of the ECG signal. To mimic the ECG signal

in the dynamic phantom, the light sensor of the LEGO R© Mindstorms NXTTM kit was

positioned so that the emitted LED light reflected off of one of the moving white beams

on the phantom’s base. This results in a signal from the sensor’s phototransistor

that varied predictably as the phantom moved. The beginning of a new cycle was

automatically detected when the difference between the minimum and maximum light

signal within a predefined time interval exceeded an empirically-determined threshold

that depended on motor speed (Figure 3.7c).

The experimental setup is shown in Figure 3.8a. The TEE probe could be secured

at varying heights and orientations to promote imaging of the dynamic phantom from

below. Both the sensor attached to the ultrasound probe and to the phantom were

tracked relative to a 6-DOF reference sensor (Northern Digital Inc., Waterloo, ON,

Canada).

Because motors can influence the accuracy of magnetic tracking systems, primar-

ily causing jitter in the returned transformations, the robot’s motor was positioned

as far away from the experimental setup as possible. To examine any effect on the

tracking precision, the sensor attached to the stationary US transducer was tracked

over approximately four minutes while the motor was turned off, run without a phan-
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Fig. 3.8: (a) The experimental setup; (b) Schematic illustrating the transformations
used to calculate the expected position of the phantom within the ultrasound beam
coordinate system. In the diagram, the phantom intersects the 90◦ plane of the mul-
tiplanar transducer, which lies along the yz-plane of the ultrasound beam coordinate
system.

tom attached, and run with the spherical phantom attached. Trials were acquired at

20, 30, 40, 50 and 60 rpm, resulting in a point cloud for each trial representing the

measured 3D coordinates for the TEE sensor. Precision was quantified by calculating

the histogram over the Euclidean distances from each coordinate in the point cloud to

the point cloud’s centroid (Figure 3.9). The results show that the motor itself did not

have a noteworthy influence on the tracking precision, as the histograms generated

when the motor ran without a phantom attached followed those corresponding to

when the motor was turned off. However, there was a difference at low motor speeds

(20/30 rpm) when the spherical phantom was attached.

Multiple 3D and 4D acquisitions were performed for each phantom using the

calibration matrix resulting from a single spatial calibration. Twenty-five static 3D

ultrasound volumes were reconstructed using the rotational acquisition approach at

1◦ increments for each phantom at varying depths (i.e. distance from the transducer)

and probe orientations. For each phantom, two dynamic 4D US datasets comprising

five 3D volumes were reconstructed for two transducer positions and at five different

speeds (20, 30, 40, 50 and 60 rpm, corresponding to 2.5, 3.8, 5.0, 6.3 and 7.5 cm/s,

respectively). Once again, the rotational acquisition approach was used, with the
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Fig. 3.9: Assessment of the influence of the dynamic phantom’s motor on the magnetic
tracking system. Histograms were calculated over the Euclidean distances between
each coordinate measured for the sensor attached to the stationary TEE probe and
the point cloud’s centroid. Trials were acquired while the motor was turned off (“Mo-
tor Off”), turned on with no phantom attached (“Motor On”) and turned on with
the spherical phantom attached (“Motor On + Phantom”). (a) shows a representa-
tive histogram for slow motor speed (20/30 rpm) while (b) shows a representative
histogram for fast motor speeds (40/50/60 rpm).

imaging plane rotated by 1◦ approximately once every two cycles (US depth setting

= 12 cm, sin = 0.35 mm; for 3D US reconstruction sout = 0.35 mm, output volumes

were resampled to sout = 0.69 mm before subsequent analysis to reduce file size; for

4D US reconstruction sout = 0.69 mm, HRexp = 20/30/40/50/60 bpm, %devHR =

1.5%, N = 5, P = {0, 1, 2, 3, 4}). The axes of the output volume coordinate system

were defined by the ultrasound beam at 0◦ rotation, such that the x-axis points in the

lateral direction, the y-axis points in the axial (depth) direction, and the z-axis points

in the elevation direction (see Figure 3.8b). During 4D ultrasound reconstruction,

the ultrasound transducer was positioned so that the plane of the phantom’s circular

movement lay approximately parallel to the yz plane. Following each reconstruction,

the transform matrices acquired for the tracked US probe, phantom and reference

sensors and their corresponding timestamps were saved for future use.

To determine the reconstruction accuracy, the expected phantom position for each

image was calculated based on the phantom’s structure and the position of the at-

tached sensor, and was then compared to an observed position derived from manual
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segmentation of the reconstructed output volumes. The process of deriving the ex-

pected phantom position within the output volume coordinate system proceeded as

follows and is depicted in Figure 3.8b.

• Micro-CT: A micro-CT image (eXplore Locus Ultra, GE Healthcare Bio-

sciences, London, ON, Canada) was acquired of each phantom and a set of 3D

coordinates outlining each phantom’s sphere(s) was manually generated. The

centre pmCT and radius rmCT of each sphere was then found using a least-squares

sphere-fit algorithm [221].

• Point-based registration: Each phantom was equipped with ten divots,

which were manually identified in the micro-CT image and localized relative to

the sensor mounted on the phantom using a tracked pointer tool. The transfor-

mation Tdiv between micro-CT coordinates and those relative to the phantom’s

attached sensor was then found using a point-based linear registration.

• Magnetic tracking: The transformations Tptm and TUS result from track-

ing the sensors mounted on the phantom and ultrasound probe, respectively,

relative to the reference sensor. For each of the two sensors, the series of trans-

formations acquired over the course of each reconstruction must be aggregated

to determine the Tptm and TUS used to calculate the expected phantom position.

When the transformations were approximately constant throughout the acqui-

sition (i.e. TUS during 3D and 4D US reconstructions and Tptm during 3D US

reconstructions) the transformation that gives rise to the median coordinate,

after removing outliers, was used. Outlier removal was achieved by removing

those points within the point cloud whose distance to the median coordinate was

outside an empirically-determined percentile. For 4D US reconstructions, it was

assumed that the motor operates at a constant speed and Tptm was calculated

for each phase by:

1. Finding the transformation that gave rise to the median coordinate, after

removing outliers, of all those transforms identified by the reconstruction

software as corresponding to phase 0
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Fig. 3.10: Predicting each phase’s transform matrix for the sensor attached to the
dynamic phantom’s platform. (a) Example tracked coordinates for the phantom sen-
sor, where red points correspond to the beginning of phase 0; (b) Results of applying
PCA to the points in (a); (c) and (d) The evenly-distributed coordinates for each
phase corresponding to the predicted TUS matrices, and the median coordinates for
the point clouds associated with each phase; (e) Each phase’s histogram over the
Euclidean distances between each associated point and the point cloud’s centroid.
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2. Projecting all coordinates onto the 3D space defined by the two principal

eigenvectors found by applying a principal component analysis (PCA) to

all of the tracking data (Figures 3.10a and 3.10b)

3. Subdividing the best-fit circle of the (x,y) coordinates into N evenly spaced

sections starting at the projection of the point for phase 0 found in step 1

(Figure 3.10c)

4. Projecting the coordinates associated with each phase back into the origi-

nal 3D space.

The coordinates acquired for the tracked phantom whose timestamps were asso-

ciated with the beginning of each phase (i.e. those corresponding to an inserted

2D US image) are shown in Figure 3.10d for an example 4D US reconstruction.

This figure also shows the median coordinate for each phase’s point cloud and

the coordinates predicted for each phase using the procedure described above.

In addition, Figure 3.10e shows the histograms for each phase’s point cloud

calculated over the Euclidean distances from each point to the point cloud’s

centroid. Although the accuracy with which Tptm can be predicted for 4D US

reconstruction decreases as the phantom’s cycle progresses, the median coordi-

nate for each phase’s point cloud cannot be used as it is derived from the very

gating mechanism being validated. The RMS Euclidean distance between the

predicted coordinates and the median coordinates for each phase was approx-

imately 0.75 mm for all three phantoms, with a maximum of 1.2 mm over all

trials.

• Calculating the expected position: Finally, the spatial calibration matrix

CUS gives the transformation from the 2D US images to the sensor mounted on

the ultrasound probe, so the expected position of the phantom pexp within the

output volume coordinate system is given by

pexp = (CUS)−1(TUS)−1TptmTdivpmCT (3.1)

The acquired output volumes were characterized by a single user, who marked the

centre of the bright spots representing the spheres on the point-source and distance
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phantoms and multiple points on the edges of the spherical phantom’s outline closest

to the transducer’s fan origin. The user dealt with the motion artifacts present in the

4D US reconstruction output volumes by attempting to choose the centre of the cloud

of bright pixels for the point-source and distance phantoms, and by defining a smooth

curve for the spherical phantom. The single coordinates representing each sphere for

the point-source and distance phantoms were taken directly as the observed phantom

coordinates pobs for comparison to the expected phantom positions, while the points

outlining the spherical phantom were input to an ellipsoid-fitting algorithm [222].

Note that this algorithm’s assumption that the length of the ellipsoid’s minor axis is

at least half that of its major axis will be true for all images of the spherical object.

Finally, the method described by Schneider and Eberly [223] was used to extract the

centre (pobs), the three radii lengths (rmax, rmed and rmin), and the three eigenvalues

(λ1, λ2 and λ3) corresponding to the equation of the best-fit ellipsoid defining the

image of the spherical phantom.

Example 3D and 4D US reconstructions of the three phantoms are shown in Figure

3.11. Qualitatively, the output volumes generated by the real-time reconstruction

system show good correspondence to the actual phantom structures. As expected, the

motion artifacts in the 4D ultrasound reconstructions become more prominent with

increasing phantom speed. Figure 3.12 depicts further examples of these artifacts.

To quantify the error sources present in 3D and 4D ultrasound reconstruction, the

expected and observed phantom characterizations were compared with respect to

localization, distance, volume and shape. Example comparisons are depicted in three

dimensions in Figure 3.13.

For each phantom, the localization accuracy of the real-time reconstruction system

was assessed by comparing the expected and observed phantom centres. Table 3.1 lists

summary statistics computed for the Euclidean centre reconstruction error CRE =

‖pobs − pexp‖ and for the errors along each of the three axes in the output volume

system. For the 3D US reconstructions, the RMS Euclidean centre reconstruction

error ranged between 1.2-1.7 mm, with the spherical phantom giving both the smallest

mean error and the least variability. The RMS Euclidean centre reconstruction error

for 4D US reconstruction was similar for all three phantoms and ranged between
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Fig. 3.11: Example reconstructions of the point-source (top), distance (middle) and
spherical (bottom) phantoms. Column 1 shows 3D reconstructions of a static phan-
tom, while columns 2-4 show the phase 0 volumes from ultrasound reconstructions of
a dynamic phantom moving at 20, 40 and 60 rpm, respectively.

Fig. 3.12: Example motion artifacts present during 4D ultrasound reconstruction
(spherical phantom at 50 rpm).
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Fig. 3.13: Sample ultrasound volumes overlaid with 3D representations of the ex-
pected (light blue) and observed (red) phantom positions for the (a) point-source, (b)
distance and (c) spherical phantoms.
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Table 3.1: Summary statistics for centre reconstruction error in the dynamic phantom
experiment over N trials. The X, Y and Z directions correspond to the lateral, axial
and elevation directions, respectively, of the key frame used to determine the output
volumes’ origin (which in this study corresponded almost exactly to the 2D US image
acquired at 0◦, as shown in Figure 3.8b.)

Centre Reconstruction Error (mm)
Static Phantom (3D US) Dynamic Phantom (4D US)

Direction RMS Mean Std Dev N RMS Mean Std. Dev. N
Point-Source Phantom

Euclidean 1.54 1.46 0.50 25 2.68 2.54 0.87 50
X 0.67 0.25 0.64 25 0.77 -0.33 0.70 50
Y 1.17 0.99 0.64 25 1.73 1.18 1.28 50
Z 0.74 0.02 0.75 25 1.90 -0.68 1.79 50

Distance Phantom
Euclidean 1.72 1.59 0.65 100 2.53 2.39 0.81 200

X 0.93 0.38 0.86 100 0.51 -0.10 0.50 200
Y 0.99 0.82 0.57 100 1.62 0.91 1.34 200
Z 1.04 0.61 0.85 100 1.87 0.07 1.88 200

Spherical Phantom
Euclidean 1.22 1.18 0.30 25 2.71 2.54 0.95 50

X 0.69 -0.37 0.59 25 1.24 -1.12 0.54 50
Y 0.71 0.64 0.30 25 1.62 1.23 1.07 50
Z 0.71 -0.36 0.63 25 1.78 -0.57 1.70 50

2.5-2.7 mm. Compared to the 3D US reconstructions, both the magnitude and the

variability of the error increased; for all three phantoms this was attributed first

to increases in the mean and variability of the error in the z-direction followed by

increases in the y-direction. For both 3D and 4D ultrasound imaging and for all three

phantoms, there was also a bias towards overestimating the distance in the depth (y-)

direction between the observed phantom centre and the ultrasound fan origin.

To evaluate the accuracy with which distances are preserved, the distance recon-

struction error DRE = ‖p1obs−p2obs‖−‖p1exp−p2exp‖ was calculated for the two pairs

of diagonally-opposite spheres on the distance phantom (Table 3.2). Although the

expected Euclidean distance between each pair of spheres is the same for all image

volumes, the expected distances in the x, y and z directions depend on the pose of

the ultrasound transducer relative to the phantom and changes as the ultrasound
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Table 3.2: Summary statistics for distance reconstruction error in the dynamic phan-
tom experiment over N trials (mean expected Euclidean distance = 21.0 mm). The
use of percentages and the reasons for varying N are explained in the main body of
text. The X, Y and Z directions are as explained in Table 3.1.

Distance Reconstruction Error (mm)
Static Phantom (3D US) Dynamic Phantom (4D US)

Direction RMS Mean Std Dev N RMS Mean Std. Dev. N
Euclidean 0.54 0.32 0.44 50 0.97 0.36 0.91 100
Euclidean 2.70% 1.62% 2.19% 50 4.83% 1.80% 4.50% 100

X (%) 5.84% 3.65% 4.67% 21 7.51% 5.28% 5.40% 50
Y (%) 4.49% 3.04% 3.35% 42 7.12% 2.54% 6.69% 100
Z (%) 4.42% -1.72% 4.17% 23 8.94% -0.39% 8.98% 100

transducer is repositioned on each trial. Since a single expected distance for each axis

does not exist, these distance reconstruction errors are reported as percent differences

%DRE = 100(‖p1obs − p2obs‖ − ‖p1exp − p2exp‖)/(‖p1exp − p2exp‖). Furthermore, %DRE

along a particular axis was calculated only when the expected distance along the

axis was ≥ 10 mm, since small variations in the manual point-identification process

manifest as substantial distance errors when the expected distance is very small. The

RMS Euclidean distance reconstruction error for 3D US reconstruction was 0.54 mm

and increased to 0.97 mm for 4D US reconstruction. This increase was attributed

mostly to an increase in variability, which was most prominent in the z-direction.

In both 3D and 4D US reconstruction, there was a bias towards overestimating the

Euclidean distance between objects, and there was no striking difference between the

RMS distance reconstruction errors in the x-, y- and z directions.

The spherical phantom was used to determine the volume reconstruction error

VRE = vobs−vexp and the major, medium and minor radii length errors (rmaj−rmCT ),

(rmed−rmCT ) and (rmin−rmCT ), by comparing the known structure of the table tennis

ball to the parameters of the best-fit ellipsoids derived from the image data (Table

3.3). The volume was overestimated in every image volume analyzed, with RMS

volume reconstruction errors for 3D and 4D ultrasound reconstruction corresponding

to percent differences of 18.24% and 16.75%, respectively.

Finally, object shape was evaluated in the 3D and 4D ultrasound reconstructions



98

Table 3.3: Summary statistics for volume reconstruction error and eccentricity in
the dynamic phantom experiment over N trials (expected volume = 34167.95 mm3,
expected radius = 19.59 mm). The X, Y and Z directions are as explained in Table
3.1.

Volume Reconstruction Error (mm3) and Radii Length Error (mm)
Static Phantom (3D US) Dynamic Phantom (4D US)

Metric RMS Mean Std Dev N RMS Mean Std. Dev. N
Volume 5741 5675 881 25 5271 5146 1152 50
Volume 18.2% 18.0% 2.8% 25 16.8% 16.4% 3.7% 50
Major 1.47 1.46 0.20 25 1.57 1.54 0.28 50

Medium 1.11 1.10 0.21 25 1.06 1.02 0.27 50
Minor 0.80 0.79 0.16 25 0.60 0.49 0.35 50

Medium/Minor Axis Ratios (unitless), Fractional
Anisotropy (unitless) and Spherical Anisotropy (unitless)
Static Phantom (3D US) Dynamic Phantom (4D US)

Metric RMS Mean Std Dev N RMS Mean Std. Dev. N
Medium Axis 0.98 0.98 0.009 25 0.98 0.98 0.016 50
Minor Axis 0.97 0.97 0.007 25 0.95 0.95 0.018 50

FA 0.034 0.033 0.007 25 0.057 0.053 0.021 50
SA 0.064 0.063 0.014 25 0.102 0.096 0.035 50

by examining the eccentricity of the ellipsoids characterizing the images of the spher-

ical phantom. First, the medium axis ratio (rmed/rmaj) and the minor axis ratio

(rmin/rmaj) were computed: in the ideal case all three radii lengths are equal and

these ratios are equal to one. Two metrics were also borrowed from the evalua-

tion of diffusion anisotropy in diffusion tensor MRI imaging, specifically fractional

anisotropy (FA) [224] and a spherical anisotropy metric SA = 1− (λ3/λ1) [225]. Ide-

ally, anisotropy is low for a perfect sphere and these metrics are equal to zero. The

eccentricity results, listed in Table 3.3, showed a consistently excellent conservation

of shape, with RMS medium and minor axis ratios of 0.98 and 0.97, respectively, for

the images of the spherical phantom derived from 3D US reconstruction. The results

from 4D US reconstruction are also very good, although slightly worse than those

from 3D US reconstruction: the variability for both ratios increases compared to 3D

ultrasound imaging, and although the RMS medium axis ratio is unchanged, the RMS

minor axis ratio decreases to 0.95. The RMS fractional and spherical anisotropies were
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also small for both 3D and 4D ultrasound reconstruction, signifying a near-spherical

object, and once again do increase slightly when comparing 4D to 3D ultrasound

reconstruction.

Plots of the 3D ultrasound reconstruction errors versus depth are shown in Fig-

ure 3.14. The centre reconstruction errors for the point-source and distance phan-

toms showed a strong depth dependency, which is not as apparent for the spherical

phantom. For all three phantoms, plotting the centre reconstruction error in the

y-direction shows the most significant depth dependency of all three axes, and is

particularly clear for the point-source and distance phantoms (plot not shown). We

also found that volume reconstruction error had an inverse relationship with distance

from the transducer, and that neither distance reconstruction error nor eccentricity

were depth-dependent.

Strong conclusions regarding the dependence of 4D US reconstruction accuracy

on the speed of the moving object should not be drawn since there were only ten

trials for each phantom for each motor speed tested, but the distributions of the 4D

ultrasound reconstruction errors are nevertheless shown in Figure 3.15 as a function of

speed. In general, the magnitude of the centre reconstruction error had a tendency to

increase with speed. The RMS values for distance reconstruction error and fractional

anisotropy also increased with speed, although volume reconstruction error showed

no consistent relationship.

3.4 Intraoperative Accuracy Assessment

The results from the dynamic phantom experiment are promising, yet intraopera-

tive reconstruction errors may differ from what can be measured in the laboratory. In

particular, there may be differences related to ultrasound imaging properties within

the two environments, magnetic tracking accuracy, the quality of ECG gating, heart

rate variability and patient movement. I began to address these factors, examining

the first two in particular, by performing an intraoperative accuracy assessment. In

this study, I imaged a stationary pointer tool suspended within the beating heart of

the second pig and compared the tooltip location in the reconstructed volumes to
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Fig. 3.14: Centre reconstruction error, distance reconstruction error, volume recon-
struction error and fractional anisotropy for 3D ultrasound reconstruction versus dis-
tance from the ultrasound transducer.
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Fig. 3.15: Centre reconstruction error, distance reconstruction error, volume recon-
struction error and fractional anisotropy for 4D ultrasound reconstruction versus
phantom motor speed. Complete distributions for 3D ultrasound (“static”) and 4D
ultrasound (“dynamic”) reconstruction errors are shown for comparison.
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a gold standard derived from tracking information and the tool’s characterization.

The errors measured intraoperatively were subsequently compared to those from an

analogous laboratory study.

For this experiment, a magnetically-tracked painted aluminum pointer tool was fit-

ted with two rubber rings to aid identification of the tooltip under ultrasound (Figure

3.16a). After epicardial imaging of the second pig, a miniature Universal Cardiac In-

troducer [217] was sutured to the left atrial appendage via the left minithoracotomy,

providing direct access inside the beating heart. The pointer tool was suspended

inside the left atrium within view of 2D TEE imaging and clamped to prevent tool

movement (Figures 3.16b and 3.16c). Four 4D ultrasound datasets were reconstructed

using different tool placements within the left atrium, where the distance from the

tooltip to the US fan origin ranged between 4.1-5.7 cm. The stationary tool was im-

aged using a rotational ultrasound reconstruction while the animal’s respiration was

suspended (Figure 3.16d), using retrospective gating to image at mid-systole (25%

R-R) and mid-diastole (80% R-R) (US depth setting = 9 cm, sin = 0.30 mm, sout =

0.59 mm, HRexp = 80-85 bpm, %devHR = 15%, N = 20, P = {5, 16}). Four 6-DOF

sensors were magnetically tracked during each reconstruction: the reference sensor

and the sensors attached to the pointer tool and the TEE and TTE probes. As in

the dynamic phantom experiment, the contents of the tracker buffers for all tracked

objects were saved after each reconstruction, as were the timestamps for each inserted

2D US image.

Intraoperative accuracy was assessed by comparing the observed tooltip location

for each output volume to its expected position. The observed coordinate in each

output volume was identified semi-automatically by calculating the centroid of all

voxels belonging to the blob representing the tooltip. These voxels were defined as

those whose intensities were greater than a specified threshold and that were con-

nected to a seed point without exceeding a maximum distance from it. The seed

point, threshold and maximum distance were manually defined for each output vol-

ume; note that the centroid coordinate was not usually very sensitive to these values.

The identified tooltip coordinates pref are relative to the reference sensor, and were

subsequently transformed into the ultrasound beam coordinate system, as described
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Fig. 3.16: Components of the intraoperative accuracy assessment study. (a) The
pointer tool equipped with two rubber rings; (b) The OR scene showing the pointer
tool within the animal’s beating heart; (c) An image of the pointer tool under 2D
US; (d) The virtual view of an ultrasound reconstruction of the pointer tool within
the AR environment; (e) The setup for the laboratory experiment.
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for the dynamic phantom experiments:

pobs = (CUS )−1 (TUS )−1 pref (3.2)

As previously described, TUS represents the transforms returned from the tracking

system for the sensor attached to the ultrasound probe, and CUS is the spatial cali-

bration matrix. The gold standard tooltip coordinate was calculated by transforming

the tooltip ptip = [0, 0, 0]T in the pointer tool’s coordinate system, where the origin

represents the tooltip and the positive z-axis passes through the tool axis, into the

ultrasound beam coordinate system:

pexp = (CUS )−1 (TUS )−1 TtoolCtoolptip (3.3)

Here, Ctool is the transformation between the tooltip and the tool’s attached magnetic

tracking sensor as determined by a pivot calibration procedure, and Ttool represents

the transform matrices resulting from tracking the pointer tool relative to the refer-

ence sensor. Both pobs and pexp were calculated using every transform matrix acquired

for the relevant tracked objects throughout the reconstruction, and were then set to

the centroid of the resulting point cloud after removing outliers. Outlier removal was

performed by removing those points within the point cloud whose distance to the

median coordinate was outside the 90th percentile. Finally, the localization error was

calculated as the Euclidean distance between pobs and pexp, as were the errors along

each of the three axes relative to the ultrasound beam at 0◦ rotation.

An analogous experiment was performed within the laboratory for comparison to

the intraoperative case. This experiment also evaluated the accuracy of rotational

versus fan acquisitions for 3D US reconstruction and of tracked 2D ultrasound versus

3D US reconstruction. Unlike the intraoperative experiment, 3D US reconstruction

was used because the laboratory setup was entirely static, however the laboratory

results can be directly compared to the intraoperative results as the pointer tool was

stationary in both cases. To mimic the speed of sound in tissue, all imaging was per-

formed within a 10.6% glycerol solution by mass at room temperature (Figure 3.16e).

Note that in the interval between the dynamic phantom experiment and the intra-

operative accuracy experiment, an independent study within our laboratory showed
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Fig. 3.17: Laboratory experiment using the tracked pointer tool. (a) Using the AR
environment to position the 2D US probe to intersect with the tooltip; (b) Laboratory
setup for rotational TEE acquisition; (c) Laboratory setup for fan TEE acquisition
(2D US image plane is approximately perpendicular to probe motion).

that the speed of sound within a 10.6% glycerol solution is closer to 1540 m/s (the

average speed of sound in tissue) than that within a 7% glyercol solution. The same

four tools were magnetically tracked as in the intraoperative experiment: the refer-

ence sensor, the pointer tool, the TEE probe and the TTE probe. Although the TTE

probe was not used in the laboratory experiment, it was plugged into the magnetic

tracking system to maintain the same number of tracked tools as in the intraoperative

case. The pointer tool was supplemented with a piece of sound absorbing material

(Sorbothane Inc., Ohio, USA) to absorb any ultrasound waves reflecting off the tank

walls, and imaging was performed using the 2D TEE transducer with the same spatial

calibration matrix as in the intraoperative experiment. For each of twenty tool place-

ments, a 2D US image was captured after using the augmented reality environment

to position the probe and rotate the imaging plane so that it intersected with the

pointer tool’s tooltip (Figure 3.17a). Then, two 3D ultrasound reconstructions were

performed as shown in Figures 3.17b and 3.17c, first using a rotational acquisition

(at 1◦ increments) and second by manipulating the probe in a fan motion while the

imaging plane was set at 90◦ (distance from tooltip to US fan origin ranged between

2.9-8.9 cm, US depth setting = 12 cm, sin = 0.35 mm, sout = 0.69 mm). As in the

intraoperative study, the tooltip was semi-automatically identified in both the 2D US
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images and the reconstructed 3D volumes. The resulting observed coordinates and

the expected coordinates were then transformed into the ultrasound beam coordinate

system for comparison.

For both the intraoperative and laboratory experiments, it was important to val-

idate the assumption that the pointer tool remained stationary throughout the re-

constructions. For each intraoperative trial, the expected tooltip coordinate was

recalculated relative to the reference sensor (pexp = TtoolCtoolptip) twice, each time de-

termining Ttool using only those transform matrices for the pointer tool corresponding

to either the first or the second phase of interest. If the pointer tool moved rhythmi-

cally with the beating heart, then there would be a large distance between these two

points. In actuality, this distance was less than 0.06 mm for all trials, indicating that

the tool was not influenced by the cardiac cycle. In addition, for each intraoperative

and laboratory trial a point cloud was created for the expected tooltip coordinate

relative to the reference sensor by calculating it using every Ttool acquired from the

tracking system. On average, the distance from each coordinate to the point cloud

centroid was was 0.21 ± 0.14 mm for the intraoperative trials and 0.05 ± 0.02 mm

for the laboratory trials. The compactness of these point clouds demonstrates that

pointer tool movement did not significantly corrupt the accuracy assessment for both

the intraoperative and laboratory experiments.

Table 3.4 and Figure 3.18 show the results from the intraoperative and labora-

tory studies using the tracked pointer tool. The RMS error for the intraoperative

datasets was very low, measuring 0.82 mm, and arises primarily from errors in the

z-direction followed by errors along the x-axis. There was no meaningful differ-

ence in error between the output volumes reconstructed at mid-systole compared to

those reconstructed at mid-diastole, which can be expected since the pointer tool

was stationary. The error associated with performing 3D US reconstruction within

the laboratory using the same rotational acquisition had an RMS of 1.55 mm and

was significantly greater than the intraoperative error, as tested by two-sample, one-

tailed t-tests without assuming equal population variances: p = 0.0114 for rotational

laboratory vs. intraoperative mid-systole and p = 0.0038 for rotational laboratory

vs. intraoperative mid-diastole (ttest2, Matlab, The MathWorks Inc., Natick, MA,
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Table 3.4: Summary statistics for localization error in the intraoperative accuracy
assessment and analogous laboratory study over N trials. The X, Y and Z directions
correspond to the lateral, axial and elevation directions, respectively, of the 0◦ 2D US
image plane when the probe is at the mean position acquired over the reconstruction.

Setting Image Type Direction RMS Mean Std. Dev. N

Intraoperative Mid-Systole Euclidean 0.82 0.74 0.40 4

(Rotational) X 0.49 0.35 0.40 4

Y 0.27 0.07 0.30 4

Z 0.59 -0.53 0.31 4

Mid-Diastole Euclidean 0.81 0.77 0.30 4

(Rotational) X 0.40 0.32 0.27 4

Y 0.24 0.10 0.25 4

Z 0.67 -0.64 0.21 4

Combined Euclidean 0.82 0.76 0.33 8

Intraoperative X 0.45 0.34 0.32 8

(Rotational) Y 0.25 0.08 0.26 8

Z 0.63 -0.59 0.25 8

Laboratory Rotational 3D US Euclidean 1.55 1.49 0.44 20

X 0.53 0.41 0.35 20

Y 0.80 -0.75 0.30 20

Z 1.21 -1.11 0.50 20

Fan 3D US Euclidean 1.62 1.56 0.45 20

X 0.74 0.19 0.73 20

Y 0.59 -0.49 0.33 20

Z 1.32 -1.09 0.75 20

Combined Euclidean 1.58 1.52 0.44 40

X 0.65 0.30 0.58 40

Y 0.70 -0.62 0.34 40

Z 1.26 -1.10 0.63 40

Laboratory Tracked 2D US Euclidean 1.52 1.49 0.30 20

X 0.48 0.08 0.49 20

Y 1.02 -1.01 0.17 20

Z 1.01 -0.81 0.62 20
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Fig. 3.18: Boxplot for the localization errors in the intraoperative accuracy assessment
and the analogous laboratory study.

Fig. 3.19: Localization error in the intraoperative accuracy assessment and the anal-
ogous laboratory study versus distance from the ultrasound transducer.
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USA). However, the RMS rotational laboratory error does parallel the laboratory re-

sults for 3D US reconstruction of the dynamic phantom (RMS centre reconstruction

error = 1.22/1.54/1.72 mm). Compared to the intraoperative trials, there was an

increase both in the mean error, mostly caused by larger errors in the y- (depth)

and z-directions, and in the error variance, which can primarily be attributed to a

decreased precision in localizing the tooltip along the z-axis.

In the laboratory, comparisons were also made between rotational and fan ac-

quisitions for 3D US reconstruction and between 3D US reconstruction and tracked

2D ultrasound. First, the laboratory results show slightly decreased mean accu-

racy for the fan technique compared to the rotational technique, mostly caused by

increased variance in the x-direction. Visually, ultrasound volumes acquired using

the rotational technique were significantly less blurred than those generated using a

fan acquisition, and could for example distinguish the rubber rings from the tool’s

metallic shaft, which the fan acquisitions could not. There was no notable difference

between the mean errors associated with 3D US reconstruction and with tracked 2D

ultrasound, although the errors for tracked 2D ultrasound were slightly less variable.

For tracked 2D ultrasound, errors were primarily along the y- and z-axes. For both

intraoperative and laboratory reconstructions, the tooltip position along the z-axis

was typically underestimated and contributed the most to the overall error, while the

tooltip position along the x-axis was usually overestimated. Error in the y-direction

was minimal intraoperatively, but suffered from underestimation in the laboratory.

Finally, Figure 3.19 plots the tooltip localization error versus depth. Trends can

be extracted for the laboratory studies, but there are too few intraoperative trials to

do so with any confidence. Error decreases with depth for both 3D US reconstruction

with a rotational approach and tracked 2D US, which can be attributed clearly to

error reductions in the y-direction and somewhat to decreases along the z-direction

(plots not shown). For 3D US reconstruction using a fan acquisition, error increases

with increasing depth, primarily caused by larger errors along the x-axis (plot not

shown).
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3.5 Clinical Imaging

Finally, a preliminary study with human subjects was performed to evaluate the

real-time 4D ultrasound reconstruction system within a true clinical environment. Re-

constructions were acquired both before and after left lung collapse and insufflation in

two patients who were undergoing routine TEE imaging as part of a robotic coronary

artery bypass graft (CABG) procedure. All imaging was performed according to the

policies of The University of Western Ontario’s Research Ethics Board. Both patients

were undergoing perioperative procedures during ultrasound reconstruction resulting

in significant patient motion, and therefore this clinical component represents the

most severe test of the ultrasound reconstruction system.

The clinical setup mirrored that previously described for porcine imaging. For

patient safety, imaging was performed using the integrated TEE transducer and with

respiratory suspension limited to 2-3 minute blocks as dictated by the clinician per-

forming the ultrasound reconstruction. The magnetic tracking system’s field genera-

tor was mounted on the underside of the OR table and tracking was performed relative

to a 6-DOF patient sensor (Northern Digital Inc., Waterloo, ON, Canada) securely

taped to the patient’s back. Two 6-DOF sensors were therefore tracked during these

studies: the reference sensor and the sensor within the integrated TEE probe used for

humans. Retrospective gating was used to reconstruct two output volumes per 4D

dataset corresponding to mid-systole and mid-diastole, once again based on measure-

ments derived from imaging the mitral valve under M-mode ultrasound. ECG-gating

was complicated by patient arrhythmias and interference induced by the magnetic

tracking system in the non-shielded ECG leads. To simplify R-wave detection under

these conditions, the “pacemaker” functionality of the anesthesiology equipment was

used to adjust the patient’s ECG signal to produce a more typical output. Practical

constraints prevented us from mounting a monitor providing real-time visualization

of the reconstruction’s progress close to the OR table, and so the clinician viewed the

workstation’s monitor located some distance away. As before, the technician oper-

ating the reconstruction software also viewed the reconstruction’s progress and gave

verbal feedback to the clinician.
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Fig. 3.20: Example clinical 4D ultrasound reconstruction at the 15% (left) and 65%
(right) R-R intervals, acquired using the TEE probe with a rotational acquisition
before left lung collapse. (Patient 1: US depth setting = 15 cm, sin = 0.43 mm, sout
= 0.81 mm, output dimensions = 433× 354× 478, HRexp = 48 bpm, %devHR = 10%,
N = 20, P = {3, 13}).
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Fig. 3.21: Example clinical 4D ultrasound reconstruction at the 15% (left) and 70%
(right) R-R intervals, acquired using the TEE probe with a pullback acquisition after
left lung collapse and insufflation. (Patient 2: US depth setting = 14 cm, sin = 0.40
mm, sout = 0.81 mm, output dimensions = 437×388×398, HRexp = 48 bpm, %devHR

= 27% as erratic heart rate prevented reconstricting with strict HR limits, N = 20,
P = {3, 14}).
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4D ultrasound reconstruction was performed both using a rotational acquisition

(at 2◦ increments to reduce acquisition time) and using the freehand pullback (lin-

ear) method (Figures 3.20 and 3.21). Freehand transthoracic imaging from between

the patient’s ribs was also attempted, but this technique was very cumbersome and

produced output volumes of low quality. The initial clinical imaging was relatively

successful, but the human subject output volumes contained more stitch artifact

compared to the reconstructed porcine images. This was due to significant patient

motion, increased time pressure (all reconstructions were finished in 1.75 to 2.75 min-

utes), decreased gating accuracy when relying on the erratic ECG signals of patients

with arrhythmias, and reduced tracking accuracy caused by the integrated probe and

potentially also by more substantial magnetic interference within the patient OR.

3.6 Discussion

3.6.1 Human factors benefits of real-time reconstruction

Although several real-time systems have been developed [196,204–207], user stud-

ies actually evaluating the perceived benefits of providing real-time visualization dur-

ing ultrasound reconstruction have not been previously reported. Such human factors

experiments would ideally evaluate clinicians as they performed the actual task of

imaging human subjects, however time limitations within the operating room made

this impractical and a phantom experiment was performed instead.

In a similar study, Brekke et al. [226] examined the benefits of real-time visualiza-

tion as applied to incremental volume rendering during extended field of view RT3D

TTE, a task which is usually performed by commercial ultrasound systems without

any such visualization. This group compared both image quality and acquisition time

for “wide-angle” RT3D volumes acquired with and without real-time visualization,

measuring the former by calculating the correlation between the two facing 2D planes

at each interface between stitched RT3D volumes.

My human factors study showed only minor improvements in the 3D output vol-

umes reconstructed when real-time visualization was shown to the clinician compared
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to when it was not. Similarly, Brekke et al. found that no significant improvement in

image quality resulted from providing real-time visualization. Both of these results

can be attributed to the fact that these acquisition tasks are sufficiently simple for

users to complete them satisfactorily without any visual aid.

In contrast, 4D ultrasound reconstruction is technically challenging and benefited

greatly from real-time visualization. Both my human factors results and observations

of clinicians working with the system in the OR indicate that a significant reduction

in acquisition errors follows from providing an incremental visualization of the recon-

struction results. In particular, guidance was especially valuable in preventing large

gaps in the output volumes. Typical algorithms would either leave such gaps blank

or would interpolate them using data from filled voxels regardless of their proximity,

which does not necessarily regenerate the correct intensities within the gap regions.

In contrast, 4D US datasets reconstructed under real-time visualization generally do

not contain such missing or unreliable data, and will therefore be more suitable for

subsequent visualization or registration during image-guided therapy.

The observed increase in acquisition time associated with real-time visualization

can be attributed to the time taken to review reconstructions and to correct ac-

quisition errors. Although the chance of significant patient motion or cardiac cycle

variability does increase with acquisition duration, this risk is likely to be an accept-

able trade-off for most applications for the benefits of more densely sampled output

volumes. Brekke et al. found no significant difference in mean acquisition time be-

tween the two visualization conditions for their RT3D system, although they measured

acquisition time in a more clinical setting as the amount of time taken to perform

patient scans deemed to be acceptable by the echocardiographer upon subsequent

review. In the human factors study presented here, achieving an “acceptable” 4D

ultrasound reconstruction of the beating heart phantom was practically impossible in

the absence of real-time visualization, and so a similar evaluation was not attempted.

It is anticipated that the real-time visualization condition would prove superior for

4D ultrasound reconstruction had this alternative scheme for measuring acquisition

time been followed.
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3.6.2 Quantitative accuracy assessments

Two quantitative validation studies evaluated the real-time 4D ultrasound recon-

struction system: the first used a dynamic phantom to study the accuracy of 3D and

4D ultrasound reconstruction with respect to target localization and conservation of

distance, volume and shape, while the second assessed target localization of a static

object under both intraoperative and laboratory conditions. Both evaluations used

magnetic tracking information to calculate the gold standard and are therefore sub-

ject to the implicit assumption that tracking error is minimal. This assumption is

not true in practice, but is somewhat unavoidable when performing such assessments

as few alternative strategies exist for determining gold standards.

3.6.2.1 Dynamic phantom accuracy assessment

The RMS localization errors from the dynamic phantom experiments for 3D US re-

construction were between 1.2-1.7 mm, while the 4D ultrasound reconstruction RMS

localization errors were between 2.5-2.7 mm. Both these 3D and 4D US reconstruc-

tion errors are reasonable within the clinical context of minimally-invasive therapy

performed within the beating heart, especially considering that the system accuracy

is limited by that of the magnetic tracking system (specified by the manufacturer to

have RMS accuracy of 0.6 mm in position and 0.4◦in orientation). Distance recon-

struction errors were also small, indicating that the relationships between objects are

well-preserved despite any errors in their gross localization. The relatively large vol-

ume reconstruction errors do indicate that caution should be taken when performing

intracardiac volume measurements. Because the radii length errors were passable for

the spherical phantom, the large volume reconstruction errors arise from the cubed

relationship between radii length and volume. However, the large volume reconstruc-

tion errors may be partially caused by the procedure used to manually outline the

spherical phantom within the output volumes. This is supported by the fact that the

radii length errors for the spherical phantom (RMS: 3D 0.80-1.47 mm / 4D 0.60-1.57

mm) were generally larger than the Euclidean distance reconstruction errors for the

distance phantom (RMS: 3D 0.54 mm / 4D 0.97 mm) even though the gold standard
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radii and distances are similar. Finally, the eccentricity statistics characterizing the

conservation of shape were excellent for both 3D and 4D US reconstruction. Since

the stitch artifacts within the 4D ultrasound reconstructions of the dynamic phantom

appear similar to those present when imaging the beating porcine or human heart, the

quantitative results presented for 4D US reconstruction may be a good approximation

for the errors present clinically.

The accuracy statistics for 3D US reconstruction of the dynamic phantom are

better than those presented in our group’s previous assessment of tracked 2D ultra-

sound [214], which found an RMS localization error of 2.4 mm, although the same

adult transesophageal probe and spatial calibration procedure and a similar phantom

design were used. This may illustrate the advantages of spatial compounding, but a

corresponding improvement of 3D US reconstruction compared to tracked 2D imaging

was not replicated in the laboratory experiments performed using the tracked pointer

tool (see below). Since the previous tracked 2D US study, the gain and compression

settings for ultrasound imaging were optimized to sharpen the edges defining the

phantom boundaries, and the phantom’s characterization was improved by using a

micro-CT image rather than digitizing the phantom surface with an optically-tracked

pointer tool.

The dynamic phantom assessment showed that 4D ultrasound reconstruction is

generally associated with an increase in error magnitude and variability compared to

3D ultrasound reconstruction, which can be attributed to several error sources. A

significant problem is presented by the limited capture rate provided by the frame

grabber, which causes an inadequate sampling of moving structures especially at

high speed. A timestamp corresponding to the beginning of each phase of interest

can be calculated with relatively high accuracy using retrospective gating, but there

is a maximum discrepancy of approximately 15 ms between this time and the closest

timestamp from a 2D US image in the video stream. In this worst-case scenario,

the phantom will move approximately 0.4 mm at 20 rpm and 1.26 mm at 60 rpm

within this interval. As discussed in [227], stitch artifacts result when the 2D US

images making up each output volume do not image the heart at the exact same

cardiac phase. A second source of error in the dynamic phantom experiments derives
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from the use of prospective gating. Although a strict 1.5% allowed deviation from

the expected heart rate was applied, prospective gating is not as accurate as retro-

spective gating in the common situation where a given cardiac cycle does not have

the same duration as its predecessor. Finally, the motion artifacts present in the 4D

ultrasound datasets increased the difficulty of performing manual segmentation, com-

pared to that for output volumes generated using 3D ultrasound reconstruction. The

stitch artifacts within the output volumes derived from 4D ultrasound reconstruction

make developing an automatic segmentation method very difficult, and so manual

segmentation was used for both the 3D and 4D ultrasound datasets for the sake of

consistency.

Several accuracy measures showed a directional dependence when analyzed along

the x-, y- and z-axes of each output volume’s coordinate system. The decreased

accuracy of 4D US reconstruction compared to 3D US reconstruction was generally

attributed to increased errors along the y- and z-axes, which are the two direc-

tions along which phantom movement was greatest and therefore the directions in

which motion artifacts will be most significant. Localization error also increased with

distance from the ultrasound transducer, partially because of increasing separation

between adjacent 2D US images with increasing depth for rotational reconstructions.

In addition, partial volume effects caused by increased beam width are stronger away

from the beam focus, causing blur in 2D US imaging and reducing the precision with

which objects can be identified. Partial volume effects are also a likely contributor

to the observed decrease in volume reconstruction error as a function of depth. Since

the outline of the sphere was more blurry at increased distance from the ultrasound

transducer, the strategy of segmenting the edge closest to the fan origin will decrease

the observed sphere size, reducing the degree to which it was typically overestimated.

The observed tendency to overestimate distances in the distance phantom and radii

length in the spherical phantom is consistent with our group’s previous finding that

area is overestimated under 2D ultrasound [214]. For the spherical object, this may

be caused by the technique employed for manual segmentation or by the imaging

properties of the table tennis ball, but is also consistent with a slower speed of sound

within a 7% glycerol solution compared to the speed of sound assumed by the ultra-
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sound machine. This hypothesis is also supported by the bias towards overestimating

the distance between objects and the US probe along the depth direction, and was

later confirmed in a separate study within our group, which recommended a 10.6%

glycerol solution as used in the later studies presented here.

3.6.2.2 Intraoperative accuracy assessment

The second accuracy assessment aimed at evaluating US reconstruction accuracy

under clinically relevant conditions, in this case by imaging a stationary pointer tool

within the beating heart. The intraoperative experiment designed here focused on

examining environmental factors such as US imaging quality (including the associated

speed of sound considerations) and tracking error, not specifically on the artifacts

associated with imaging a moving object. In future, a dynamic assessment should

be performed within the beating heart using tracked moving targets, although the

practical challenges involved in designing such an experiment are not insignificant.

The pointer tool assessment gave RMS localization errors of approximately 0.8 mm

within an intraoperative setting and 1.6 mm in the laboratory. The latter measure-

ments are similar to the 1.2-1.7 mm RMS errors previously determined for performing

3D US reconstructions of the dynamic phantom within the laboratory. Of note, the

Euclidean localization error for 3D US reconstructions of the point-source phantom

(1.46 ± 0.50, RMS 1.54) is almost identical to that for similarly performing a rota-

tional 3D US reconstruction of the tracked pointer tool within the laboratory (1.49 ±
0.44, RMS 1.55). However, direct comparisons between the results from the dynamic

and pointer tool studies are impaired by differences in the objects’ imaging properties

under ultrasound and in the methods used for their characterization.

It was originally hypothesized that tracking error sustained within the operating

room caused by nearby ferromagnetic equipment would increase the error for intraop-

erative ultrasound reconstruction compared to reconstructions performed within the

laboratory. The observation that accuracy was in fact better within the operating

room was therefore unexpected, although both RMS errors are within a reasonable

range for clinical use. The duration of the laboratory experiment was not constrained
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as it was in the operating room, and so the more numerous laboratory trials (N =

20 versus N = 4) explored a wider variety of pointer tool configurations than could

be tested intraoperatively. This may have exposed error-prone configurations that

were not tested within the operating room. Additional sources of error sustained

within the laboratory include stronger ultrasound reflections of the pointer tool that

made reliable identification of the tooltip more difficult, as well as the increased US

depth setting used. The very low errors realized along the depth (y-) direction for the

intraoperative trials indicate that the speed of sound through the porcine heart was

well matched to that assumed by the ultrasound machine while the tooltip location in

the depth direction was typically underestimated in the laboratory trials, potentially

indicating an accelerated speed of sound in the 10.6% glycerol solution.

Finally, the direction of greatest error for the fan reconstructions performed within

the laboratory (the x- direction) corresponds to the direction of probe movement

and to the ultrasound beam’s elevation direction (when the multiplanar TEE probe

is set to 90◦as done here), both of which contributed to increased error. Partial

volume effects caused by the ultrasound beam’s increased slice thickness with depth

also explains the observed depth dependence for error along the x- direction in the

laboratory fan reconstructions.

As described by Rohling et al. [72], spatial compounding in 3D ultrasound re-

construction can reduce ultrasound speckle and increase the signal to noise ratio,

although the errors associated with positioning each individual 2D US image within

the output volume cause blurring. However, when attempting to manually localize an

object such as the tooltip or an intracardiac structure, using a blurred 3D US image

may be preferable to an individual 2D US image whose imaging plane may not inter-

sect directly with the object of interest, or whose associated transform matrix may

be corrupted by tracking error. However, spatial compounding did not have a consid-

erable effect in the laboratory experiments performed using the tracked pointer tool,

as there was no notable difference between the errors associated with 3D ultrasound

reconstruction and with tracked 2D ultrasound. The results shown here indicate that,

at least within a laboratory setting, 3D US reconstruction provides accuracy similar

to that of tracked 2D ultrasound while generating a much larger amount of image
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data, with inaccuracies dominated by errors in the spatial calibration, magnetic track-

ing and the fidelity with which objects can be identified under ultrasound imaging.

However, this claim should be re-evaluated within a more clinically-realistic setting

than a laboratory experiment can provide.

3.6.2.3 Comparison to results from assessments by other groups

The results from the 3D ultrasound reconstruction assessments can be examined

relative to previous evaluations performed by other groups to compare the accu-

racy of the spatial and temporal calibration strategies described here. However, the

usefulness of such comparisons should not be exaggerated because of considerable

differences in experimental methodology, phantom design and the ultrasound trans-

ducer and imaging settings used. For the evaluations described below, please note

that optical tracking, which has a greater accuracy than magnetic tracking, was used

in [194, 195, 197, 228, 229]. In addition, an automatic segmentation method was used

in [194, 197, 200], reducing the imprecision associated with manual segmentation as

performed for the dynamic phantom experiments.

The mean localization errors reported for 3D reconstructions of the dynamic phan-

tom and the tracked pointer tool ranged between 0.8-1.6 mm, and are in range of

the mean errors reported by other researchers, specifically 0.8-1.2 mm (Lindseth et

al. [194], FPA/FLA transducers and diagonal/pyramidal phantoms), 1.2 mm (Black-

all et al. [228]) and 0.6 mm (Muratore and Galloway [229]). These results are also

better than the means of 2.3-3.2 mm reported by Pagoulatos et al. [230].

The distance errors calculated for the distance phantom (0.3 ± 0.4 mm, or 1.6

± 2.2%) show a slight bias towards overestimating distance compared to the 0.03

± 0.7% given by Blackall et al. [228] and the -0.5 ± 3.4% measured by Barratt et

al. [219]. The errors from the experiments presented in this thesis are very similar to

the 0.1-0.3 ± 0.3-0.5 mm reported by Lindseth et al. [194] and are generally better

than those found by Rousseau et al. [195] (2.9-6.9% ± 1.5-3.4%) and Pagoulatos et

al. [230] (-0.1-0.3 ± 1.3-2.9 mm, when the true intertarget distance was between 1-9

cm).
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The RMS volume error measured here for 3D US reconstruction of the spherical

phantom was approximately 18%. This is much larger than the errors measured by

other groups by scanning a water-filled balloon and calculating the gold standard

volume based on its mass. For example, Berg et al. [201] found volume errors ranging

between -1.4% and 2.6% and Barry et al. [200] reported an RMS volume error of 1.1%.

However, it is somewhat closer to the mean 92-105% of the gold standard volume

measured by Rousseau et al. [195] based on manual segmentations of their egg-shaped

phantom. Finally, few ultrasound reconstruction systems have been evaluated with

respect to conservation of shape. Although Rousseau et al. [195] do evaluate shape,

their metric is very different from that presented here and so a direct comparison

would be meaningless.

3.6.3 Porcine and human imaging

The results of the porcine and human subject imaging sessions demonstrate the

promise of real-time 4D ultrasound reconstruction for intraoperative imaging during

image-guided cardiac therapy. Despite the fast heart rate and lower-quality 2D ul-

trasound imaging in swine compared to humans, the porcine 4D ultrasound datasets

clearly show several important intracardiac structures and represent the reconstruc-

tion quality that can be reasonably expected from the real-time ultrasound recon-

struction system at this point in its development.

The patient studies represent our group’s first experience with ultrasound re-

construction in humans. Although patient imaging was somewhat successful, the

reduction in reconstruction quality compared to that of the porcine images empha-

sizes the additional challenges that must be overcome in translational research to

develop systems suitable for patient use, as well as the need to validate IGT sys-

tems with patients in addition to animals and/or healthy volunteers. The quality of

patient imaging would be improved substantially by addressing the cardiac gating

error arising from erratic patient ECG signals, reducing the additional tracking error

sustained when using the integrated TEE probe, and preventing patient motion and

rushed imaging by performing the ultrasound reconstruction within an environment
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where it was prioritized as a formal part of the surgical workflow. The advantages of

real-time 4D ultrasound reconstruction are highlighted under such challenging con-

ditions. More specifically, the real-time visualization allowed the clinician to fill in

gaps caused by patient motion or by improper cardiac cycle gating, which can cause

a series of 2D US images to be rejected if the measured heart rate falls beyond the

acceptable range.

In general, the rotational acquisition approach was preferred in both swine and

human subjects, agreeing with the qualitative results from the pointer tool laboratory

assessment. This can be attributed to the reduced tracking error associated with a

stationary ultrasound probe compared to one that is moving, albeit slowly. Even for

a purely rotational acquisition, real-time visual feedback of the reconstruction results

is useful for gap prevention because the timing of each US imaging plane rotation

is a manual process in the current system. Although the risk of gaps would be

significantly reduced if the imaging plane was rotated automatically at the beginning

of each cardiac cycle detected by ECG-gating, real-time reconstruction would still

be useful to monitor probe positioning and to eliminate the time required for offline

ultrasound reconstruction. It is also important to note that the entire heart cannot

be captured within the cone-shaped volume generated by a rotational acquisition,

and so some structures, especially those distal to the ultrasound probe such as the

aortic valve, may be better captured using a focused linear or fan reconstruction.



Chapter 4

Future Research Directions and

Conclusions

4.1 Improvements and Future Work

When developing the 4D ultrasound reconstruction system for intraoperative imag-

ing during image-guided intracardiac interventions, the initial focus was on a real-time

implementation guiding clinicians to reconstruct improved output volumes and on val-

idating the quality of 3D and 4D ultrasound reconstructions quantitatively and within

clinically realistic environments. As elaborated upon in Chapter 2’s discussion, the re-

sulting time series of reconstructed ultrasound volumes can serve various purposes in

image-guided therapy. Investigating the use of reconstructed 4D ultrasound datasets

for both visualization and registration within our group’s augmented reality environ-

ment for minimally invasive beating-heart interventions constitutes two substantial

items for future work, as are studies evaluating the efficacy of reconstructed 4D US

datasets for these two tasks compared with tracked 2D US (as used currently by our

group) or RT3D TEE.

123
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4.1.1 Disadvantages compared to offline US reconstruction

Although I show that real-time ultrasound reconstruction generates superior 4D

ultrasound datasets in the studies presented here, there are some disadvantages com-

pared to offline ultrasound reconstruction approaches. However, most of these relate

to the memory and processing speed required for real-time reconstruction, both of

which can be improved by using a better machine or by future anticipated improve-

ments in computer hardware. Ultrasound reconstruction also lends itself to a GPU

implementation [203], which could vastly speed slice insertion and therefore address

some of the following considerations.

As previously described, limitations in memory and processing speed restrict the

number and size of the output volumes making up 4D ultrasound datasets recon-

structed in real-time. Although the former has obvious implications for registration

to preoperative 4D MR/CT datasets, registration based on a single timepoint in the

cardiac cycle may be acceptable, for rigid registration at least, assuming that the

heart’s motion remains relatively periodic throughout each cardiac cycle [59–61].

Secondly, one must specify the output volume sizes and the phases of interest in

advance when using a real-time ultrasound reconstruction system. This is not true

for offline ultrasound reconstruction algorithms because all acquired 2D US images

are retained and so the extent of each output volume can be appropriately calculated

and an output volume can be generated for any desired cardiac phase. However, the

phases of interest are generally known beforehand for our group’s clinical applica-

tion, either from prior knowledge of appropriate phases to visualize or according to

those corresponding to the preoperative image(s) available for registration. Secondly,

appropriate output volume sizes were easily estimated using the ultrasound recon-

struction software’s interactive parameter settings. Output volume expansion can be

performed on the fly in real-time ultrasound reconstruction systems if an input 2D US

image extends beyond the allocated output volume extent, but this uses additional

computational resources and was not deemed to be necessary here.

The requirement for fast slice insertion means that an expensive reconstruction

kernel cannot necessarily be used in real-time US reconstruction, even though such
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kernels may reduce output volume artifacts [231]. More sophisticated kernels include

those that consider the ultrasound imaging plane’s depth-dependent slice thickness

or incorporate models of ultrasound’s point spread function [198], carrying obvious

advantages compared to the assumption employed here that the imaging plane is in-

finitely thin. A possible extension to the real-time 4D US reconstruction system is to

follow the suggestion proposed by Solberg et al. [198] and use the quick interpolation

method described here for real-time visualization during image acquisition and after-

wards perform a second offline reconstruction using a more advanced reconstruction

kernel. Although this strategy may improve reconstruction quality, it does prohibit

the use of the reconstructed datasets directly after their acquisition.

4.1.2 Reducing reconstruction artifacts

Major sources of error in the current system causing reconstruction artifacts in-

clude the limited US video frame rate, tracking errors in the integrated probe used for

human imaging and errors associated with ECG-gating. The 2D US images compris-

ing each output volume could be input into an artifact reduction algorithm based on

image registration that better aligns the images with respect to each other, similarly

to the algorithm described by Treece et al. [62] to correct for probe pressure artifacts,

but first each error source should be minimized as much as possible.

The limited 2D US frame rate available from the frame grabber constitutes a sig-

nificant source of error, making it impossible to extract 2D US images corresponding

exactly to the timestamps predicted by cardiac gating [227]. This can be rectified

by reconstructing with raw ultrasound data instead ,as demonstrated by Berg et

al. [201], however for our research group and many others this is currently impossible

as access to these data are restricted. A second potential improvement would be to

trigger video acquisitions based on prospective cardiac gating instead of using a con-

stant video digitizing rate [227]. However, this scheme relies on accurate prospective

cardiac gating which cannot be guaranteed given variations in patient heart rate.

Attempts are currently underway in our laboratory to improve the tracking accu-

racy of the integrated ultrasound probe used clinically by adjusting the position of the
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internal magnetic tracking sensor to reduce the influence of the surrounding copper

beryllium metal [181]. Tracking imprecision can also be reduced for the tracked 2D

ultrasound transducer (or for any other tracked tool as well) by applying a sliding

averaging window to the transformations retrieved from the tracking system.

Finally, although its use is exceedingly common in commercial and research ultra-

sound systems, ECG-gating poses major problems for use in patients with arrhyth-

mias or presenting with erratic ECG signals. Incorrect gating causes artifacts in the

reconstructed volumes as many of the 2D US images may not correspond to the same

temporal snapshot of the heart. A first step towards improving ECG gating is to

interpolate the gating timestamps for systole and diastole separately, as the duration

of these cardiac phases scales non-linearly with cardiac cycle duration [52]. Also, cur-

rent induced within the ECG leads from the magnetic tracking system posed problems

during human imaging and so shielded ECG leads should be used in future. Another

alternative is image-based cardiac gating [101, 197], which has the potential to rec-

tify the problems of ECG-gating by providing a truer representation of the heart’s

configuration throughout the cardiac cycle than the ECG signal. However, the use of

image-based gating for real-time 4D ultrasound reconstruction is complicated by the

requirement for real-time processing and especially by the continuous changes in the

US imaging plane’s viewpoint.

We found that suspending respiration was ideal during ultrasound reconstruction

when possible, while the alternating respiration paradigm produced similar results in

the porcine imaging experiments and is more suitable when imaging humans. Sus-

pending respiration for up to 2-3 minutes is fairly standard clinical practice during

several surgical procedures. However, as described in Chapter 1 many ultrasound-

based systems integrate respiratory gating [85, 101, 113] or respiratory motion com-

pensation [117], which could be added to the real-time 4D US reconstruction system

to limit the reliance on respiratory suspension.

Finally, compounding several 3D output volumes corresponding to the same time-

point in the cardiac cycle could reduce the appearance of artifacts, improve the signal

to noise ratio and/or extend the field of view, as has been achieved for freehand

ultrasound reconstruction [54, 81] and for RT3D US [53, 78]. From the experiments
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described here, rotational imaging often gives superior results when imaging some

cardiac chambers and the mitral valve, while distal structures such as the aortic valve

may be better imaged using a focused translational or fan approach. Compounding

may provide an ideal mechanism to combine two (or more) such acquisitions. Sim-

ilarly, several rotational acquisitions from different viewpoints within the esophagus

could be combined, as could reconstructions using a transesophageal and a transtho-

racic transducer. Since output volumes are always reconstructed in the AR environ-

ment’s coordinate system and because probe pressure artifacts are minimal for the

TEE probe, these compounded datasets could be created without image registration

by simply averaging the intensities of voxels corresponding to the same 3D coordinate

(while of course employing an appropriate interpolation scheme).

Finally, when comparing the reconstructed ultrasound images presented here to

displays of RT3D US images, it should be noted that RT3D US images are sub-

ject to a heavy amount of post-processing and smoothing before they are displayed.

This improves visual comprehension for diagnosis, but it is unknown how much these

displays deviate from faithfully representing intracardiac structures as required in

image-guided therapy. The reconstructed ultrasound volumes presented here are sub-

ject to artifacts but are depicted in their native form. Subsequent smoothing, whether

by a Gaussian, median or anisotropic diffusion filter, could be employed in future to

reduce the appearance of artifacts provided that such processing does not interfere

with the images’ intended use.

4.2 Additional Applications

The real-time 4D ultrasound reconstruction system is also applicable for any ap-

plication requiring the acquisition of many tracked 2D US images, whether such a

sparse 2D US dataset is intended for ultrasound reconstruction or for direct use in

other tasks such as registration to preoperative images as in [63, 66, 70, 85, 141, 232].

Providing real-time feedback visualizing the set of 2D US images as they are acquired

may be especially valuable if the acquisition process is difficult, for example when

acquiring sets of respiratory-gated 2D US images of the liver [63].
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Although not specifically examined in this paper, one of the most promising ap-

plications of the real-time 4D ultrasound reconstruction system may be in 2D ICE

imaging during electrophysiological catheter ablation procedures. Tracked 2D ICE

is currently gaining attention as a source of endocardial surface contours useful in

registering the patient with a 3D surface model derived from a preoperative MR or

CT scan, without relying on the time-consuming process of localizing 3D endocardial

surface coordinates with a tracked catheter [132, 134]. Such algorithms typically do

not involve an ultrasound reconstruction step, but a real-time ultrasound reconstruc-

tion system could be used to give the clinician visual feedback of the acquired 2D ICE

images while he or she manually manipulates the tracked 2D ICE transducer to collect

a variety of images from different viewpoints. This visual feedback would encourage

even and comprehensive sampling of the intraoperative heart, potentially increasing

the final reconstruction accuracy. The real-time 4D ultrasound reconstruction sys-

tem’s current computational limitation with respect to the number of output volumes

that can be reconstructed is less significant in this ICE application, as typically only

one cardiac phase is of interest.

3D ultrasound reconstruction also shows promise for use during image-guided

spinal therapy. Our group’s augmented reality environment, incorporating a patient-

specific preoperative surface model, tracked 2D ultrasound and virtual representations

of tracked surgical tools and originally designed to guide intracardiac interventions,

has recently been applied to the task of guiding spinal facet injections (Figure 4.1a).

A study performed by our group [233] demonstrated that clinicians could accurately

perform the needle insertion task using the augmented reality guidance system in

phantoms and in a cadaver. Displaying a 3D ultrasound reconstruction of the spinal

phantom with volume rendering (Figure 4.1b) also provides a nice visualization of

the bony anatomy. A surgical guidance system that uses a volume rendered 3D

ultrasound reconstruction for gross context instead of a patient-specific surface model

(Figure 4.1c) may therefore give acceptable clinical outcomes without the need for

preoperative CT imaging. As proposed in [234], reconstructed 3D ultrasound images

may also be used to register the patient to their preoperative CT image if a surface

model is desired instead.
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Fig. 4.1: Augmented reality environments for surgical guidance during spinal facet
injections [233] (a) Original AR environment incorporating a patient-specific surface
model derived from preoperative CT, tracked 2D US and a virtual representation of
the tracked needle (b) Volume rendered 3D ultrasound reconstruction of the spine
phantom (c) Alternative AR environment incorporating a volume rendered 3D ul-
trasound reconstruction, tracked 2D US and a virtual representation of the tracked
needle. Images courtesy John Moore.
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Finally, 4D ultrasound reconstruction can be used as an imaging modality for

general research use, especially when OR-compatibility is required. For example, our

group is currently involved in a project aimed at improving algorithms for optimal

port placement determination in robot-assisted cardiac interventions [235]. Such al-

gorithms typically determine the optimal port placements with respect to factors such

as access to the surgical target(s), maneuverability and collision prevention based on

a single preoperative end-diastolic 3D CT image. However, surgical plans made on

such preoperative images do not extend seamlessly into the operating room because

of cardiac transformations caused by different steps of the robotic procedure, includ-

ing lung collapse and chest insufflation. Our group is currently characterizing these

intraoperative deformations, partially by acquiring 4D ultrasound reconstructions of

the patients’ hearts at each of these steps in the surgical workflow. The final aim of

this project is to develop a mechanism of altering the port placement plan to better

reflect anticipated changes in the intraoperative anatomy.

4.3 Conclusions

Intraoperative imaging forms an integral component of image-guided therapy.

This is particularly true during minimally-invasive interventions performed within

the beating heart, where significant discrepancies between preoperative images and

the actual intraoperative heart are introduced by rapid cardiac motion and non-rigid

deformations caused by the surgical access. Ultrasound is well suited to intraoperative

imaging as it is easily integrated into the operating room, safe and inexpensive, while

providing acceptable spatial resolution and soft tissue contrast. 4D ultrasound recon-

struction generates a time series of 3D ultrasound images representing the beating

heart over the cardiac cycle and, unlike 2D ultrasound and real-time 3D ultrasound,

simultaneously provides a wide field of view, 3D context and high spatial resolu-

tion. This form of imaging has potential for use in visualization or image-to-patient

registration, but is subject to a highly user-dependent and error prone acquisition

procedure.

This thesis presents a real-time 4D ultrasound reconstruction system that provides
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real-time visual feedback to clinicians during the ultrasound reconstruction procedure

to prevent acquisition errors. Real-time 4D ultrasound reconstruction of the beating

heart is enabled by an efficiently-calculated reconstruction kernel, magnetic track-

ing and ECG-gating, and uses a multithreaded software architecture to reconstruct

those frame-grabbed 2D US images acquired at the same point in the cardiac cy-

cle into each corresponding 3D output volume of the 4D ultrasound dataset. By

tracking a multiplanar ultrasound probe, the clinician can manipulate the imaging

plane manually or by using a rotational approach, thus combining the benefits of

freehand and mechanical strategies for ultrasound reconstruction. 4D ultrasound re-

construction also proceeds within an augmented reality environment developed to

guide minimally-invasive beating-heart interventions, and so the resulting 4D ultra-

sound datasets can be visualized alongside a dynamic patient-specific cardiac model,

tracked 2D ultrasound and virtual representations of tracked surgical tools.

A human factors experiment performed on a beating heart phantom confirmed

the hypothesis that providing real-time visualization improves the quality of recon-

structed 4D ultrasound datasets. A clinically acceptable reconstruction accuracy was

confirmed in two studies, the first assessing accuracy with a dynamic phantom and

giving RMS localization errors between 2.5-2.7 mm for 4D ultrasound reconstruction,

and the second determining that a tracked pointer tool rigidly suspended within a

beating porcine heart could be localized with an RMS error of approximately 0.8 mm.

Experiments analogous to this second intraoperative accuracy assessment were also

performed within the laboratory. Finally, the real-time 4D ultrasound reconstruction

system was tested in a more clinically realistic setting by acquiring representative

images in both swine and clinical patients.

Real-time ultrasound reconstruction algorithms eliminate the post-acquisition re-

construction time that is required by traditional offline systems and currently limits

clinical penetration of ultrasound reconstruction imaging. More importantly, the

demonstrated quality improvement and clinically relevant accuracy of output vol-

umes reconstructed with the real-time 4D ultrasound reconstruction system make

them well suited for subsequent use in image registration and/or visualization during

intracardiac image-guided therapy.



Appendix A

Software Overview

A.1 Introduction

This appendix briefly describes the software implementation of the real-time 4D

ultrasound reconstruction system described in this thesis. The core reconstruc-

tion algorithm and the supporting frame grabbing, tracking and gating components

are implemented using the Visualization Toolkit (VTK) [208], a comprehensive and

widely-used open-source toolkit for computer graphics and data visualization. Of

particular importance for real-time ultrasound reconstruction is the VTK pipeline

linking image processing algorithms with both their input(s) and the graphical enti-

ties displaying their output(s), as well as the classes supporting multithreading and

mutex locks. Software has been developed to provide the user interface for recon-

struction parameter specification and to enable dynamic interaction with the output

volume(s) within the AtamaiViewer (www.atamai.com) and for any application sup-

porting the OpenIGTLink network transfer protocol [210], such as 3D Slicer [236]

(www.slicer.org).

Both the VTK classes and the implementation designed for use with 3D Slicer

have been provided as open-source software (called “SynchroGrab4D”) to the research

community [209]. Although 3D and 4D ultrasound reconstruction has been integrated

into commercial ultrasound systems for quite some time, the inaccessibility of the

resulting raw image data makes these systems unsuitable for research, as opposed to

132
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clinical, use. Some highly-specialized open-source software can perform both non-

gated and gated ultrasound reconstruction, including the well-known Stradx system

[99, 196], but usually cannot perform subsequent image registration, segmentation,

advanced visualization (such as volume rendering) or data transfer for integration

into surgical guidance systems. In contrast, 3D Slicer is an actively growing open-

source application that bundles an extensive collection of medical image processing

and image-guided therapy modules. Yet despite current research interest, 4D imaging

and image processing algorithms are currently limited in 3D Slicer and in other open-

source medical imaging packages.

A.2 Ultrasound Reconstruction Classes

The core classes are written in C++ using VTK 5.2. Figure A.1 shows a complete

class diagram indicating the relationships between the different classes. As described

in Chapter 2, in the real-time 4D US reconstruction system separate threads are

used to (1) grab and timestamp 2D US frames; (2) retrieve and timestamp trans-

form matrices from the tracking system; (3) perform automatic phase detection from

the incoming ECG signal; and (4) perform ultrasound reconstruction by updating

pixels within the output volume(s). Additional documentation can be found in the

comments within each of the classes described below.

A.2.1 Video capture

2D US frame grabbing, timestamping and buffering is based on the

vtkVideoSource VTK classes, which have been refactored to provide a clearer rep-

resentation for a single frame, the circular buffer of frames and the frame grab-

bing mechanism (vtkVideoFrame2, vtkVideoBuffer2 and vtkVideoSource2, respec-

tively). Although VTK was used here, please note that frame grabbing has recently

been added to the Image-Guided Surgery Toolkit (IGSTK) as well [237]. The base

class, vtkVideoSource2, outputs noise images and is useful for testing, while the de-

rived classes currently support Video-for-Windows and Matrox video cards (Montreal,
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Fig. A.1: Class diagram of the VTK classes implementing the real-time 4D ultrasound
reconstruction algorithm.
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QC, Canada). Plans exist to add support for Linux drivers and for the open-interface

Sonix RP ultrasound system (Ultrasonix, Vancouver, BC, Canada [238]). Although

the original VTK frame grabbing classes always output the most recently acquired

frame, in the new classes a “desired” timestamp can be specified so that the filter

output will instead be the buffered frame whose timestamp is closest to the desired

timestamp.

A.2.2 Tracking

The tracking classes are provided by Atamai Inc. (Calgary, AB, Canada) and

support the following tracking systems: Northern Digital Inc.’s Aurora R© , Polaris R©

and Certus R© (Waterloo, ON, Canada), Ascension’s Flock of Birds R© (Burlington,

VT, USA) and Claron Technology’s Micron Tracker R© (Toronto, ON, Canada). A

tracking simulator is also available (vtkFakeTracker) for testing when a tracking

system is not available. Each tracked object is represented by a vtkTrackerTool,

which holds the current transform matrix and a vtkTrackerBuffer storing recently

acquired transform matrices, timestamps and status flags in a circular buffer. The

interface to each tracking system’s Application Programming Interface (API) is pro-

vided by a vtkTracker-derived class, which can handle multiple tracked tools. The

tracking classes also allow for the specification of a world calibration matrix, a spatial

calibration matrix for each tool, and a reference tool.

A.2.3 Gating

An integral part of the reconstruction software is the gating subsystem, which

currently operates on ECG signals but could be easily modified to perform other

forms of gating. The base class, vtkSignalBox, is an ECG-gating simulator useful

for testing purposes with a user-specified cardiac cycle period, and allows the user

to set the number of phases within each cardiac cycle. This class also implements

prospective gating for estimates of the current cardiac phase and heart rate, and

retrospective gating to determine the true time at which each phase began in the

previous cycle. The ECG classes provide this numerical output in real-time only, and
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unlike the frame grabbing and tracking subsystems, do not store an internal circu-

lar buffer. The first derived class, vtkHeartSignalBox, gates based on a 5V pulse

arriving at the machine’s parallel port, having been originally designed for use with

a beating-heart phantom (The Chamberlain Group, Great Barrington, MA, USA)

that outputs a voltage pulse at the beginning of each cardiac cycle. The second

derived class, vtkECGUSBBox, reads a patient ECG signal (amplified from millivolts

to volts) over a USB connection. Automatic R-wave detection can then be accom-

plished by the software by applying a user-specified threshold. Our group has used

both vtkHeartSignalBox and vtkECGUSBBox to interface with clinical anesthesiology

equipment within various operating rooms at our institution.

A.2.4 Ultrasound reconstruction

Real-time ultrasound reconstruction is performed by two classes:

vtkFreehandUltrasound2 implements real-time 3D ultrasound reconstruction and is

based on software originally described in [207, 211], while the derived class

vtkFreehandUltrasound2Dynamic incorporates prospective and retrospective gating

for real-time 4D ultrasound reconstruction. Additional functions used by the recon-

struction classes can be found in vtkFreehandUltrasound2Helper.h, including the

main reconstruction loop. Both vtkFreehandUltrasound2 and

vtkFreehandUltrasound2Dynamic derive from vtkImageAlgorithm, fitting directly

into the VTK 5 pipeline as image filters. A typical vtkImageAlgorithm processes

its input data only when requested to by a downstream object in the pipeline. In

contrast, the ultrasound reconstruction filters operate continuously to detect 2D US

images as they arrive and to perform slice selection and slice insertion, sleeping when-

ever the most recent 2D US image has not changed since the last iteration, or if the

ultrasound probe has gone out of view of the tracking system. In the most basic

configuration, vtkFreehandUltrasound2Dynamic has N image outputs depicting the

beginning of the N phases of the associated vtkSignalBox. However, a subset of

phases can be selected to allow greater flexibility in the timepoints of the cardiac

cycle that are represented by the output volumes. In addition, this class contains
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the functions to impose an expected heart rate in order to reject any 2D US images

corresponding to unacceptably long or short cardiac cycles.

A.3 User Interface and Communication

A.3.1 In the AtamaiViewer

The “US Reconstruction” module in the AtamaiViewer enables real-time 3D and

4D ultrasound reconstruction (Figure A.2a) and is written in python using wrapped

VTK classes. The US reconstruction module interfaces with the AtamaiViewer’s

“Surgical Tracker” module handling tracked surgical tools and the ECG modules for

ECG-gating. Using the Surgical Tracker module, the user first configures the tracked

tool(s), video source(s), calibration matrices and, if desired, the reference tool. The

user must also set one or more callbacks specifying which of the tracked tools are

ultrasound transducers to be used for ultrasound reconstruction. The number of

phases is specified using one of the AtamaiViewer’s ECG modules, which can also be

used to interactively determine the threshold used for automatic R-wave detection in

patient imaging.

Once frame grabbing, tracking and gating have been configured, the US Recon-

struction module handles the GUI (Graphical User Interface) allowing the user to

set the reconstruction parameters, to perform the centring procedure dictating the

ultrasound key frame used to determine the origin of the output volume(s), to start

and stop the real-time ultrasound reconstruction, and subsequently to save the out-

put volumes and related files. By default, the spacing of the output volume(s) is set

to double that of the video source used to grab 2D US images, while their extent is

set to match the video source’s dimensions. The user can toggle between the output

volumes to select the one to be displayed in real-time. This volume is added to the

AtamaiViewer’s orthoplane display, which is updated whenever the AtamaiViewer

detects the user’s mouse movement or whenever a tracked tool either moves or goes

out of view.
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Fig. A.2: Example 4D ultrasound reconstruction of a beating heart phantom (a) using
the US Reconstruction module in the AtamaiViewer; (b) using SynchroGrab4D with
3D Slicer.
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A.3.2 In 3D Slicer: SynchroGrab4D

Unlike the AtamaiViewer implementation, SynchroGrab4D is not integrated within

any particular image-guided therapy system, and is instead designed as a command-

line 3D/4D ultrasound reconstruction application that sends reconstructed output

volumes to an IGT system over a network connection. Although I have focused

on visualizing the reconstruction results within 3D Slicer 3.4 (Figure A.2b), Syn-

chroGrab4D can be used with any application implementing the OpenIGTLink net-

work protocol. The software is written in C++, is cross-platform and is based on

a previously-described open-source 3D ultrasound reconstruction system [238] that

used an earlier variant of the 3D US reconstruction VTK classes described above.

In addition to the ultrasound reconstruction threads, three threads (1) buffer the

output volume(s) to be transferred; (2) send OpenIGTLink messages containing the

image data for the output volume(s); and (3) send OpenIGTLink messages containing

the transform matrices for the tracked ultrasound probe retrieved from the tracking

system (optional).

Command-line options allow the user to specify a calibration file containing the

reconstruction parameters, the type of video grabbing, tracking and gating hardware

to be used, and the server IP and port number. During real-time US reconstruction,

the output volume(s) can be sent at a user-specified rate over the network connec-

tion for interactive visualization within an IGT system. SynchroGrab4D is currently

implemented such that the output volume(s) are transferred in their entirety, which

does restrict the rate at which they can be updated within 3D Slicer’s virtual scene.

Alternatively, the user can choose to delay the image transfer until after the comple-

tion of the reconstruction if the transfer speed is insufficient. The transform matrices

from the tracking system can also be sent using the OpenIGTLink protocol to a sec-

ond port, therefore allowing the US probe’s position and orientation to be visualized

by the IGT system as well.

3D Slicer’s “OpenIGTLink IF” module can manage the incoming output volumes;

for 4D US reconstruction their names in 3D Slicer’s Medical Reality Modeling Lan-

guage (MRML) data tree are annotated with the phase that they correspond to. If



140

the user elects to send the output volume(s) over the network connection in real-time

during the reconstruction, then 3D Slicer’s user interface can be used to specify the

output volume to be displayed and the incremental reconstruction results can be visu-

alized. These real-time updates allows the operator to ensure that the reconstructed

volume(s) contain all of the required image data. A relatively new “4D Imaging”

module that visualizes 4D image datasets is also under active development by the 3D

Slicer community. The reconstructed 3D volumes making up the four-dimensional

ultrasound dataset are added to a “4D bundle” within 3D Slicer along with their

relative timestamps, and the 4D Imaging module can then display the volumes as a

cine loop to visualize the motion of the organ of interest over time.

A.4 Conclusions

Within the operating room, intraoperatively reconstructed 4D ultrasound datasets

can be used as part of the registration process between preoperative images and the

intraoperative patient and for surgical guidance within augmented reality systems.

Since the two real-time US reconstruction programs described here are implemented

for use with the AtamaiViewer and 3D Slicer, any of these tasks can be performed

using the variety of tools within these two suites. In addition, the frame grabbing,

tracking and gating classes have been released to the open-source community and

are of general interest for research use, as their modular design makes them easily

extensible to work with currently unsupported hardware. Many popular tracking

systems are currently supported, and a variety of ultrasound machines can be used

by specifying the appropriate parameters for extracting the US fan from the 2D US

frames. Although the automatic rotation detection for multiplanar US probes is cur-

rently customized for frame grabbing from a Philips Sonos 7500 or 2500 scanner with

a Matrox Meteor or Morphis card, this piece of code can be easily modified for use

with different ultrasound machines. Finally, it would also be a simple matter to inte-

grate additional gating schemes into the system by sub-classing the base gating class,

whether operating on ECG signals or for other forms of gating such as respiratory

gating.
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