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Abstract

In this paper, a novel method to generate videonsames is proposed, which is allocated
mainly for being applied to on-line videos. The alby of this approach lies in the fact that the
authors of this paper transfer the video summaomaproblem to a single query image
retrieval problem. This approach utilizes the relgerproposed Compact Composite
Descriptors (CCDs) and a fuzzy classifier. In matar, all the video frames are initially
sorted according to the distance between an aatlficgenerated, video depended, image.
Then the ranking list is classified into a presatber of clusters using the Gustafson Kessel
fuzzy classifier. The video abstract is calculdigdextracting a representative key frame from
every cluster. A significant characteristic of fv®posed method is its ability to classify the
frames of the video into one or more clusters. Exrpental results are presented to indicate
the effectiveness of the proposed approach.
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1. Introduction

In last decades, observing the increasingly usawfimedia data, it is realized that
they have penetrated for keeps in our everyday Afecharacteristic example of
multimedia data is the digital video, whose on-luse, especially the last years, has
been increased dramatically. This fact automaticatitails that video web sites have
become overcrowded and the amount of data hase@dohan uncontrollable point.
It is no coincidence that in August 2008 YouTubeswansidered to be the world’s
second search engmeConsequently, the situation necessitates thergéoe of a
representative video abstraction with a view talifating the user to decide rapidly
and easily whether or not he is interested in &widithout the need to watch the
entire video but only the essential content of it.

*Authors of this paper are members of the DUTh EEGIBotic Team
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Over the last years a noteworthy amount of worthenfield of video summarization
has been observed. In the literature a lot of Bmant approaches of this issue are
demonstrated.

In particular, in the recent past, two basic foraisvideo summaries have been
proposed [Truong et Al., (2007)]: key frames andlea skims. The term of key frame
refers to a representative stationary image whdew skims refer to a moving-image
abstract. Both of the two pre-mentioned forms afiegating a video summary are
presented in a method that is based on clustelinthe frames of a video and
extracting the key frames of the most optimal @tstind then the preview is formed
using the video shots that the key frames belondHémjalic et Al., (1999)]. It is a
fact that the majority of techniques, in which gwenmarization of a video is aimed,
focus on the extraction of key frames instead efgreview of a video. The technique
of key frame extraction contributed to the creatdra tool to benchmark different
low level features for video summarization [Lux Alt, (2009)] whereas another
technique is based on extracting multiple key frana@d then using k-medoid
algorithms the frames are clustered and the besesentative one is chosen [Hadi et
Al., (2006)]. A different approach of this issuetl®e generation of a video index for
summary using an automatic tool, based on MPEGsualidescriptors [Lee et Al.,
(2003)]. Many studies, surveysnd research papers on video summarization have
been published during the last decade (e.g. [Yeirnd., (1997)], [Komlodi et Al.,
(1998)] , [Parshin et Al., (2000)], [Zhang et A(2002)], [Ciocca et Al., (2006)],
[Matos et Al., (2008)]).

Given the pre-mentioned techniques the authorkisfaper have developed a novel
approach, which expands the problem of video sunziaiawn to a problem of single
guery image retrieval.

More particularly, the method utilizes the recenpisoposed Compact Composite
Descriptors (CCDs). The effectiveness of CCDs ajdamseveral local or global low
level features for video summarization has bearstilated in [Lux et Al., (2009)].
CCDs are described in Section 2. According to ttop@sed method, video is dealt as
a sequence of frames. Each frame is dealt as aasepmage and is described by
CCDs. Additionally, the whole video is describeday artificially generated image,
which is generated dynamically from the video. hdey to be calculated the video
summary, is calculated the distance of CCDs, whiescribes every frame, with the
CCDs of the artificially generated image. Giventtimathe procedure more than one
descriptor participate, late fusion techniques,clvhare described in Section 3, are
used. By terminating the procedure a ranking Bstreated, which includes all the
frames sorted based on their distance from thdiceti image. Afterwards, the
Gustafson Kessel fuzzy classifier [Gustafson et @978)] divides the ranking list
into a preset number of clusters. More details atios classifier are given in Section



4. The total of the clusters sets the video summEmg frame that corresponds to the
center of each cluster is considered as the frhateid able to describe the cluster. A
significant characteristic of the proposed metrothat whichever frame of the video
may participate to one or more clusters. Consetyeatfuzzy video summary is
generated. The entire procedure is given in datai®ection 5 while the experimental
results are shown in Section 6. Finally the conohsare drawn in Section 7.

2. Compact Composite Descriptors

The family of Compact Composite Descriptors (CCisjudes the following four
descriptors:

i) the Color and Edge Directivity Descriptor (CEDIhatzichristofis et Al.,
(2008a)],

i) the Fuzzy Color and Texture Histogram (FCTHhfEzichristofis et Al., (2008b)],
iii) the Brightness and Texture Directionality Higtam (BTDH) descriptor
[Chatzichristofis et Al., (2010b)] and

Iv) the Spatial Color Distribution Descriptor (SpLDChatzichristofis et Al.,
(2010c¢)].

The Color and Edge Directivity Descriptor (CEDDdahe Fuzzy Color and Texture
Histogram (FCTH) are used to describe natural coages. CEDD and FCTH use
the same color information, since two fuzzy systamesapplied to them, resulting in
reducing the scale of the colors of the image toTHese 2 descriptors demand a
small size for indexing images. The CEDD lengtb4sbytes per image while FCTH
length is 72 bytes per image. The early fusion BDO and FCTH leads to a new
descriptor, called Joint Composite Descriptor (J{{Ihatzichristofis et Al., (2009)].

The Brightness and Texture Directionality Histogré®TDH) descriptor combines
brightness and texture characteristics in ordeddscribe grayscale images. A two
unit fuzzy system is used to extract the BTDH desar, the first fuzzy unit
classifies the brightness value of the image’sIpin#o clusters in order to extract the
brightness information using Gustafson Kessel [&@sh et Al., (1978)] fuzzy
classifier and the other one is used to extradutexinformation suggested by the
Directionality histogram in [Tamura et Al., (1978)]

The Spatial Color Distribution Descriptor (SpCD)used for artificially generated
images combining color and spatial color distribatinformation. This descriptor
uses a fuzzy linking system that reduces the swfatbe image to 8 colors. SpCD
captures the spatial distribution of the color byding the image into sub-images not
to mention the fact that its length does not exaklytes per image.



3. Late Fusion of CCDs

The combination of the CCDs is enabled by the uskate fusion techniques. In
literature there is a majority of linear late fusimethods such as, Comb SUBbrda
Count, IRP and Z-score. In [Chatzichristofis et,A2010a)], all the previous
techniques were applied in CCDs and it has beewnepgrahrough experimental
process that the more effective method for CCsssore.

Z-score is a method that involves score distrilbu{t®eD) and the aim is to succeed the
fusion of ranking lists into one. In the beginnirlge scores are normalized to the
number of standard deviations depending on if greyhigher or lower than the mean
score.

The function of this method is described as follows

Assuming there are three ranking lists for a queagh one for each descriptor (JCD,
BTDH, SpCD). Thus, for each imadeis calculated the Z-score for each one of the
ranking lists according to the function:

(i) - A
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Where s(1) is the distance of the imadewith a query imagey the mean (average

value of distances) and the typical deviation. Finallys’(l) values of each image
are sorted in a new ranking list.

4. Gustafson Kessdl Fuzzy Classifier

Gustafson Kessel (GK) [Gustafson et Al., (1978¢ssifier is an expansion of the
fuzzy C-Means classifier. By replacing the Euclunlehistance by the Mahalanobis
distance, ellipsoidal clusters could also be retmghinstead of only spherical ones.
In this paper, GK classifier classifies the framee a preset number of clusters. The
centroids of the clusters are equivalent to thefkayes of the video.

The Gustafson Kessel algorithm:

Let the total of prototypeX = {X, X,,..., %} with X; € R,
Definition:

a) L : the number of the clusters

b) a : the preset maximum number of repetitions

c) V. : the vector of the cluster center



d) C : the covariance array of the cluster

The U° table of participatory functions is started, eitla¢ random or based on a
particular approach. The centers\6f clusters and the covariance matrix@$ are

calculated. Then, the table®’ of the clusters are calculated. Next, thé tables are
recalculated. A value is set for. Indicatora=0.

The calculation process starts as:

i) Calculation oW :
1 n

V=—"->Ux% i=12,..n k=12,..n )
k=1
i) Calculation ofC :
C=> ur(%-yx(x-w" i=12,..L k=12..n (3)
k=1
iii) Calculation ofA:
A=C'=0det(G)C)* i=12,..L (4)

iv) The Mahalanobis distance of every prototype of the cluster(v,, A) is

calculated:
d2 =(x-Vv)" x Ax(x-V) i=12,..L k=1,2,..n (5)

v) Then, the new participatory functidd® of every prototype in every cluster is

calculated:
1
d;

1
A
i=1 dii

The calculation process is repeating, increasingryetime the number of the
repetitionsa (a= a+1), until ‘ui(ka) -u<e.

u, = i=1,2,..L k=12,..n (6)




5. mplementation- Method Overview

This method is designed to generate automaticallleov summaries, which is
allocated mainly for being applied to on-line vide@d detailed description of the
method is demonstrated in the following steps:

To begin with, the video is decomposed into itsnea. Each frame corresponds to
independent image. The first step includes the mynaonstruction of an artificial
image. Every pixel of the artificially generatedaige is the corresponding most
frequent used pixel of all the frames. In other agoas artificially generated image is
defined an image, whose each pixel is describeatidyjollowing equation:

F(R’ G’ B)x,y :Z p:rame( R G Bxy (7)
P(R G B, = Riaxrran,,) (R G By, (8)

Where F(R, G, B), , is the number of pixels that can be found in thsitm x,y

and their value isPg,..(R G B, ,. The (R,G,B) value of pixel of the artificial

image in a position x,y equals to the value (R,&Bbhe pixels that have the higher
F(R G, B)X,y.

In order to avoid out of memory problems and to entie algorithm more efficient
and quicker, all the frames of the video are rekinéo a smaller size. This procedure
Is taking place using tiles for each frame, andthetentire frame. For the calculation
of the tiles of each frame is used the bicubic metand the final size of each tile is
set to be 64X64 pixels. This number is chosen esnapromise between the image
detail and the computational demand.

In the next step for each frame of the video thenfact Composite Descriptors
(CCDs) are calculated. Note that, the descriptoes calculated from the original
frames and not from the resized ones. The CCDwigew's that are extracted are the
Joint Composite Descriptor (JCD), the Brightnessd arexture Directionality
Histogram (BTDH) descriptor and the Spatial ColastBbution Descriptor (SpCD).

As it has already mentioned, authors expand thielgmoof video summarization to a

single query image retrieval problem. The artificaage is used as the query image
in order to retrieve and sort the frames of thes@ido ranking lists. This sorting is

accomplished bycalculating the distance between the descriptorshef artificial



image and the descriptors of each frame. The distasm calculated by using the
Tanimoto coefficient .The procedure is repeatingdweery descriptor (JCD, BTDH
and SpCD) and in the end three ranking lists anstcocted.

Afterwards, given that in the procedure participdwee descriptors and hence three
ranking lists are created, it is necessary thefuef these three ranking lists into one.
Thus, the late fusion method Z-score is used, witizlculates a score (Z-score),
which is the distance between each frame and ftifeciatly generated image, and
then fuses the three lists into one according ® shore. The late fusion method
results in the creation of a ranking list, thatluges all the frames sorted based on
their Z-score.

The final ranking list is actually an array, whidlhstrates for every frame its distance
from the artificially generated image. Those dis&m are used as input into the
Gustafson Kessel fuzzy classifier and are sepaiateda preset number of clusters.
Each cluster corresponds to a “scene”. The totéh@f‘scenes” describes the whole
video.

For each cluster there is a representative keydravhich describes the cluster. This
key frame is the nearest one of all the correspandliames to the center of the

cluster as it results from the Gustafson Kessalyfutassifier. Thus, for each cluster a
key frame is extracted. These key frames are cermidas the most significant

frames of the cluster. A significant characteristiche proposed method is that each
frame of the video may participate to one or mbwntone of the generated clusters,
which leads to the generation of a fuzzy video samymThe method presented in this
paper extracts four key frames, while the methadessily be expanded for a largest
number of clusters.
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Figure 1. Systems’ Screenshot



In order to be illustrated the participation of Bvdrame in every scene/cluster
visually, is used a fuzzy timeline as illustratedFigure 1. Below every key frame,
which has been calculated according to the proposstiod, there is a timeline. The
green color corresponds to the parts of the vidabgarticipate in this scene. The hue
of the color corresponds to the degree of the @pdiion value of every frame,
according to the following equation:

Color=(R G B = (0, m0) (9)

Where m is the participation value in this class. In cafan =1 (full participation)
the color is green, while in case wi= 0 the color is black.

6. Experimental Results and Evaluation

In order to evaluate the proposed method, the atialumethod that was proposed in
[Yahiaoui et Al., (2001)] is used.

Video URL Proposed Method CKE_ ?/Ize\iﬂ;h FE_ Ll-é::i;h A%ﬁﬁ%ﬂggrnims
http://tinyurl.com/2dk3nsn 93.75 94.20 91.20 95.60
http://tinyurl.com/y8rn76q 78.48 65.45 72.32 61.23
http://tinyurl.com/336bcxd 76.92 72.65 73.20 75.20
http://tinyurl.com/349ge3v 91.57 85.20 87.25 90.24
http://tinyurl.com/3y8xlg 97.2¢ 98.20 95.3¢ 98.20
http://tinyurl.com/36uoajk 82.24 86.20 80.50 80.20
http://tinyurl.com/2vgtchr 82.83 70.98 51.40 78.56
http://tinyurl.com/yqr5h7 87.58 72.56 73.88 89.00
http://tinyurl.com/qygm56 93.92 94.50 92.47 90.24
http://tinyurl.com/24Ig6yu 87.40 86.75 80.99 83.53
Overall 87.192 82.66¢ 79.85% 84.20(

Table 1. Experimental Results



According to this method, the descriptors of thg kmmes are extracted and this
time, these images are used as query images. Tdaignthat the descriptors of the
key frames are compared to the corresponding-gescsiof all the frames and based
on the distance between each frame of the viddotive key frames, ranking lists are
constructed. Thus, at the end of the proceduresvery key frame, three ranking lists
are constructed, given that three descriptors qipatie in the procedure. The late
fusion method Z-score is used once more in ordéude these three raking lists into
one. Afterwards, the number of the frames of tlite®j whose distance from at least
one key frame is smaller than a threshold (seleexgerimentally) according to the

pre-mentioned ranking lists, is counted. Thus, fieecentage of the frames of the
video that correspond to the key frames, out otaked frames of the video is known.

Experiments were done in 10 videos selected fromTYibe. The average length of
these videos is 4.197 minutes. According to expemiad results the average of
evaluation results comes up86.192%.

In order to compare the proposed method to otheéhads, the method that was
proposed in [Lux et Al., (2009)] was modified, $@t four clusters are generated. As
illustrated in Table 1, the proposed method aclieame average score 87.192%
that appears to be much higher than the scoreedfttter accomplished methods.

7. Conclusions

In this paper, a novel technique to summarize a&ojidbased on the Compact
Composite Descriptors and a fuzzy classifier isppsed. The proposed algorithm
appears to have better results than the methodd umsdhe literature and is
characterized by its ability to classify in a fuaggy the frames of the video in the
produced clusters.

The proposed method supports basic techniqueauforef expansion. A future plan
constitutes the generation of a system, which dmgsinclude a preset number of
clusters but dynamically calculates their apprdprane.
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