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Machine learning competition with a $1 million prize
NETELIX

Leaderboard

Display top| 20 | v |leaders.

?eam Name % Improvement Last Submit Time

The Ensemble 10.10 2009-07-26 18:38:22

. 10.09 2009-07-26 18:18:28

ot prce wose <—owses
3 Grand Prize Team 0.8571 991 2009-07-24 13:07:49
4 utions and Vandelay United 0.8573 9.89 2009-07-25 20:05:52
5 andelay Ind 0.8579 9.83 2009-07-26 02:49:53
8 PragmaticThec 0.8582 9.80 2009-07-12 15:09:53
7 BellKor in Bit 0 0.8590 9.7 2009-07-26 12:57:25
8 0.8603 9.58 2009-07-24 17:18:43
9 0.8611 9.49 2009-07-26 18:02:08
10 0.8612 9.48 2009-07-26 17:12:11
1 0.8613 9.47 2009-06-23 23:06:52
12 0.8613 9.47 2009-07-24 20:06:46
13 0.8633 9.26 2009-07-2102:04:40
14 0.8634 9.25 2009-07-26 15:58:34
15 0.8642 9.17 2009-07-25 17:42:38
16 Invisible Ideas 0.8644 9.14 2009-07-20 03:26:12
17 Justa guyin a garage 0.8650 9.08 2009-07-22 14:10:42
18 Craig Carmichael 0.8656 9.02 2009-07-25 16:00:54
19 J Dennis S 0.8658 9.00 2009-03-1109:41:54
20 acmehill 0.8659 8.99 2009-04-16 06:29:35

Recommendations § Friends § Queue § Buy DVDs

Netflix Top 100  Crits

nres > New Releases Previews

ies For You

OwWiNng movies warne
on your interest in

cel¥nidBe v G
startDa taA
istanc eBD~

Fin(), gamani)d
B - o - g tys 181 ¢
BT AASS

Ba
ran ce (55
paprpatas

44— users P>

H->Rrecove & 1 213|572

movies| ? | 1 2

¢n rdeer

”‘1_[1.1!

. 4 4|5 |7

Lc




Bias/Variance Tradeoff

High Bias Low Bias
Low Variance High Variance
g it i L e i e, e S R = e e e -

Test Sample

-

Prediction Error

.

Training Sample

Low High
Model Complexity

Hastie, Tibshirani, Friedman “Elements of Statistical Learning” 2001



Reduce Variance Without
Increasing Bias
» Averaging reduces variance:

— Var(x (when predictions
Var(X) = I\§ ) are independent)

Average models to reduce model variance

One problem:
only one training set
where do multiple models come from?




Bagging: Bootstrap Aggregation

 Leo Breiman (1994)

. '[I')ake repeated bootstrap samples from training set

» Bootstrap sampling: Given set D containing N
training examples, create D’ by drawing N
examples at random with replacement from D.

« Bagging:
— Create k bootstrap samples D, ... D,.
— Train distinct classifier on each D..

— Classify new instance by majority vote / average.



General ldea

Step 1:
Create Multiple
Data Sets

Step 2:
Build Multiple
Classifiers

Step 3:
Combine
Classifiers
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Bagging

Sampling with replacement

Training Data

Data ID -
Original Data 1 2 3 4 5 6 7 8 9 10
Bagging (Round 1) 7 8 10 8 2 5 10 10 5 9
Bagging (Round 2) 1 4 9 1 2 3 2 7 3 2
Bagging (Round 3) 1 8 5 10 5 5 9 6 3 7

Build classifier on each bootstrap sample

Each data point has probability (1 — 1/n)"
of being selected as test data

Training data = 1- (1 — 1/n)" of the original
data



The 0.632 bootstrap

* This method is also called the 0.632 bootstrap

— A particular training data has a probability of
1-1/n of not being picked

— Thus its probability of ending up in the test
data (not selected) is:

(1 - 1) ~e1=0.368
n

— This means the training data will contain
approximately 63.2% of the instances



Bagging Example
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deC|S|on tree learning algorithm; very similar to ID3
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100 bagged trees
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Example of Bagging

Assume that the training data is:

+1 04t00.7: -1 +1

0.3 0.8

Goal: find a collection of 10 simple thresholding classifiers that
collectively can classify correctly.
-Each simple (or weak) classifier is:
(x<=K - class = +1 or -1 depending on
which value yields the lowest error; where K
is determined by entropy minimization)

v



Random Forests

 Ensemble method specifically designed for
decision tree classifiers

* Introduce two sources of randomness:
“Bagging” and “Random input vectors”

— Bagging method: each tree is grown using a bootstrap
sample of training data

— Random vector method: At each node, best split is
chosen from a random sample of m attributes instead
of all attributes



Random Forests

Original
Training data

Step 2:
Use random
vector to
build multiple
decision trees

Step 3:
Combine
decision trees

. Step 1:
Randomize} Create random
vectors

Figure 5.40. Random forests.




Methods for Growing the Trees

 Fixam<=M. At each node
— Method 1:

« Choose m attributes randomly, compute their information
gains, and choose the attribute with the largest gain to split

— Method 2:

* (When M is not very large): select L of the attributes
randomly. Compute a linear combination of the L attributes

using weights generated from [-1,+1] randomly. That is, new
A = Sum(Wi*Ai), i=1..L.

— Method 3:

« Compute the information gain of all M attributes. Select the
top m attributes by information gain. Randomly select one of
the m attributes as the splitting node.



Random Forest Algorithm:
method 1 in previous slide

1. Forb=1 to B:

(a) Draw a|bootstrap sample|Z* of size N from the training data.

(b) Grow a random-forest tree 1} to the bootstrapped data. by re-
cursively repeating the following steps for each terminal node of
the tree, until the minimum node size n,,;,, 1s reached.

1. Select|m variables at random|from the p variables.

ii. Pick the best variable/split-point among the m.

iil. Split the node into two daughter nodes.
2. Output the ensemble of trees {1}, } 5.
To make a prediction at a new point x:
Regression: AB(r) =L ZB 1Ty ()
, g e e X /] /e N ]_‘f . — B b:]_ b ke .

Classification: Let Cy(x) be the class prediction of the bth random-forest
tree. Then Cff(x) = majority vote {Ci(z)}{.



Reduce Bias? and Decrease
Variance?

Bagging reduces variance by averaging
Bagging has little effect on bias
Can we average and reduce bias?

Yes:

* Boosting



