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Abstract� A new information�theoretic approach is presented for ana�
lyzing fMRI data to calculate the brain activation map� The method is
based on a formulation of the mutual information between two waveforms�
the fMRI temporal response of a voxel and the experimental protocol
timeline� Scores based on mutual information are generated for all voxels
and then used to compute the activation map of an experiment� Mutual
information for fMRI analysis is employed because it has been shown to
be robust in quantifying the relationship between any two waveforms�
More importantly� our technique takes a principled approach toward cal�
culating the brain activation map by making few assumptions about the
relationship between the protocol timeline and the temporal response of
a voxel� This is important especially in fMRI experiments where little is
known about the relationship between these two waveforms� Experiments
are presented to demonstrate this approach of computing the brain acti�
vation map� Comparisons to other more traditional analysis techniques
are made and the results are presented�
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� Introduction

We present a novel method based on an information�theoretic approach to �nd
the brain activation maps for fMRI experiments� In this method� mutual infor�
mation is calculated between the temporal response of a voxel and the protocol
timeline of the experiment� This value can then be used as a score to quantify
the relationship between the two waveforms� Mutual information is appropriate
for fMRI analysis because it has been shown to be more robust than other meth�
ods in identifying complex relationships �i�e� those which are nonlinear and�or
stochastic�� More importantly� our nonparametric estimator of mutual informa�
tion requires little a priori knowledge of the relationship between the temporal
response of a voxel and the protocol timeline� Over the past few years� mutual
information has been used to solve a variety of problems 	
� �� ��

� Background

��� Functional Magnetic Resonance Imaging

Functional magnetic resonance imaging is a powerful new imaging modality with
the ability to noninvasively generate images of the brain that re�ect brain tissue
hemodynamics� Brain tissue hemodynamics are spatially related to the metabolic
demands of the brain tissue caused by neuronal activity� Therefore� indirectly�
this imaging modality can capture brain neuronal dynamics at di�erent sites
while being activated by sensory input� motor performance� or cognitive activity�

The speci�c area of fMRI analysis we address in this paper is the identi��
cation of those voxels in the fMRI scan which are functionally related to the
experimental stimuli� This entails determining whether the acquired temporal
response of a voxel during the scan is related to the experimental protocol time�
line that is used during the scan� This relationship is di�cult to establish for the
following reason� it is known from single unit recording studies that the response
characteristics of neurons di�er between brain regions and in relationship to dif�
ferent stimuli� Some neurons may respond to stimuli with brief transient activity�
whereas others might show more sustained activity to the same stimulation� As
cognitive and psychological variables such as habituation and attention are added
to the equation� the relationship between brain activity and stimuli becomes even
more complex 	�� This� coupled with the fact that fMRI measurements�which
do not directly measure brain activities�are many steps removed from single unit
recordings� makes the relationship between the two waveforms even harder to
establish� Because of the complex� most certainly nonlinear and perhaps stochas�
tic� nature of the relationship between the two waveforms� it has been di�cult
to �nd a suitable metric to quantify the dependencies� The technique we present
in this paper can be used to overcome such obstacles�

��� Popular Strategies for Analysis of fMRI data

Currently� the popular analysis methods used to obtain the activation map in�
cludes direct subtraction 	�� correlation coe�cient 	�� ��� and the general linear
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model 	�� Quantitative comparisons of these methods are di�cult given the ab�
sence of ground truth� little knowledge about human brain activation patterns�
and the indirect role fMRI plays in capturing brain activation� The following is
a short description of the popular fMRI analysis techniques�

Direct Subtraction �DS� This method involves calculating two mean intensi�
ties for each voxel�one mean value calculated based on averaging together all the
temporal responses acquired during the �task� period� and the other mean value
calculated based on averaging together all the temporal responses acquired dur�
ing the �rest� period of an experiment� To determine whether a voxel is activated
or not� one mean intensity is subtracted from the other� Voxels with signi�cant
di�erence in the mean intensities of the two data groups are identi�ed as being
activated� To yield a statistic to identify signi�cant di�erence in the intensities�
a Student�s t�test is employed� This test determines whether the means of the
two data groups are statistically di�erent from one another by utilizing the dif�
ference between the means relative to the variabilities of the two data groups�
The t�value this method generates� for a temporal response y� is calculated as

t �
�yon � �yoffr
��yon
Non��

�
��yoff
Noff��

where yon and yoff denote the set of data points in the temporal measurements
that correspond to the �task� and the �rest� periods� respectively� and Non and
Noff denote the number of time points that corresponds to the �task� and the
�rest� periods� respectively� The mean and variance of the data group yon are
denoted as �yon and ��yon � respectively� Likewise� the mean and variance of the
data group yoff are denoted as �yoff and ��yoff � respectively� The major short�
coming associated with this method is that it relies heavily on the assumption
that temporal measurements of a given voxel can be partitioned into two data
groups� each normally distributed according to a di�erent mean and variance�

Correlation Coe�cient �CC� The correlation coe�cient �xy is a normalized
measure of the correlation between the reference waveform x and the measure�
ment waveform y� and is de�ned by

�xy �

P
�x� �x��y � �y�pP

�x � �x��
P

�y � �y��

where �x and �y denote the means of x and y� respectively� The summation is taken
over all the time points in the waveform� It is easy to establish that�� � �xy � ��
Voxels with large j�xyjs are considered to be activated� For this method� j�xyj is
used as the test statistic for statistical inference� Given the design of this method�
it is expected that the choice of the reference waveform is vital to the success
of this technique� Various waveforms have been used 	�� ��� however� with so
many unknown factors at play in measuring the brain activation patterns� it is
di�cult to pin point which reference waveform is the appropriate one to use�
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General Linear Model �GLM� The statistical models used for parameter
modeling in the two previously described analysis methods are both special
cases of the general linear model� This model is a framework designed to �nd
the correct linear combination of explanatory variables �such as hemodynamic
response� respiratory and cardiac dynamics� that can account for the temporal
response observed at each voxel during an experiment� Assume that there exists
T number of time point measurements per voxel in the fMRI data set� Let yt
denote the measurement at some voxel at time t� and let �t denote the error term
associated with the linear model �t at that same voxel at time t� with � � t � T �
Here� �t � N ��� ���� Suppose there are J number of explanatory variables in the
linear model� Let xjt denote the value of the jth explanatory variable at time t

with � � j � J � Also let �j denote the scaling parameter for the jth explanatory
variable� With these de�nitions� the general linear model can be written as�

����
y�
y�
���
yT

�
���� �

�
����
x�� x�� � � � x�J
x�� x�� � � � x�J

���
� � �

���
xT� xT� � � � xTJ

�
����

�
����
��
��
���
�J

�
�����

�
����
��
��
���
�J

�
���� �

The above equation can be written succinctly in matrix notation as Y � X� � ��
In general� X is full rank and the number of explanatory variables J is less than
the number of observations T indicating that the method of least squares can
be employed to �nd the scaling parameters �� Since XTX is invertible� the least
squares estimate for �� which we denote by ��� is �XTX���XTY � Then �� is used
to test whether it corresponds to the model of an activation response �as speci�ed
in X� or the null hypothesis� One of the major problems associated with this
method is in the design of X � As mentioned earlier� little is known about the
relationship between fMRI temporal response and brain stimulation� Hence� it
is di�cult to identify the necessary explanatory variables that can account for
the temporal responses seen in fMRI measurements�

� Description of Method

��� Mutual Information and Entropy

Mutual information �MI� and entropy are concepts which underly much of in�
formation theory 	�� They cannot be adequately described within the scope of
this paper� Su�ce it to say that MI is a measure of the information that one
random variable �RV� conveys about another� and entropy is a measure of the
average uncertainty in a RV� Both quantities are expressed in terms of bits of
information� Here� we demonstrate the appropriateness of MI for fMRI analysis�

The mutual information� I�u� v�� between the RVs u and v� is de�ned as 	�

I�u� v� � h�v�� h�vju� � h�u�� h�ujv�� ���

where the entropy� h�v�� quanti�es the randomness of v and the conditional
entropy� h�vju�� quanti�es the randomness of v conditioned on observations of
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u� These terms are described by the following expectations�

h�v� � �Ev 	log��P �v��

h�vju� � �Eu 	Ev 	log
�
�P �vju�� �

where P denotes probability density� It is clear from ��� that MI is symmetric�
That is� the information that u conveys about v is equal to the information
that v conveys about u� Furthermore� since u is a discrete RV in our case and
conditioning always reduces uncertainty �h�ujv� � h�u��� v can convey at most
h�u� bits of information about u �and vice versa�� We can therefore lower and
upper bound the MI between u and v by � and h�u�� respectively�

��� Calculation of Brain Activation Map by MI

We present nonparametric MI as a formalism for uncovering dependencies in
calculating the fMRI activation map� Recall that in our speci�c application� we
seek at most one bit of information �whether or not a voxel is activated�� This
impacts our choice of the reference waveform� The reference waveform need be no
more complicated than our hypothesis space �� bit�� The protocol timeline shown
in Fig� � is the simplest model of our hypothesis space and is su�cient as the
reference waveform when using MI as the basis for comparison� More elaborate
waveforms can be employed� but they imply more information than is necessary�
The consequence of this is that complicated waveform design in unnecessary the
reference waveform need only adequately encode the hypothesis space�

Sv|u=0

Sv|u=1
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Fig� �� Illustration of the Protocol Timeline� Svju��� and Svju���

In the following derivation� we will refer to the temporal response of a voxel
as v� and the reference waveform as u� We have already established the appro�
priateness of using the protocol timeline as the reference waveform u� As such�
u only takes on two possible values� � and �� so we can rewrite equation ��� as

I�u� v� � h�v�� P �u � ��h�vju � ��� P �u � ��h�vju � �� �
�

where P �u � �� and P �u � �� are the a priori probabilities of u taking on the
values of � and �� respectively� By the nature of the protocal timeline� these two
probabilities are both ����
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As an illustrative example� suppose v is a scaled and biased version of u �i�e�
v � cu � d where c� d � � and c �� ��� Then

h�vju � �� � �Ev 	log
�
�P �vju � ��� � �Ev 	log

�
��� � � bits�

h�vju � �� � �Ev 	log
�
�P �vju � ��� � �Ev 	log

�
��� � � bits�

h�v� � �Ev 	log
�
�P �v�� � �Ev 	log

�
����� � � log

�
����� � � bit�

so that I�u� v� � � bit� This is the maximum MI that can be achieve between
the square wave u and any other waveform v� Since only � bit of information is
encoded in u� only � bit of MI can exist between u and any v�

��� Estimating Entropies

Evaluating equation �
� lies in computing h�v�� h�vju � ��� and h�vju � ��� Com�
puting these entropies require P �v�� P �vju � ��� and P �vju � ��� In general� we
do not have access to these probability densities and hence cannot calculate the
entropies directly� We choose a nonparametric method using the leave�one�out
procedure to estimate the entropy of an RV from a sample� We employ Parzen
window density approximation technique 	! in which windowing functions� cen�
tered on the various samples of the RV� are superposed to yield an estimate of
the RV�s probability density� For convenience� we choose the Gaussian density
as the windowing function� To be explicit� our estimate for P �v� is

�P �v� �
�

�NSv � ��

�
� X
vj�Sv

G��v � vj��G����

�
�

where NSv is the number of data points in the sample set Sv and G� is the Gaus�
sian density function with � as the standard deviation of the density function�
Set Sv is composed of all the data points from v� Our estimate for P �vju � �� is

�P �vju � �� �
�

�NSvju�� � ��

�
� X
vj�Svju��

G��v � vj��G����

�
�

where NSvju�� is the number of data points in the sample set Svju��� The sample
set is composed of the subset of data points from v with time points correspond�
ing to when u � �� Our estimate for P �vju � �� is

�P �vju � �� �
�

�NSvju�� � ��

�
� X
vj�Svju��

G��v � vj��G����

�
�

where NSvju�� is the number of data points in the sample set Svju��� The sample
set is composed of the subset of data points from v with time points correspond�
ing to when u � ��
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We have found that the Parzen windowing method of estimating the proba�
bility density functions is sensitive to the choice of the � used for the Gaussian
windowing function� i�e� the kernel size of the windowing function� We chose the
kernel size that maximizes the log�likelihood of the data set used for the density
estimation� For example� the kernel size ��ML used to estimate h�v� is

��ML � arg max
�

�	

log

�

�NSv � ��

�
� X
vj�Sv

G��v � vj��G����

�
�
��
 �

The next step in calculating the entropies is in evaluating the expectations�
Direct evaluation of these expectations is di�cult so sample mean is used as an
approximation to the expectations 	�� �� Using this approach� we obtain approx�
imations to the entropies h�v�� h�vju � ��� and h�vju � ���

� Experimental Results

We applied the above described fMRI analysis method to a set of fMRI data
that examines right�hand movements� The data set contains !� whole brain
acquisitions with each whole brain acquisition containing 
� slice images�

�a� DS �b� CC �c� GLM �d� MI

Fig� �� Comparison of fMRI Analysis Techniques�

Only the analysis results from the ��th coronal slice of the whole brain ac�
quisition are shown in Fig� 
� The �gure provides a qualitative comparison of our
analysis technique with other techniques previously mentioned in this paper� A
quantitative comparison of these di�erent methods is di�cult since the ground
truth is unknown� In keeping with the fairness of the comparison� the threshold
�which determines whether a voxel is activated or not� that yields the �best�
activation map for each analysis technique is used� For this particular fMRI
data set� the �best� activation map is judged based on the prior expectation
that brain activation is restricted to the left primary motor cortex and occurs in
clusters� It is important to point out that MI is inherently a normalized measure
so for our technique� the threshold can be speci�ed meaningfully in terms of bits
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of information� Fig� 
�d� is obtained using a threshold of ��� bits� It can be seen
that all four techniques yield similar results� As mentioned earlier and as evident
in Fig� 
� it is di�cult to determine whether one method is better than another�
We can� however� conclude from the experimental results that MI can o�er a
new viable alternative for fMRI data analysis�

� Summary

We have developed a theoretical framework for using MI to calculate the fMRI
activation map� While there are many existing approaches to calculate the ac�
tivation map� all these techniques depend on some a priori assumptions about
the relationship between the protocol timeline and the fMRI voxel temporal re�
sponse� The strength of our approach is that it relies on sound theoretical prin�
ciples� it is fairly easy to implement� and does not require strong assumptions
about the nature of the relationships between the fMRI temporal measurements
and the protocol timeline� while still retaining the ability to uncover complex
relationships �beyond second�order statistics�� In addition� experimental results
con�rmed that this information�theoretic approach can be as e�ective as other
methods of calculating activation maps�
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