
1

Interactive Tone Mapping
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Abstract. Tone mapping and visual adaptation are crucial for the generation of
static, photorealistic images. A largely unexplored problem is the simulation of
adaptation and its changes over time on the visual appearance of a scene. These
changes are important in interactive applications, including walkthroughs or games,
where effects such as dazzling, slow dark-adaptation, or more subtle effects of vi-
sual adaptation can greatly enhance the immersive impression. In applications such
as driving simulators, these changes must be modeled in order to reproduce the vis-
ibility conditions of real-world situations. In this paper, we address the practical
issues of interactive tone mapping and propose a simple model of visual adaptation.
We describe a multi-pass interactive rendering method that computes the average
luminance in a first pass and renders the scene with a tone mapping operator in the
second pass. We also propose several extensions to the tone mapping operator of
Ferwerda et al. [FPSG96]. We demonstrate our model for the display of global
illumination solutions and for interactive walkthroughs.

1 Introduction
The human visual system performs effectively over a vast range of luminous intensi-
ties, ranging from below starlight, at 10−6cd/m2, to sunlight, at 106cd/m2. The visual
system copes with the high dynamic range present in real scenes by varying its sensi-
tivity through a process known as visual adaptation. Visual adaptation does not occur
instantaneously. Hence, the time course of such variations in luminance is also impor-
tant. The recovery of sensitivity from dramatic light to dark changes, which can take
tens of minutes, is known as dark adaptation; the faster recovery from dark to light
changes or small light decrements, which can take seconds, is known as light adapta-
tion. Moreover, our visual system does not function equally at all illumination levels.
In dark scenes we are unable to distinguish colors and our acuity is low, while as the
luminance is increased, colors become increasingly vivid and acuity increases. Another
fascinating feature of vision is chromatic adaptation, which allows us to discount the
illuminant: a given object seen under sunlight (bluish) or under a tungsten illuminant
(yellowish) will be perceived as having a constant color, although the physical stim-
uli arriving at the eye have objectively different hues. This explains why a variety of
photographic films are necessary to obtain a correct color balance.

The ability to simulate the time course of visual adaptation is important for a variety
of visual simulation applications. In architectural walkthroughs, for example, the per-
ceptual effects due to lighting variations between different rooms or between interior
and exterior spaces must be displayed with good subjective fidelity in order to convey
the ambiance of these environments. For driving simulators, the ability to model adap-
tation is essential not only for providing a sense of immersion but also in accurately
reproducing the visibility conditions actually encountered in real scenes. A particular
modeling challenge is the slow dark adaptation and dazzling during light adaptation that
a driver would face when entering and then leaving a tunnel. In addition, when driving
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at night, the visibility of traffic signs and traffic lights is a major concern. A similar need
for modeling accuracy exists in the case of immersive VR safety training, for example
for hazardous factories. The realism of games can also benefit from visual adaptation
simulation. Because these applications also rely on 8 bits displays, the dynamic range
cannot exceed two orders of magnitude. The use of Digital Mirror Devices or direct
projection on the retina to obtain a higher dynamic range has however great potential.

In order to address the problem of mapping image luminances into the displayable
range of a particular output device, a variety of tone reproduction operators have been
developed [TR93, War94, CHS+93, Sch95, FPSG96, WLRP97, GTS+97, PFFG98,
THG99, Tum99, TT99]. However, most existing tone mapping operators are based
on steady-state viewing conditions and have been developed as post-processes for static
images. They therefore do not model the time course of visual adaptation discussed
above, with the notable exception of the work by Ferwerda et al. [FPSG96], which
introduces a specific case of transient adaptation, and the forthcoming work by Scheel
et al. [SSS00] and Pattanaik et al. [PTYG00]. As a result, although lighting simulation
methods are able to simulate a variety of lighting effects, the display of the results still
lacks an important part of the perceptual experience. In order to address this problem,
the time component must be integrated into the tone mapping process to provide a faith-
ful subjective impression for interactive visualization. This involves first understanding
and modeling the mechanisms of human perception, and second being able to perform
such a tone mapping interactively. The current paper focuses on the latter, while the
former will be the subject of a companion paper [DD00].

This paper describes a system that performs tone mapping interactively. We take
as input a 3D model with high dynamic range colors at vertices, and tone mapping
is performed on-the-fly while the user walks through the scene. We present a simple
model of light adaptation, and use flares to increase the subjective brightness of visible
light sources, and simulate the loss of acuity in dark conditions.

1.1 Visual adaptation

In this section we briefly review the mechanisms of visual adaptation. More detailed
descriptions can be found in [Fer98, FPSG96, HF86, WECaS90].

The human eye has two different types of photoreceptors. Cones are responsible
for sharp chromatic vision in luminous conditions, or the photopic range. Rods provide
less precise vision but are extremely sensitive to light and allow us to see in dark con-
ditions, or the scotopic range. Both rods and cones are active in moderately luminous
conditions, known as the mesopic range.

Light adaptation, or simply adaptation, is the (fast) recovery of visual sensitivity
after an increase or a small decrease in light intensity. Otherwise, the limited range
of neurons results in response compression for (relatively) high luminances. This is
why everything appears white during the dazzling observed when leaving a tunnel. To
cope with this and to always make the best use of the small dynamic range of neurons
(typically 1 to 40 [WECaS90]), sensitivity is controlled through multiplicative (gain-
control) and subtractive mechanisms. In previous work on tone reproduction operators,
all of these mechanisms are modeled as multiplicative; we make this general assumption
in our work as well. It is reasonable for the steady state, however since subtractive
and multiplicative mechanisms have different time-constants and different effects, they
should be differentiated for a more accurate simulation of adaptation [DD00].

Dark adaptation is the (slow) recovery of sensitivity after a dramatic reduction in
light. It can take up to tens of minutes. The classic example of this is the adaptation one
experiences on a sunny day upon entering a theater for a matinée. Initially, everything
inside appears too dark, and visual acuity is, at best, poor.
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Note that all of these mechanisms are local, i.e. they occur independently for single
receptors or for small “pools” of receptors. In this paper, we will however make the
assumption of a global adaptation state for the entire image. This is motivated by effi-
ciency considerations, but also because considering local adaptation states is extremely
challenging. The interaction between local adaptation and eye-gaze movements is very
complex and is left as a subject of future research. However, choosing a single adap-
tation level (or “average” light intensity) is not trivial, as we will discuss in Section
4.

Chromatic adaptation allows us to perceive objects as having a constant color, even
if they are observed under illuminants with varying hues. This type of adaptation in-
volves mechanisms in the retina as well as higher level mechanisms [Fai98]. It can be
reasonably modeled as a different gain-control for each cone type, which is called Von
Kries adaptation. Chromatic adaptation can be complete or partial and takes approxi-
mately one minute to completely occur [FR95]. One of the fascinating aspects of this
type of adaptation is that it is not driven by the average color of the stimulus, but by
the color of the illuminant: our visual system is somehow able to distinguish the color
of the illuminant and discount it, similar to the function of the white balance feature of
camcoders [DL86, Fai98, Bre87].

1.2 Previous work

A comprehensive review and discussion of the issues in tone mapping can be found in
the thesis by Tumblin [Tum99]; we review issues pertinent to our operator below.

Tone mapping operators can be classified into two categories: global and local.
Global operators use the same function for each pixel to map physical radiances into
image colors, while local operators vary the mapping across the image. The simplic-
ity of global methods makes them more suitable for interactive applications than local
methods. The classic tone reproduction process used in photography, film, and printing
is global, using an S-shaped response [Hun95].

Tumblin and Rushmeier [TR93] brought the issue of tone reproduction to the at-
tention of the graphics community. Their global tone mapping operator preserves the
impression of brightness. Ward’s visibility preserving operator [War94] ensures that
the smallest perceptible intensity difference (“Just Noticeable Difference”) in the real
scene will correspond to the smallest perceptible difference in the image.

Ferwerda et al.’s global visibility preserving operator [FPSG96] accounts for the
transition between achromatic night vision and chromatic daylight vision. In addition,
this model introduces the time course of dark and light adaptation for two specific con-
ditions: 1) the sudden transition from a steady illuminated scene to a dark scene and 2)
the transition from a completely dark scene to a steady illuminated scene. This model
also simulates the loss of acuity for low-light vision. Our work builds on this operator
in several respects. In particular, we introduce a more psycho-physically based formula
for mesopic conditions, and add a blue-shift to improve the appearance of dark scenes.
We also introduce models for transient light adaptation and chromatic adaptation. Fi-
nally, we improve their formula for the loss of acuity.

Ward-Larson et al. [WLRP97] propose a very efficient and elegant tone mapping
operator based on histogram adjustment. Tumblin et al. [THG99] present two original
methods; in the first one they decompose an image into layers, such as reflectance
and illumination. They apply a compression of the high dynamic range only to the
illumination layer. In the second method, the adaptation level is specified by the area of
interest (fovea) which the user selects with a mouse.

On the other hand, local operators [CHS+93, Sch95, PFFG98, TT99] use a dif-
ferent mapping for each pixel, typically depending on the intensity of its surrounding
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pixels. They are more computationally demanding and are currently not well suited for
interactive implementations. The method by Pattanaik et al. [PFFG98] is nonetheless
of interest for our work, as it is the only operator that takes chromatic adaptation into
account.

The modeling of flares and glares [NKON90, SSZG95, WLRP97, MH99] is an
additional method to increase the subjective brightness of parts of the image, such as
those containing light sources. In addition, they simulate the loss in visual sensitivity
in the direction of strong sources.

All the methods presented so far are applied in a post-processing phase, which takes
high dynamic range images as input. Recently, Scheel et al. [SSS00] have proposed a
system that performs tone mapping on-the-fly for radiosity solutions with high dynamic
range colors at the vertices. They compute the adaptation level using samples obtained
through ray-tracing and perform interactive tone mapping using the texturing hardware:
the tone mapping function is computed for each frame and stored as a texture. We
present an interactive system based on an alternative approach. Our system provides
a more general tone mapping operator, albeit at the expense of speed. Pattanaik et al.
also recently proposed a simplified model of dynamic adaptation [PTYG00]. However,
they do not address interactive applications.

2 System architecture

z-buffer
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Compute
adaptation level

Time-dependent
Tone Mapper

Render Scene Flares,
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Geometry
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Fig. 1. Architecture of the interactive tone mapping process.

Fig. 1 presents an overview of our interactive system. We take as input a 3D scene
with high dynamic range colors at the vertices (typically the output of a lighting simula-
tion, such as radiosity) and a set of point-light sources. We employ a multipass scheme
in which we compute the adaptation level, then map this to the displayed colors for each
frame, and finally, add flares to improve the appearance of the light sources (Fig. 1). A
filtering step is then applied to simulate the loss of acuity due to dim conditions.

As discussed earlier, we consider a single world adaptation level Lwa for each frame.
This level is computed by first displaying the scene with the log of the colors for each
vertex, as will be described in Section 4. This adaptation level is used to drive our time-
dependent tone mapping approach that we describe in Section 3. Although we describe
our system with this particular tone mapping operator, we have also experimented with
other global tone mapping operators [TR93, Tum99, War94, FPSG96, DD00]. Next,
we render the actual frame. The scene geometry is sent to the graphics pipeline, and the
color of each vertex is mapped on-the-fly (Section 5).

The special case of light sources is crucial to convey a faithful lighting experience.
In Section 6 we present our interactive implementation of flares [SSZG95], with a care-
ful treatment of their visibility. Finally, we perform a post-process on the image to
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simulate the loss of sensitivity due to dim conditions [FPSG96] (Section 7).

2.1 Quantities and units

We briefly summarize the quantities, units, and notation that we will use throughout
the remainder of the paper. Quantities corresponding to the scene (world) will have the
subscript w, while displayed quantities will have the subscript d. The R and C subscripts
will correspond to rods and cones respectively.

For efficiency reasons, our implementation makes the severe assumption that the
three RGB components correspond to the three cone types. It is well known that this
assumption is not valid for applications where the accuracy of color reproduction is
crucial [Hun95, Fai98]. To compensate for this approximation for applications requir-
ing more accuracy, a matrix color transform can be performed at the end of the tone
mapping process. The colors in the scene are denoted by r w,gw,bw and are expressed
in cd/m2, the same units as all other quantities. See e.g. [PS86] for conversions. The
displayed color is rd ,gd,bd .

We use a rod input component sw for the scotopic range, which in practice is com-
puted using the linear combination given by Pattanaik et al. [PFFG98]. If spectral data
are available, a more accurate value could be used (see e.g. [WS82]).

L denotes a luminosity, either the standard formula LC = 0.33∗r+0.71∗g+0.08∗b
for the cone system, or LR = s for the rod system. Adaptation levels will be expressed
as La, with various subscripts as described above. We use t to represent time, and ε to
represent thresholds.

3 Time-dependent tone mapping
The tone mapping operator that we employ builds on the one developed by Ferwerda
et al. [FPSG96]. We propose several improvements, including a blue-shift for viewing
night scenes and chromatic adaptation. In addition, we extend this operator to time-
dependent tone mapping by incorporating a simple model of visual adaptation.

3.1 Review of Ferwerda et al.’s operator

As is the case with Ward’s operator [War94], this method uses a global scale-factor:
Ld = m Lw. It is based on threshold mapping: the threshold in the real scene ε(L wa)
is mapped onto the threshold of the display ε(Lda). The scaling factor used is thus

m = ε(Lda)
ε(Lwa) . The thresholds for rods and cones respectively are:

logεR(LaR) =




−2.86 i f logLaR ≤−3.94,
logLaR −0.395 i f logLaR ≥−1.44,
(0.405logLaR + 1.6)2.18−2.86 otherwise.

(1)

logεC(LaC) =




−0.72 i f logLaC ≤−2.6,
logLwa −1.255 i f logLaC ≥ 1.9,
(0.249logLaC + 0.65)2.7−0.72 otherwise.

(2)

Since the observer viewing the display is assumed to be in the photopic state, the
scale factor computed for rods uses the threshold of the cones in the display state
mR = εC(LdaC)

εR(LwaR) .
Two responses are computed: one chromatic for the cone system and one achro-

matic for the rod system. These responses are then added, and a factor k is used to
simulate the loss of rod sensitivity in the mesopic range:
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rd = mC rw + k mR sw
gd = mC gw + k mR sw
bd = mC bw + k mR sw

(3)

The original Ferwerda et al. model uses the following formula for k [FP00]: k =(
1− Lwa/2−0.01

10−0.01

)2
clamped to between 0 and 1. However, this formula is an approxi-

mation and has no perceptual basis.

3.2 Improvements

We replace their formula for the mesopic factor k by the saturation function used by
Walraven and Valeton to fit the rod threshold for higher luminances [WV84]:

k =
σ−0.25 LwaR

σ+ LwaR
, (4)

clamped to 0, where σ = 100 cd/m2. (The whole formula (18) of [WV84] could
also be used in place of Eq. 1. We have chosen to keep Eq. 1 to minimize the changes
to Ferwerda et al.’s operator [FPSG96].)

Night scenes are often represented with a blue hue in paintings and cinema [Mil91].
Indeed, Hunt notes that the subjective hue of colors undergoes a blue shift for dark
scenes [Hun52]. Hunt’s data show that the subjective color of a white sample in very
dark conditions has a CIE hue of x = 0.3, y = 0.3 — that is, a normalized RGB =
(1.05,0.97,1.27) on a typical NTSC display. This is further discussed by Trezona
[Tre70] who suspects that rod signals are interpreted as slightly bluish. Indeed, rods
share many neural pathways with short wavelength cones. Based on these conclusions,
we use the following formula to model the blue shift:

rd = mC rw + 1.05 k mR sw
gd = mC gw + 0.97 k mR sw
bd = mC bw + 1.27 k mR sw

(5)

Note that a bluer color can be used for a more dramatic effect.

3.3 A simple model of light adaptation

In this paper we present only a model for light adaptation, since the time constants
involved in dark adaptation (up to tens of minutes) make it less important for walk-
throughs, unless accurate visibility is required. Moreover, the complex mechanisms
required to simulate dark adaptation are beyond the scope of this article.

For simplicity and like previous authors [FPSG96, War94], we simulate both multi-
plicative and subtractive light adaptation as the multiplicative gain-control m described
in the previous section.

The transient recovery of sensitivity is simulated using exponential filters on the

values of m: dmR
dt = mR steady−mR(t)

τR
and dmC

dt = mC steady−mC(t)
τC

, where msteady is the scaling
factor in the steady state (Eq. 2 and 1). Using data from [Ade82, HBH87] we use
τR = 0.4 sec for rods and τC = 0.1 sec for cones.

3.4 A simple model of chromatic adaptation

The achromatic cone scaling factor mC obtained from the light adaptation must be
adapted for each cone type in order to account for chromatic adaptation. We first de-
scribe the adaptation correction in the steady state before describing its time-course.



7

Chromatic adaptation is driven mainly by the chromaticity of the illuminant, or
equivalently, by the normalized chromaticity of a white object, (r wa,gwa,bwa). The
effect of the reflectances present in the scene is weak [Bre87, Bäu99]. In this paper, we
assume a complete chromatic adaptation:

rd = mC
rwa

rw + 1.05 k mR sw

gd = mC
gwa

gw + 0.97 k mR sw

bd = mC
bwa

bw + 1.27 k mR sw

(6)

Chromatic adaptation takes more than one minute to complete, but most of it is
complete in a matter of seconds [FR95]. We use an exponential filter on the values
(rwa,gwa,bwa) with time constant τchroma = 5 sec.

4 Adaptation level computation
4.1 Interactive implementation

To compute the adaptation level, we first render a version of the scene in which each
vertex is assigned a color corresponding to the log of its high-dynamic range color
(logrw, loggw, logbw). The log of the rod intensity is mapped to the alpha channel.
A lower resolution image can be used for this pass; in practice, we use 64× 64 or
128×128. If LODs are available, coarser versions are used for acceleration.

As aforementioned, chromatic adaptation depends on the color of the illuminant,
not on the color of the objects of the scene. Brown has moreover shown that the pixels
of an image usually do not average to grey [Bro94]. We thus do not exactly use the
log of the colors of the vertices. Instead, the chromaticity (r ill ,gill ,bill) of the incoming
light (irradiance) is instead used together with the luminance of the outgoing light, in a
way similar to Neuman et al. [NMNP98]. The color used for each vertex is then:

log
(

Lw
Lill

rill

)
, log

(
Lw
Lill

gill

)
, log

(
Lw
Lill

bill

)

These values are linearly mapped from [−6,6] to [0,1]. If, following Ward [War94],
we use a non-weighted average, we simply compute the mean value of the pixels. Sim-
ilarly, the histogram of scene values can be computed.

Building on Tumblin et al. [THG99] and Scheel et al. [SSS00], we also can take ad-
vantage of the observer’s gaze and use a weighted average. For this, we alpha-blend the
log-rendered scene with a texture containing the weights. See the following section for
a discussion of the metering strategies. The texture is then rendered alone to compute
the total of the weights (i.e. the normalization factor). See Fig. 2(a) in the Appendix for
an example.

4.2 Exposure metering

As discussed by Scheel et al. [SSS00], computing the adaptation level is very similar
to exposure metering for photography. This analogy also shows the complexity of the
problem, since metering is one of the hardest tasks a photographer confronts. To illus-
trate this difficulty, today’s state-of-the-art automatic metering system, Nikon’s widely
acclaimed 3D matrix system [Nik00], collects metering data from eight zones of the
picture, computes contrast between these zones, and then uses distance, color, focus
information, and a database of 30,000 images to choose the best exposure!

More typical measurements usually involve a centered weighted average. Nikon’s
weighted centered metering uses 75% of the weight in the 12mm center of a 24x36 film
[Nik00]. This is the solution that we generally use, however, spot-centered metering is
also available using Gaussian weights.
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5 On-the-fly tone mapping
Once the adaptation levels have been used to update the tone mapper, the scene is
rendered as usual, and the displayed colors of the vertices are computed on-the-fly with
our tone mapping operator.

We accelerate tone mapping by caching the function in Look–Up-Tables. This is not
crucial for simple tone mapping operators such as the one described in this paper, but
it is more important if gamma-correction or more complex operators are used, such as
those described in [TR93, DD00]. The tables are re-computed once for each frame and
are indexed by the logarithm of rw,gw,bw and sw. We use 2000 values for the whole
1012 range, which provides enough resolution [SFB92]. We thus do not have to use
interpolation between the two closest entries in the table.

6 Light sources
6.1 Flares

Flares have been shown to be of great importance in increasing the subjective dynamic
range of images [NKON90, SSZG95]. We have implemented an interactive version of
the Spencer et al. method [SSZG95]. This method convolves the scene’s high-dynamic
range pixels with a filter based on psycho-physical models consisting of the following
basis functions, where lambda is the wavelength in nm and θ the angle in radians:

f0(θ) = 2.61∗ 106e−( θ
0.02)

2

f1(θ) = 20.91
(θ+0.02)3

f2(θ) = 72.37
(θ+0.02)2 f3(θ,λ) = 436.9 568

λ e−(θ−3 λ
568 )2 (7)

The filter used to convolve the scene is then a weighted average of these basis func-
tions, each fi having weight wi. Spencer et al. propose three different filters (i.e. three
sets of weights) for photopic, mesopic, and scotopic conditions. Based on their con-
clusions, we assume that the weights of the different sorts of flares depend on the pupil
diameter D (in mm). We propose the following formulas, which are linear interpolations
between their three sets of weights:

w1 = 0.478 w2 = 0.138+ 0.08(D(Lwa)−2)/5
w3 = 0.033(D(Lwa)−2)/5 w0 = 1−w1−w2 −w3,

(8)

where D(Lwa) = 4.9−3tanh(0.4log(0.5(LwaR + LwaC)+ 1)) [SSZG95].

6.2 Interactive Flares

When applied to the whole image, flares are costly and moreover require floating point
values for pixels. We thus restrict the addition of flares to light sources. The implemen-
tation of interactive flares usually uses textured polygons facing the viewpoint [MH99].
Unfortunately, this causes artifacts since the flares are then tested for occlusion as well,
although their visibility should depend only on the visibility of the point light source.

To cope with this, we first render all the geometry, then read the z-buffer and use it in
software to query the visibility of the light sources. The hardware z-buffer is disabled,
and a flare is rendered only if the pixel corresponding to the point light source has a
depth lower or equal to the depth of the light source. Alternatively, ray-casting or, even
better, hardware occlusion-culling flags, could also be used if available.
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Lwa (cd/m2) -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3
ω (cyc/deg) 2.1 2.9 4.1 5.5 9 16.3 23.8 32.5 38.5 43.1 46 48 48.8 50

Table 1. Tabulated data from Shaler’s acuity experiments [Sha37], expressing maximum visible
spatial frequency ω vs. adaptation luminance Lwa.

7 Loss of visual acuity
Ferwerda et al. simulate the loss of acuity in low light by applying a 2D Gaussian
blur filter g to the image [FPSG96]. They base the size of the filter on data from Shaler
[Sha37] (see Table 1). They choose the filter at the given adaptation level L waR such that
the highest perceptible frequency ω(LwaR) for a grating with high contrast as used by
Shaler (black and LwaR) is displayed at the scotopic threshold εR(LwaR). Using capitals
for the Fourier transform, this gives:

G(ω(Lwa)) = εR(LwaR)
LwaR

(9)

Unfortunately, with this formula, blurring does not always increase when the lu-
minance decreases. At very low light levels, εR(LwaR)

LwaR
increases with light decrements:

εR(LwaR) becomes constant as absolute sensitivity is reached, and the ratio increases.
This means that the cutoff frequency is reduced to a lesser degree, which results in im-
ages that are less blurry for darker scenes. To cope with this, we use the constant ratio
10−0.395 computed from the linear portion of the rod threshold function (Eq. 1).

If a(LwaR) defines the width of our Gaussian and r is the radius, leaving the param-
eter LwaR for clarity, we have the unit volume 2D Gaussian g(r) = a2e−π(a r)2

, and we
want: G(ω) = 10−0.395. Since the Fourier transform of a Gaussian is also a Gaussian1,
we obtain

1
a2 a2e

−π ω2

a2 = 10−0.395

ω
a =

√
− ln10−0.395

π
a = 1.86 ω.

(10)

We use hardware convolution, available in OpenGL 1.2 and on SGI machines, to
perform this Gaussian blur. We use the tabulated version of ω given in Table 1 with
linear interpolation. The values of a and ω must be converted into pixels using the
perspective field of view f ov and display resolution width pixel .

apixel−1(LwaR) = 1.86 ω(LwaR)∗ f ov/widthpixel (11)

For efficiency purposes, we apply convolution only when necessary (in practice
when apixel−1 is smaller than 1 pixel−1), and we interpolate between 1 and 1.1 pixels−1

to obtain a smooth transition. The additional cost of convolution could then be com-
pensated for by the use of coarser levels of detail. We plan to implement this solution
in the near future.

Like Ferwerda et al., our implementation assumes a fixed distance between the
viewer and the display. If a tracking of the observer’s position is available (e.g. as
in CAVE systems), it can be used to change Eq. 11 for each frame.

1Note that we use the definition of the Fourier transform given by Bracewell [Bra95] pp. 140-154, which
is consistent with our definition of ω.
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8 Results
We have tested our system on the output of a radiosity global illumination program. All
of the results presented are rendered directly from 3D geometry on a Silicon Graphics
Onyx2 Infinite Reality using one R10K processor, with the method described in the
paper.

Our examples include a street at night with a car passing by (Fig. 2(a), see Ap-
pendix), a walk from the outside to the inside of a house with both yellowish incan-
descent and neon lighting, an indoor scene with light turned on (Fig. 4) and off. We
typically obtain a framerate of 30Hz for the 11,000 triangle scenes, and 6 Hz for a
80,000 triangle model.

Fig. 3 illustrates the importance of using the chromaticity of the light source and
not the average chromaticity of the image. The log of the color used in the first pass to
compute the adaptation level of Fig. 3(c) is computed with our method.

Our experiments suggest that maintaining a high frame rate (at least 30 Hz) is im-
portant. Since light adaptation has small time-constants, a smooth frame rate greatly
improves the transient effects. Simple optimizations should be implemented in our sys-
tem. For example, radiosity meshes are usually too finely subdivided, we use no triangle
strips and the levels of detail we use for the adaptation level computation only decrease
the polygon count by a factor of 2.

As far as metering is concerned, weighted centered metering is better when the
user explores the environment, but uniform average provides a smoother variation of
the adaptation level and is more suitable for architectural walkthroughs. Coupling the
adaptation level metering with a gaze tracking system would certainly permit optimal
results.

The loss of acuity convolution causes the frame rate to drop from 30Hz to 7.5Hz on
the gallery scene. It is effective only for dim scenes (below 1.5 logcd/m 2, with a 50◦
field of view at video resolution). It is most apparent for high resolution images, as the
display resolution is otherwise the major frequency limitation.

9 Conclusions and future work
In this paper we have introduced an interactive tone mapping system, simple extensions
to Ferwerda et al.’s operator [FPSG96], and a simplified model of light and chromatic
adaptation. Our viewer performs tone mapping for each frame on the high dynamic
range colors of the vertices of the 3D geometry. Flares are added to increase the sub-
jective dynamic range of the images, and loss of acuity is simulated.

Our system is obviously slower than the solution proposed by Scheel et al. [SSS00],
since they avoid the CPU-consuming on-the-fly mapping that we perform and can in-
stead take advantage of OpenGL display lists. However, their method is unable to use a
sophisticated tone mapping such as [FPSG96] or the one described in this paper. Note
that some components of the two systems are interchangeable, e.g. their ray-tracing-
based adaptation level computation could be plugged into our system and vice-versa.

Our system would greatly benefit from a multiprocessing API using pipelined de-
ferred rendering such as IRIS Performer [RH94]. On-the-fly tone mapping could be
performed on a separate processor, without impeding the frame rate.

Few restrictions prevent a better hardware integration of tone mapping. Using 12
bits per pixel and a 4th component for rods could be an interesting alternative for spe-
cialized hardware, such as driving simulators for which accurate simulation of visual
adaptation is important. Textures are currently hard to handle with interactive tone map-
ping because the hardware performs clamping on vertex colors before texture mapping,
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rather than on a per pixel basis. A pixel of the texture with value v < 1.0 thus cannot be
mapped to a color greater than v, preventing the depiction of the white impression due
to response compression during dazzling.

Many interesting problems in the area of tone mapping remain. A forthcoming
paper will present a more elaborate model of visual adaptation [DD00] for interactive
applications. A great deal of work remains to be done, especially for local methods,
where the conjugate effect of gaze saccades and local adaptation is quite complicated.
Tone mapping in mesopic conditions is another challenging area, as the complex in-
teraction between rods and cones and their effect on the appearance of colors must be
simulated.
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(a) (b)

Fig. 2. (a) Our interactive tone mapper for a street scene (70 ktri, 6Hz). The upper left window
displays the scene with log colors. The window on the right is used to compute the normalization
factor for the weighted average.Below is the histogram of scene luminance. (b) House scene
(80 ktri, 6.6Hz). Top: Living room (1.4 logcd/m2). Note the bluish lighting of the adjacent
bathroom. Bottom: Bathroom after chromatic adaptation (1.8 logcd/m2).

(a) (b) (c)

Fig. 3. Chromatic adaptation for a scene with yellowish light sources (10 ktri, 30Hz). (a) No
chromatic adaptation. (b) Adaptation to the image chromaticity; since the objects are reddish, the
image looks too blue. (c) Adaptation to the source chromaticity.

Fig. 4. Light adaptation when primary lights are turned on (from 1.4 logcd/m2 to 1.9 logcd/m2,
10 ktri, 30Hz). Frames are 30ms apart.


