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Abstract

The AC-DSMPOS ordering orients a large class of associative-commutative (AC) equational systems automatically and efficiently into terminating rewrite systems. This ordering enhances DSMPOS, the “dynamically suggested monotonic path ordering with status” based on RPOS and used since 1985 in LP (the Larch Prover) with features developed by Kapur, Sivakumar and Zhang in 1990 to handle AC functions. The new ordering, which has been implemented in LP, automatically generates and uses precedence suggestions to orient AC equational systems incrementally into terminating rewrite systems. Experimental evidence indicates that AC-DSMPOS adequately and efficiently handles many examples arising in practical applications involving distributed algorithms, hardware and software descriptions and specifications, and equational axiomatizations of well-known algebraic structures and abstract data types that involve AC functions. (It also orients the distributivity axiom in the right direction.)

1 Introduction and Motivation

Orienting equations into terminating rewrite rules has been a challenging problem theoretically as well as pragmatically. Theoretically, even though the termination problem for rewrite systems is undecidable (even for a single rule system), there are many heuristics and algorithms for showing termination of a large class of term rewriting systems (see [3] for a survey of termination problems as well as [18] for a detailed comparison of the expressive power and efficiency of different orderings). Pragmatically, users of rewrite-rule based provers such as LP (the Larch Prover), RRL (the Rewrite Rule Laboratory), and REVEAL, must confront the problem of orienting input equations, as well as new equations generated by applications of inference rules, into terminating rewrite rules. To help users determine appropriate orientations, LP automatically generates precedence suggestions for orienting equations using a variant DSMPOS of the recursive path ordering with status (RPOS) [10]. LP’s algorithm attempts to preserve the orientation with which an equation was entered by the user, but overrides this orientation when necessary to preserve termination. This feature is particularly attractive to users of LP, who are not familiar with rewrite rule theory, in general, or with termination orderings, in particular.

This paper addresses the problem of extending LP to handle termination of equations that contain associative-commutative (AC) function symbols. Many problem formulations involve AC function symbols, but the commutative property cannot be expressed by a terminating rewrite rule. LP and other rewrite-rule based provers have long reasoned about such problems using associative-commutative rewriting (simplification) and unification, as suggested in [14, 16].
However, developing termination orderings for associative-commutative rewrite systems has been a challenge. This has been an active area of research, and a number of proposals exist in the literature. Orderings based on associating polynomial interpretations with function symbols [13, 3] are not sufficiently expressive. A more serious problem with these orderings is that the user has to design appropriate polynomial interpretations (see however [20], where heuristics for designing polynomial interpretations are discussed). In fact, LP provides an implementation of polynomial orderings, but these orderings are not widely used because of this problem. Instead, most LP users use DSMPOS to orient equations, even when they contain AC operators, with the hope that the resulting rewrite system will still terminate. Surprisingly, this has worked well: users who rely on DSMPOS have almost never encountered LP's warning for a possibly infinite rewrite sequence. One purpose of this paper is to explain why this is so.

A number of termination orderings based on paths have been proposed in the literature for AC rewrite systems [2, 8, 1, 4]. Until recently, these orderings were hard to implement, or they restricted the number of AC operators in a term or the precedence of AC operators with respect to other operators. Most promising among path orderings are one by Kapur, Sivakumar and Zhang [12] in 1990, henceforth called the KSZ ordering, and another by Rubio and Nieuwenhuis [17] in 1993, both of which extend RPOS. Rubio and Nieuwenhuis’s ordering is attractive because it is total on (equivalent) ground terms, assuming that the precedence relation on function symbols is total; however, a major weakness of this ordering is that it orient the distributivity axiom in the reverse direction. More importantly, it has been unclear how precedence suggestions can be easily and efficiently generated for these orderings following the approach used in [10] to aid users in orienting equations with AC function symbols into terminating rewrite rules.

Using an idea in the KSZ ordering, we have developed an ordering AC-DSMPOS for AC rewrite systems that almost behaves like RPOS. The ordering has been implemented in LP using a max-flow algorithm. Most interestingly, LP’s algorithm for generating precedence and status suggestions for RPOS has been extended to equations with AC function symbols. Even though the AC-DSMPOS cannot handle as many equational systems as the KSZ ordering, its expressive power is adequate to handle many interesting systems. For example, it handles all the examples in the LP library, many nontrivial specifications of and proofs about distributed algorithms, and many equational axiomatizations of well-known algebraic structures and abstract data types. As we will show, the extended algorithm for generating precedences performs well. The time needed to check for termination of AC rewrite system is comparable to the time needed to orient equations using RPOS, and it provides the additional guarantee that the rewrite system is terminating.

Outline of the paper can go here.

2 An RPOS-based AC-Path Ordering

The AC-DSMPOS ordering extends RPOS, the recursive path ordering with status.

2.1 Preliminaries

Let $F$ be a set of function symbols, and let $F_{AC}$ be the subset of $F$ consisting of all AC function symbols in $F$. Given an AC function symbol $f$ and a multiset $S = \{s_1, \ldots, s_m\}$ of terms, by $f(S)$ we mean any of the AC-equivalent terms $f(s_1, \cdots, s_m)$.
2.2 Definitions

Terms are assumed to be flattened: when $*$ is AC, terms like $(a * b) * c$ are rewritten as $*(a, b, c)$. In other words, if an argument of an AC function symbol has the same AC function as its root, then that argument is replaced by its arguments. Formally,

**Definition 2.1** The flattened form $\bar{t}$ of a term $t$ is defined below.

$$\bar{t} = \begin{cases} 
  x & \text{if } t = x, \text{ a variable} \\
  f(\bar{t}_1, \ldots, \bar{t}_n) & \text{if } t = f(t_1, \ldots, t_n) \text{ and } f \notin \mathcal{F}_{AC} \\
  f(T_1 \cup \cdots \cup T_n) & \text{if } t = f(t_1, \ldots, t_n), f \in \mathcal{F}_{AC} \text{ and } T_i = \left\{ \frac{s_1, \ldots, s_m}{s_i} \right\} \text{ if } \bar{t}_i = f(s_1, \ldots, s_m) \\
  \text{otherwise} 
\end{cases}$$

Let $t \succ_{ac} s$ stand for $t \in_ac s$ or $t \succ_{ac} s$.

**Definition 2.2** A non-variable term $t \succ_{ac} x$ (a variable) iff $x$ occurs in $t$. Otherwise, $t = f(t_1, \ldots, t_n) \succ_{ac} g(s_1, \ldots, s_m) = s$, iff one of the following holds:

1. $f \succ_f g$, and $t \succ_{ac} s_j$ for all $j$ ($1 \leq j \leq m$).
2. $f \succ_f g$, $g \notin \mathcal{F}_{AC}$, $f$ and $g$ have multiset status, and $\left\{ t_1, \ldots, t_n \right\} \succ_{mul} \left\{ s_1, \ldots, s_m \right\}$.
3. $f \succ_f g$, $g \notin \mathcal{F}_{AC}$, $f$ and $g$ have left-to-right (similarly, right-to-left) status, $(t_1, \ldots, t_n) \succ_{lex} (s_1, \ldots, s_m)$, and $t \succ_{ac} s_j$ for all $j$, ($1 \leq j \leq m$).
4. $t_i \succ_{pre} s$ for some $i$ (1 ≤ $i$ ≤ $n$).
5. $f \succ_f g$, $g \in \mathcal{F}_{AC}$, one of the following two cases holds:
   (a) $T = f(T_1)$, $S = g(S_1)$, $T = T_1 - S_1$, $S = S_1 - T_1$, either
      - $S = \emptyset$ and $T \neq \emptyset$, or
      - there is a $t_i \in T$ and $s_j \in S$ such that $t_i \succ s_j$, and
      - root($t_i$) $\succ f$ and $f(T) \succ g(S - \{s_j\})$, or
      - (root($t_i$) $\not\succ f$ or for all $t'_i \in T - \{t_i\}$, $t'_i \not\succ s_j$ and $f(T - \{t_i\}) \succ g(S - \{s_j\})$;
   (b) there is a proper subterm $t'_i$ of some $t_i \in T$, which is at position $p$ in $\bar{t}$, such that $\bar{t}_i \succ_{ac} s$.

Above, the multiset and lexicographic extensions of $\succ_{ac}$ and $\succ_{ac}$ are mutually recursively defined in the usual way. Also, the definition of $\succ_{ac}$ on flattened terms is defined in the same way as in rpos.

In the above definition, cases 1, 2, 3, and 4 are identical to the corresponding cases in rpos. Case 5 is the new one, which compares two terms that begin with the same (or equivalent in precedence) AC operators. We first eliminate common arguments. Then we check whether the first multiset properly contains the other multiset. Otherwise, there are two subcases. In the first case, we look for an element of the multiset $T$ with a bigger root symbol than $f$ so that this element can be repeatedly used to take care of smaller elements in multiset $S$ just as in rpos. Elements of $T$ whose root symbol is not bigger than $f$ are then used to take care of remaining smaller elements in $S$, with exactly one element from $T$ taking care of exactly one element in $S$. In the second case, a proper subterm of an element in $T$ replaces the element, and the resulting term is used for comparison instead.
2.3 Examples

Let us consider the distributivity axiom: \( t = x \cdot (y + z) \) with \( s = (x \cdot y) + (x \cdot z) \), where \(+, \cdot\) are AC. If \(*_f \succ_l +\), then just like in RPOS, for \( t \) to be \( \succ_{ac} \) than \( s \), \( t \) must be \( \succ_{ac} \) than both \( x \cdot y \) as well as \( x \cdot z \) which is the case. If \(+ \succ_f \cdot\), then \( t \) cannot be \( \succ_{ac} \) than \( s \); for \( s \) to be \( \succ_{ac} \) than \( t \), \( s \) must be \( \succ_{ac} \) than both \( x \) and \( y + z \) which is indeed the case.

As the reader would have noticed, the ordering works in the same way as RPOS. Here is another example illustrating the relationship with RPOS: \( t = f(g(a, b), b) \) and \( s = g(f(b, b), f(g(b, b), a)) \). For \( t \) to be \( \succ_{ac} \) than \( s \), \( f \succ_f g \); further, \( t \) must be greater than both \( f(b, b) \) and \( f(g(b, b), a) \), which is possible provided \( b \succ_f a \). For \( s \succ_{ac} t \), \( g \succ_f f \) and \( s \) must be greater than \( g(a, b) \) as well as \( b \), which is indeed the case.

As is well-known, RPOS cannot be used to detect termination of AC rewrite systems. Consider \( t_1 = f(a, b), s_1 = g(a, b) \) and \( t_2 = f(x, g(y, z)), s_2 = f(x, f(y, z)) \), where \( f \) is an AC function symbol. If \( f \) is made \( \succ_f g \) to make \( t_1 \succ_{ac} s_1 \), then \( t_2 \not\succ_{ac} s_2 \) since the subterm \( g(y, z) \) can either take care of \( y \) or \( z \) in the multiset \( \{x, y, z\} \), but not both since the root \( g \) of \( g(y, z) \) is \( \succ_f f \). RPOS would declare \( t_2 \succ_{ac} s_2 \) under the precedence \( f \succ_f g \). In the proposed ordering, \( s_2 \) is also \( \not\succ_{ac} t_2 \). In contrast, KSZ's ordering would make \( s_2 \not\succ_{ac} t_2 \) because of partitioning.

The following examples from [12] further illustrate the difference between the expressive power of the proposed ordering and KSZ's ordering. They are also helpful in understanding the relationship and difference in the two orderings.

Let \( t_1 = f(g(x), g(y)), t_2 = f(x, x, y, y), t_3 = f(c(x, y), c(x, y)) \), where \( f \) is AC and \( g \succ_f f \succ_f c \).

Since the subterm \( g(x) \) in \( t_1 \) has the root \( \succ_f f \), it can be repeatedly used to take care of 2 occurrences of \( x \) in \( t_2 \); similarly for \( g(y) \), thus \( t_1 \succ_{ac} t_2 \). But \( t_2 \) is not bigger than \( t_3 \); also note that \( t_3 \) is not bigger than \( t_2 \) because the subterm \( c(x, y) \) can only take care of one of \( x \) and \( y \). Similarly, \( t_1 \) is not bigger than \( t_3 \).

Consider \( t_4 = f(c(g(x), x), c(f(y, y), y)) \). Using the precedence relation of the previous example, \( t_4 \succ_{ac} t_2 \) because subterms \( g(x) \) and \( f(y, y) \) can be elevated to give \( t_4' = f(g(x), y, y) \) which is \( \succ_{ac} t_2 \), thus making \( t_4 \succ_{ac} t_2 \).

In \( t = f(a, c), s = f(b, b, b) \) with \( a \succ_f b \succ_f c \), \( t \) can be made \( \succ_{ac} s \) by making \( a \succ_f f \) so that \( a \) can take care of both occurrences of \( b \) in \( s \). We cannot make \( s \succ_{ac} t \), with the above precedence relation.

2.4 Proof of Well-foundedness

In this subsection, we give a proof of well-foundedness of the ordering. We also show that the ordering is transitive, preserved under substitutions as well as monotonic, so that it can be used for showing termination of the rewriting relation induced by AC rewrite system. The proof of well-foundedness is done by relating this ordering to KSZ's ordering, in particular, showing that if \( s \succ_{ac} t \) using a precedence relation \( \succ_f \), then \( s \succ_{KSZ} t \) also.

2.4.1 KSZ's Ordering

We reproduce the definition of the ordering defined in [12].

**Definition 2.3** A non-variable term \( t \succ_{KSZ} x \) (a variable) iff \( x \) occurs in \( t \). Otherwise, \( t = f(t_1, \ldots, t_n) \succ_{KSZ} g(s_1, \ldots, s_m) = s \), iff one of the following holds.
1. \( f \succ g \), and \( t \succ_{KSZ} s_j \) for all \( j \) (\( 1 \leq j \leq m \)).

2. \( f \sim_f g \), \( f \) and \( g \) have multiset status, and \( \langle t_1, \ldots, t_n \rangle \succ_{mult} \langle s_1, \ldots, s_m \rangle \).

3. \( f \sim_f g \), \( f \) and \( g \) have left-to-right (similarly, right-to-left) status, \( (t_1, \ldots, t_n) \succ_{lex} (s_1, \ldots, s_m) \),
   and \( t \succ_{KSZ} s_j \) for all \( j \) (\( 1 \leq j \leq m \)).

4. \( t_i \succ_{ac} s \) for some \( i \) (\( 1 \leq i \leq n \)), where \( t_i \succ_{ac} s \) if and only if \( t_i \sim_{ac} s \) or \( t_i \succ_{KSZ} s \).

5. \( f \sim_f g \), \( f \), \( g \) \( \in \mathcal{F}_{AC} \), \( t = f(T) \), \( s = g(S) \), \( S' = S - T = \langle s_1', \ldots, s_k' \rangle \), either
   - \( k = 0 \) and \( n > m \) (i.e. \( S - T = \emptyset \) and \( T \subseteq S \)), or
   - \( f(T - S) \Rightarrow^* f(T') \), and \( T' = T_1 \cup \cdots \cup T_k \) and for all \( i \) (\( 1 \leq i \leq k \)) either
     - \( T_i = \{ u \} \) and \( u \succ_{ac} s_i' \), or
     - \( T_i = \{ u_1, \ldots, u_i \} \) and \( f(u_1, \ldots, u_i) \succ_{ac} s_i' \).
   Also, in this case, either \( f(T - S) \Rightarrow^* f(T') \), or one of \( \succ_{ac} \) is strict.

The binary relation \( \Rightarrow \) on terms with the same (or equivalent) AC operator \( f \) as root is defined below.

**Definition 2.4** Let \( f \in \mathcal{F}_{AC} \), \( t = f(T) \) be a term, where \( T = \{ t_1, \ldots, t_n \} \). \( t \Rightarrow f(T_1) \) in one step iff there is \( t_i = g(r_1, \ldots, r_k) \) in \( T \), \( T_1 = T - \{ t_i \} \cup T_2 \), and one of the following holds.

1. **Pseudocopying** \( g \succ f \), and \( T_2 = \{ g(g(r_1, \ldots, r_k), \ldots, g(g(r_1, \ldots, r_k)) \} \)
   for some finite number of pseudocopies \( g(g(r_1, \ldots, r_k)) \).

2. **Flattening** \( g \sim_f f \), and \( T_2 = \{ r_1, \ldots, r_k \} \).

3. **Elevating** \( g \not
   \succ_f f \), and \( T_2 = \{ r_j \} \) for some \( j \).

The reader should have noticed considerable similarity between the above definition and the definition of our ordering; that is not surprising given that our ordering is an attempt to simplify KSZ's ordering. The key difference is partitioning the arguments of an AC function symbol into multi-subsets to jointly take care of subterms of an equivalent AC function symbol; trying all possible partitions and comparisons using them can be expensive especially if \( f \not
   \succ_{ac} s \). An advantage of using partitioning is the flexibility and generality, in particular, because of pseudo-copying, different paths in different subterms can be used together to take care of a subterm. Some of the examples discussed in the previous subsection illustrated this difference.

In [12], it is proved:

**Theorem 2.5** [12] \( \succ_{KSZ} \) is a reduction ordering, i.e. it is a simplification ordering (so is well-founded) and is stable under substitution.

**2.5 \( \succ_{ac} \) is a subset of \( \succ_{KSZ} \)**

The following theorem relates our ordering to the KSZ ordering, in particular, it proves that our ordering is a strict subset of KSZ ordering. Using the above theorem, the well-foundedness of our ordering follows.
Theorem 2.6 [12] If \( t \succ_{ac} s \), then \( t \succ_{KSZ} s \).

Proof. (Sketch). Assume \( t \succ_{ac} s \). The proof is by induction on the sum of the sizes of \( t \) and \( s \). The basis step is trivial.

In the induction step, if \( t \succ_{ac} s \) because of any of the first four cases, then \( t \succ_{KSZ} s \) also since each of these steps are in the definition of \( \succ_{KSZ} \) also. The interesting case is that of 5 when the root of \( t \) is the same (or equivalent in precedence) as the root of \( s \). In Step (a), corresponding to the first case, there is a case in the definition of \( \succ_{KSZ} \).

In the second case, each element in \( T \) is included in its own partition; in addition, if the root of a subterm \( t_i \) is \( \succ_{f} \) than the root of \( t \), then include its pseudo-copy in every partition of \( T \). Each partition is then used to take care of a single element in \( S \) in \( \succ_{KSZ} \). The relation \( \Rightarrow \) is used for making pseudo-copies and flattening.

If Step (b) is used, there is a corresponding step in the definition of \( \succ_{KSZ} \) where elevation is done using \( \Rightarrow \).

Properties similar to Lemmas 5.10, 5.11, and 5.12 in [12] for \( \succ_{KSZ} \) can be proved for \( \succ_{ac} \) also, which are useful in this proof and subsequent proofs. \( \Box \)

The irreflexivity of \( \succ_{ac} \) follows from the above lemma and the fact that \( \succ_{KSZ} \) is irreflexive.

Theorem 2.7 \( \succ_{ac} \) is transitive, i.e., for any terms \( t, s \) and \( r \), if \( t \succ_{ac} s \) and \( s \succ_{ac} r \), then \( t \succ_{ac} r \).

Proof. This proof is most involved. The argument given in section 5.2 in [12] are repeated to give a proof, which for the most part, involves doing a case analysis based on parts of the definition of \( \succ_{ac} \) used to show \( t \succ_{ac} s \) and \( s \succ_{ac} r \). As stated above, properties similar to Lemmas 5.8-5.12 in [12] can be proved for \( \succ_{ac} \), and are used in this proof.

Lemma 2.8 \( \succ_{ac} \) has the replacement property, i.e., if \( t \succ_{ac} s \), then \( f(..., t, ...) \succ_{ac} f(..., s, ...) \) for any function symbol \( f \), where the missing arguments are assumed to be the same in both sides.

Proof. If \( f \notin F_{AC} \), then the proof steps are the same as in RPOS, depending upon the status of \( f \). If \( f \in F_{AC} \), then by case 5 of the definition, the property holds. \( \Box \)

Using the replacement property, by induction on the size of \( u[\cdot] \), it follows:

Theorem 2.9 \( \succ_{ac} \) is monotonic, i.e., if \( t \succ_{ac} s \) then \( u[t] \succ_{ac} u[s] \) for any context \( u[\cdot] \).

Theorem 2.10 \( \succ_{ac} \) is stable under instantiation, i.e., \( t \succ_{ac} s \) implies \( \sigma \succ_{ac} s \sigma \) for any substitution \( \sigma \).

Proof. By induction on the sum of sizes of \( s \) and \( t \). The proof mimics the proof steps given in the proof of proposition 5.14 in [12]. The interesting case is 5, for which, an argument similar to the one in the proof of Theorem 2.6 applies. \( \Box \)

Theorem 2.11 \( \succ_{ac} \) is AC-compatible. That is, for any terms \( t \), \( t_1 \), \( s \), and \( s_1 \), if \( t \succ_{ac} t_1 \), \( s \succ_{ac} s_1 \), and \( t \succ_{ac} s \), then \( t_1 \succ_{ac} s_1 \).
Proof: Since \( t \sim^*_{\text{AC}} t_1 \) implies that \( t_1 \) can be obtaining from \( t \) by rearranging the arguments of AC function symbols, whatever elevation and flattening are done on \( t \), can also be done on \( t_1 \). Similarly for \( s, s_1 \). Since no subterms can disappear, the steps used to show that \( t \triangleright_{\text{AC}} s \) can be repeated on \( t_1, s_1 \) to show that \( t_1 \triangleright_{\text{AC}} s_1 \). □

3 Implementation in \( \text{LP} \)
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