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ABSTRACT

This article proposes a new distributed architecture folate mes-
sage exchange in massively multi-user virtual environs\édtMVE).
MMVE applications require delivery of updates among vasitn+
cations in the virtual environment. The proposed architechere
exploits the location addressing of geometrical routingrider to
alleviate the need for IP-specific queries. However, theofigeo-
metrical routing requires careful choice of overlay to aehihigh
performance in terms of minimizing the delay. At the sameetim
the MMVE is dynamic, in sense that users are constantly ngovin
in the 3D virtual space. As such, our architecture uses dlliséd
topology control scheme that aims at maintaining the reguioS

to best support the greedy geometrical routing, despite mee
bility or churn. We will further prove the functionality anger-
formance of the proposed scheme through both theory andasimu
tions.
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C.2.1 Network Architecture and Design): Distributed Networks

General Terms
Algorithms, Design
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1. INTRODUCTION

Massively multi-user virtual environments (MMVE) are vl
worlds where a large number of users distributed all oveirtes-
net can interact with each other in real time. Among many prob

from strict end-to-end delay thresholds in such applicetioThe
large number of users highly motivates the use of distrithatehi-
tectures where there is no central switching point for theatxgs.

In fact, many distributed and Peer to Peer algorithms haeady
been suggested for MMVESs. One of these methods is Geometric
Routing, which can send an update message to a specific €oordi
nate in space, as opposed to sending it to a specific IP additgss
can be quite suitable for MMVESs since these applicationsimai
require a node to send updates to a specific area in the emerdn
known as that node’s area offect. The use of IP routing in this
scenario whould require a node to make a location query tavkno
who is located in itsrea of gfect so that it can send them its up-
date messages. Conceptually, it would make more sense i avo
the need for location services and instead, directly semthébssage

to the area of #ect. In other words, geometrical routing provides
the nodes with a routing service where updates can be setde |
tions instead of IP addresses. Therefore, the nodes woed e
know about entities in their area offect, before sending updates.
However, the use of geometrical routing requires the defmiof

an overlay that is considered as a sub-graph of the Intenuetrlay
network, and theféiciency and success rate of geometrical routing
is closely related to the structure of this overlay networkere-
fore, the proper choice and maintenance of the overlay ¢gyol
will be the main focus of this article. To add yet another Ehade,
the topology control must be a highly dynamic routine assifer
quently join, leave or change their locations in the netwovite
aim at using distributed routines where the whole netwodutth
participate in the topology update without having any cardeci-
sion point.

As mentioned before, one of the important requirements of\NEV
applications is the guaranteed delivery of update messalgdisin
acceptable delay thresholds, i.e, through the shortesitgesoutes.
The use of greedy scheme over geometrical architecture oe@ g
online routing choice regarding simplicity and convergemate.

lems, MMVEs must deal with the real-time update message ex- However, greedy routing does not provide guaranteed mesiag
change among this large group of users to provide them with a livery over generic overlays. We will in fact prove that gigeout-

common sense of time and place, when interacting in thealirtu
environment. Therefore, MMVEs must support message Histri
tion over the Internet while considering QoS issues arigiagnly
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ing is only supported over a specific family of overly graphsose
properties will be discussed in detail in the next sectidmer&fore,
our approach to topology control is the use of a distributdetme
to maintain a greedy- supporting overlay in the presenceofrc
and mobility in the network. Since network dynamics contyan
change the topology graph characteristics, the graph dtauton-
stantly checked and updated for greedy support feature.eMeny
the distributed architecture of the network leaves us witHixed
landmarks that can be used as resumption references fapbke t
ogy. Our proposed solution to this problem is to partitiom tiodes
into two groups referred to asd andblack groups. Each of these
groups composes a graph that can be updated using the cdipér gr



as a reference. We will also show how the overall topologylgra
will be constructed based on the two sub-graphs. Sectiontl3iof
paper explains the general problem model and requiredngreli
naries for the proposed solution. Section 4 discusses therge
concept of the proposed architecture while section 5 ptedér
theory and further details of the architecture. Section dreskes
the consistency of the proposed architecture and we willigeo
the simulation results in section 7. Final section will bensuary
and conclusion, but let’s look at the related works, first.

2. RELATED WORKS

P. Bose and P. Morin [1] demonstrated that Delaunay Triaagul
tion (DT) is one of the structures that supports the greedying,
i.e, greedy routing on DT provides guaranteed messageedgliv
Liebeherr and Nahas [2] proposed the first protocol to builiisa
tributed DT . The protocol exploits the locally equiangyaoperty
of DT in the 2D space. It is assumed that every node has a pre-
assigned logical coordinate in the plane. Each node chels&ther
the equiangular property holds among itself and its neighbdes.
Whenever a violation is detected, the node flips trianglesdm-
tain a correct DT.
Steiner and Biersack [3] suggested another distributedoaph
to construct a distributed DT, but in a 3D space. The tetraired
which includes a joining node is determined and is split. Tt
new tetrahedra are checked whether they include any nodlesiin
circumspheres and flipped if necessary.
Lee et al. [4] defined a distributed DT to be correct if and afly
has a specific condition and using this condition, preseméedgoin
and leave protocols as well as correctness proofs for eirialand
leaves. In these protocols, it has been assumed that justaniee
joins or leaves, every time. Nonetheless, for handling aoeat
joins and leaves, as well as node failures, they presentegireten
nance protocol and argued that, in all of their experimehts pro-
tocol converged to a correct distributed DT some time afteric
and failure have stopped. The same authors suggested sarae ne
protocols for join, leave and maintenance in [5]. Howevespite
the fast and frequent motion of the nodes in MMVE, these works
do not provide any protocol for maintaining the structuraingt
motion of the nodes.
Hu et al. [6], similarly proposed a set of procedures inalgdi
join, leave and move procedures for retaining the distetbudT.
The join and the leave procedures are similar to [4]. Noretise
in this work, they have investigated motions with a sepapate
cedure. For this purpose, they have introduced new defisitio
boundary neighbor and enclosing neighbors. With movemént o
a node, position updates are sent to all currently connewagh-
bors. Then, the boundary neighbors will help the moving riode
find new probable visible nodes and connect to them. With the
motion of one node, previous links to the boundary nodes avbal
checked and deleted if boundary nodes are outside of moidgn
Area of Interest (AOI). In this procedure, it is assumed #ibthe
other relevant nodes do not change their locations and theg h
reliable links between themselves. However, as we havestksc
in previous section, the majorficulty of handling dynamic struc-
tures in the MMVEs is due to the frequent motion of potenyiall
all nodes at the same time. As such, the assumption that afee no
moves and the rest are stationary is not practical.
In this paper, we have an approach comparable with [4]-[@wH
ever, unlike these works, we have not separated mentioroagpr
dures. We suggest a new architecture that dynamically nesdifi
itself to support desired geometrical routings taking iatzount
high churn characteristics and fast and frequent motiohehbdes
in MMVEs.

Figure 1: Voronoi Diagram and Delaunay Triangulation.

3. PROBLEM MODEL AND THEORETICAL
FOUNDATION

In this section, we will provide a detailed explanation oé th
problem including all the requirements and objectives. VW w
then describe the foundation of our proposed dynamic arctite
as a solution to this problem. Before going to the problentifipe
cation, we will start by presenting the natifications and migéins
that will later be used in the problem description.

3.1 Defintions

3.1.1 Voronoi Cell

Suppose a set of pointg, in the Euclidian plane where each
point in this set represents position of one avatar in thiiairen-
vironment. For each point € V, Voronoi Cell ofv;, VC(v)), is
defined as the set of all points in the plane that are closegrttan
any other point irV. It should be noted that according to this def-
inition, Voronoi Cells of the members &f, partition the Euclidian
plane.

3.1.2 Delaunay Triangulation

Presuming a set of point¢, Delaunay Triangulation oY/, is
a graphG = (V,E) with the edge set that satisfies the following
property:e = (v;,V;) € E, iff VC(v) andVC(v;) has a side (or at
least a point) in common. W C(v;) andV C(v;) only share a single
point, the edge = (v;, v;) is called an unusual edge. An example of
Voronoi Diagram and Delaunay Triangulation is presenteeignl.

3.1.3 \ertex Region

Consider a grape = (V, E) on the set of point¥, where for
eachv; € V, N(v;) stands for the neighbor setwf For eachy € V,
we define the Vertex Region &fin graphG, VRs(v;), as the set of
all points in the plane that are closentdhan to any other point in
N(v).

Rénzark 1. Since for eachv; € V, we haveN(v) c V, thus,
VR(Vi) C VC(V,)

3.2 Problem Definition

As mentioned before in the section 1, MMVE applications ryain
deal with the multicast of update messages to certain ancthei
virtual world, i.e, a peer sends state change updates tftitsath-
ers in its area of fect. It is almost impossible for the MMVE
nodes to gather information of all possible locations arallakile
links in every node due the highly dynamic characteristidhese
environments. Therefore, the use of an online routing nteiko
highly motivated where topology data centralization isneofuired
[1]. Greedy routing is among the simplest and the most common
online routing algorithms that can be used in geometricating
context.

For a graplG = (V, E) on the node set, greedy routing tries to se-
lect the closest available node to the destination as thiehogxfor
the packets. Grap& = (V, E) supports greedy routingf greedy
routing onG delivers any packet to the closest nodevirto the



packet’s destination. It should be noted that if the detitnaof a
packet exists iV, greedy routing should deliver the packet to the
exact destination.

In the following sub-section, we will investigate the prefsl of
greedy routing support over a graph, and present our agptoac
the dynamic update of network graph with respect to the iocat
of the users in order to maintain the support of greedy rgutin

3.3 Theoretical Foundation of the Proposed Ap-
proach

Tueorem 1. Graph G= (V, E) on the nodes V in the Euclidian
plane supports greedy routing for every nodeve V, VRs;(vi)) =
VC(Vi).

Proor. We first show the diiciency condition and then, we go
to the necessity condition.

(<) Suppose that in the grapgh = (V,E), we haveVRs(vi) =
VC(v;) for each node; € V. It can be proven by contradiction that
G supports greedy routing. @ does not supports greedy routing,
there is some poing; € V that the packet will get stuck im, and

v; is not the nearest point i to the packet's destination. From
the assumptions, it can be concluded that the packet'snd¢istn

is located outside of th#C(v;) asv; is not the nearest point ¥ to
the packet’s destination. Sin¥R;(v;) = VC(v;), the destination is
also located outside 8fRs(vi). Therefore, there should be a point
vj € N(v;) that is closer to the destination thgnandy; can pass
the packet to; afterv;.

(=) For the proof of necessity condition, assume Baupports
greedy routing. We demonstrate thaRs(v;) = VC(v) for ev-
eryv; € V. It should be noted that according Remark 1 for
eachv; € V VRs(v})) c VC(v). Therefore, it sffices to show that
VC(v;) ¢ VRV as well. This can be proven by contradiction.
Suppose that there is a pointe VRs(v;) that does not belong to
VC(v;). Sincex ¢ VC(v;) and Voronoi Cells partition the plang,

is in the Voronoi Cell of another node, e.g;, Thereforey; is not
the closest member &f to x. But x € VRs(v;), and hencey; has
no closer neighbor ta than itself. Thus, if a packet destinedxo
reaches; or starts inv;, it can not be delivered tg;. ThereforeG
does not support greedy routingl]

Tueorem 2. Graph G = (V,E) over the set V in the Euclid-
ian plane supports greedy routing for all vi,v; € V, VR;(v) N
VRs(v) = ¢.

Proor. (=) If G supports greedy routing, it can be concluded
from using theorem 1 tha¥ Rs(v;)) = VC(v;) for everyv; € V.
Moreover, as Voronoi Cells df partition the planeyYRs(v)s are
separate sets.

(<) Suppose that for eveny,v; € V, VRs(vi)) N VRs(v)) = ¢, we
show thatVRs(v;) = VC(v;) and thusG supports greedy routing.

Figure 2: The Red-Black Structure.

useful if there is a constraint on the nodes degrees duratains-
formation. Therefore, in order to transform a graph to a lyridyat
supports greedy routing it fiices to connect each pair of nodes
that theirV Rs's have a nonempty intersection and delete the redun-
dant edges afterwards. In the following sections, we wglcdss
this solution in detail and discuss its correctness.

4. RED-BLACK ARCHITECTURE

In the previous sections, we have provided the background on
our proposed dynamic structure. This section includes titéne
of the solution that has been defined based on the previousldeu
tions. We mentioned that nodes are usually in movement a@yd th
use location update messages for announcing their newdosab
the other nodes. Since nodes can not proclaim their locatiease-
lessly, a general method is to synchronize the nodes to $eid t
location update messages periodically with a specific ribere-
fore, everyT seconds, nodes are supposed to generate location up-
date messages and send it to their areasfete
We also mentioned that the routing of update messages tdisgdec
locations is best to be done over a geometrical routing tctuire
that alleviates the use of location services. However, deoto as-
sure the guaranteed delivery of updates while using gremding,
the overlay topology should support greedy routing. Thdlehge
would then turn in to the dynamic construction of an overtgyat-
ogy that supports greedy routing. We would therefore prepos
dynamic topology control scheme that can handle the highnchu
and nodes mobility in MMVE applications.
The challenge for the fully distributed topology updatehis tack
of any fixed points that can be used as landmarks to help thesnod
in topology reconstruction after any movement. In order ¢ald
with this problem, we have used the dual phase topology epdat
approach where the nodes are assigned to two non-overtpppia
called Red and Black and each is updated in one of the update
phases. Therefore each set is able to use the other set asdts |
mark in order to update itself. Therefore, we color our noditk
two colorsRedandBlack Then, red nodes generate their location
update messages and send them, willyatime shift, compared

SinceVR; s are separate sets, every point in the plane can only be-to the updating time of black nodes. Our structure is congpode

long to one of the/Rs. On the other hand, each point in the plane
is exactly in Voronoi Cell of one node and according of Rentark
this point should be located in théR; of that node. Therefore,
each point in the plane is exactly in oNé;, i.e., VRsS partition
the plane. Therefore boWiRss andV Cs partition the plane. More-
over, according to Remark 1., ea®tC is a subset of its relevant
VR, therefore for every; € V, VR(v;)) = VC(v;). O

Theorem 2 provides an interesting insight to the graduahtepdf
random graphs towards the structures that support greeeyrss.

a general graph on all of the nodes that would support thedgree
routing and will be used for any kind of message transmissgn
cept for positional update and topology control messagesw-H
ever, we have two red and black graphs in the background.eThes
two graphs are updated in a way that supports greedy rouding.
Example of these simultaneous red and black graphs is expess

in Fig. 2.

Assume that red nodes send their location updates in tinie 2T, ...
and black nodes send their updates in tifig& 3T/2,5T/2, .... At

the location update time of red nodes, the red graph is ptpbab

Using theorem 2, we can modify any arbitrary graph to support changed due to the movement of red nodes and it might not sup-

greedy routing. It should be noted that, any random graphbean
transformed to the complete graph on the same set of nodeddn o
to support greedy routing. Therefore, the transformationld be

port greedy routing anymore. Moreover, our general grapghii
also fail to support greedy routing. However, the good nesvs i
that the black structure has remained untouched and spificsts
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ﬂ Black Node Responsible for detection of this overlap‘

Figure 3: The distributed method of checking intersections.

the greedy routing. It should be noted that the black nodehimi
have also moved from their previous locations during 8 in-
terval; however the change in their positions has not yeh lzee
nounced. Considering the positions in the Virtual Enviremts
as virtual concepts, the position change of the black nodese
kept for their own update phase and ignored upon the updaeslof

cations to the members &P(v). This can be achieved by first
delivering the message to one of nodesBiA(v[) and then propa-
gating it to the other nodes of this set. We will discuss edthese
two steps separately.

5.1.1 Message Delivery to a member of Black Parent
Set

Stojmenovic et al. have investigated the solution to a simil
problem as the first step [7]. Their problem was how to delaver
message to a point whose location is not precisely specifistad
it only needs to be located inside a specific polygon.

Consider the first phase of our problem that is the delivekyr(/)

to a member iBBP(V). If i € VRs(\°) it will be clear thatW® e
BP(V)). Therefore, the first step wouid be the delivery of this mes-
sage ta/?. In order to do this, each red node reminds the nearest
black node of itself (named its black owner). During the red u
date period, each red node encapsulates specificatiorssvdRdtin

a message and sends this message to its previous black awcher a
asks the black owner to return the message to itself usiniloi
graph. As the black structure supports greedy routing, tuket

will get to the red node’s new black owner that might probéixy

graph. The same method will be used during the update time of the same as the old black owner.

black nodes, except that this time the red structure is usetiea
reliable structure.

These two sets can be selected arbitrarily. However, a nmure u
form distribution of these two sets in the plane would helpdbn-

5.1.2 broadcasting the message among members of
Black Parent Set

When the message reaches the desired parent set, it should be

vergence rate of the proposed method. Therefore, a simgle an broadcasted to the other members of V). It should be noted

practical method would be to divide nodes by evenness af tRei
addresses. In the following section we will discuss theitiatéthe
structure and the algorithm exploited for it and theordiycgarove
its functionality.

5. RED-BLACK TOPOLOGY UPDATE

After describing the outline of our dynamic structure in pinevi-
ous section, we will further discuss the details of the updatthod
and provide the proof on how the update of connections graph c
result in support for greedy routing. In the rest of the settwith-
out loss of generality, we will explain the algorithm for thpdate
time of the red nodes, knowing that the update procedureléakb
nodes is similar.

5.1 Updating Red Structure Using the Black
Graph

At the start of this update time, the red nodes announcertbeir
locations to their previous red neighbors. Therefore, eacke gets
to know the new location of its old neighbors in the red grapt a
uses this information to calculate its Vertex Region. In et
step of the algorithm, the vertex regions are checked apthias
probable overlaps and the pairs of red nodes with overlgpypén-
tex regions are nominated to be new neighbors. It should texino
that there is no single point where all of information reedirfor
checking the vertex regions intersections is located. Tiveswill
exploit a distributed method, using nodes of black strictaiorder
to check the intersections between the vertex regions. péefs
cations of eaclV Ry is sent to the black nodes who¥ég have at
least a point in common with théRsz. Assume the case when a
black node named finds a common point such asetween the
two redVRg's wherex € VRg(W). ? will then notify one of the
involved red nodes to make a link with the other one. An exampl
of this scenario is resented in Fig. 3.

We will later refer to the desired set of black nodes for eveny
nodev, the Black Parents (BP) of, whereBP(V) = {W|VRs())N
VRr(V) # ¢}. The problem is how to deliver tHéRR(vi’) specifi-

that each black node only knows about its WRs and the location

of its black neighbors. Upon the reception of every nél# spec-
ification by a black node, that black node propagates thavexte

V Rr specification to every black neighbor in the black graph vehos
VRg’s common side (or point) has a nonempty intersection wigh th

V R encapsulated in the message (except the node that the messag
has just been received from).

Tueorem 3. With the above method, the message encapsulating
VR(V) will be received by a black nodé\iff v € BP(V)).

Proor. The "only if' condition is obvious referring to the algo-
rithm description. The "if* part can be proven by contraidict
Suppose that there exists a black no?ie BP(v)) that does not re-
ceive the message. Assume tBas the biggest connected subset of
BP(vj) that have not received the message vaghd S. Obviously,
1<|S|. Suppose thatt is the black owner of the. As eachvR
is convey, if we draw a line from a point MRB(\ij’) N VRR(V) to
a pointVRB(\ig) N VRr(W), all of points of this line should belong
to VRR(V). If S has at least one side in common witls's of the
nodes that have received the message, that causes a coitflict w
the definition of the method. Otherwise, we can add the nexkbl
node (from the side of/*j’) that the line passes through its black
VRg to the sefS. This also conflicts with the definition & as the
biggest possible set.[]

5.1.3 Topology refinement

We have previously discussed how to deliver the specifinatfo
VRr(V)'s to the members dBP(V}) to check the probable nonempty
intersections betweedRg’'s. We have also mentioned that each
black node is responsible for finding the intersections srViRs
and if it finds an overlapping betwedfRs's of two nodes, it will
send a message to one of these pair and asks it to considehéne o
red node as a candidate for the neighborhood. Then, thatrnode
a specific algorithm and finds out what new red nodes are really
needed for neighborhood and sends a "Hello Neighbor" megsag
all new neighbors.



Upon the reception of a new neighborhood candidate message a
red nodey, it draws the orthogonal bisector of line passing through
itself and the candidate. The red node will then add the clatelito

its neighbor setif this orthogonal bisector has an internal intersec-
tion with VRz(V),i.e, there is a subset of thi&R(V}) that is closer

to the candidate than t6. If this condition is satisfied, the candi-
date’s neighborhood request is grant&Rx(vj) will then change
where newWRV/) would be a subset of previodsRr(V). There-
fore, some neighbors might be considered as redundant imethe
VRR(V). The redundant neighbors are defined by the following cri-
teria: the orthogonal bisectors of edges between the maie and
the redundant neighbors would be located fully outside/tRe(V))

of main node. Therefore, deleting the edges between themodia
and the redundant neighbors will ndtect theV Rz(V)) of the main
node. The good point is that it is not necessary to inform thero

the specification regarding the VR of node VRs(V]), should be
sent to the black owner of where it will be sequentially broad-
casted to the other Black Parents/f

This algorithm can be further enhanced as follows: Upon &ie r
ception of & Re(V/) in a black node?, v checks for the ret Rz-s
overlaps invV RB(\iJ?). However, before propagating the message to
the other black owners of, \ij’ updates th&/Rs(V) and then uses
the same broadcast scheme using this W&y(v{). The update in

the VRR(V)) is based on the assumption that all new red candidates
(found inv*j’), will finally become neighbors of .

5.3.1 Functionality Proof

Earlier in this section, we have proposed a method for coastr
tion of a greedy supporting red graph. According to theorem 1
VR:(V)) = VC(V) for everyV/ in the resulting structure. Using

end of an edge when the edge is been deleted. This will be ex-the new method, in each step the neR:(v) will be a subset of

plained in the following paragraph.

For providing the proof to the above claim, we refer to therdefi
tion of neighborhood in the Delaunay Triangulation (ana asy
other undirected graph) that is a mutual concept. Therefoze
neighborhood possibility is enough to be checked from tlesvvi
point of only one of the ends of an edge. Similarly, a reduhdan
edge is redundant from the viewpoint of both of its ends.

The proposed algorithm needs to check the old members of the .

neighbor set for probable redundancy upon the joining ot @&ev
neighbor. Therefore, the algorithm complexity is@n?). As the
degree of the nodes in a structured graph is usually smallakh
gorithm won't require a considerable amount of processmyep.
However, if number of neighbors increases beyond a cehaish-
old, it will be probably more rational to take advantage oftBoe’s
algorithm [8], designed for finding the Voronoi Diagram ofed ef
points. The complexity of Fortune’s algorithm is 6{nlog(n)),
wheren is the cardinal of set of points. In this case, it is preferred
to maintain all of the candidates in a set and run the updat al
rithm only once after the reception of all of these messadé=
algorithm will determine the Voronoi Cell of the main nodedan
the neighbors set for the main node will then be defined asen th
Delaunay Triangulation case.

5.2 Topology graph Construction Based on

Red and Black Sub-graphs

We have previously discussed the solution to the problenpef u
dating the red graph using the greedy supporting black gesph
the reference. In this section, we will adapt this methodues
in the update procedure of the overall topology graph. This ¢
be achieved by a slight modification as described in theialig
paragraph.

Upon the reception of a neWR(V) in each black node?, V?
checks if the orthogonal bisector of the line drawn frefrto the

Vi has an internal intersection with the specifieBx(V)). If so, v?
candidates itself as a neighbor of that red node in the dwgnagbh.
Therefore, it sends a neighborhood request messagertavhich

it includes its own Iocatiom/*j’ also re-computes its overall graph
in the presence of as a new neighbor. All the other details of the
algorithm is similar to the previously explained algorittian red
sub-graph update.

5.3 Further Improvements of the Algorithm

We have previously proposed a method to check the inteogecti
of nodes in both red and overall graphs and adapt these gfemis
nect new links with probable deletion of some of old linkspider
to support greedy routing. We explained that a messageinomga

the previousVRx(V}) that still containsvC(v}) that is supposed to
be the finalVRr(V). Therefore, the new method checks for any
probable nonempty overlap of regions that are more simolénal
VRy's. At the final stage of the algorithnv,Rs’s of the constructed
red graph will be separate sets. Therefore, the red graptsuyt
port greedy routing according to theorem 2.

CONSISTENCY ISSUES

In this section we will discuss the consistency issues oftioe
posed algorithm. In order to provide a criterion for coresisty
measurement, we introduce a new term "location age". At each
arbitrary time instance, "location information age" of alads de-
fined as the average time that passed since that node hagetkcei
the last location update message from every other node. récco
ing to this definition, an updating method is considered taloee
consisteniff it achieves a lower value of location age. It idfsu
cient to evaluate this parameter only for a period aeconds for
both of the previously mentioned methods as it will be pedaltly
repeated ifT intervals. For the simple update method used in gen-
eral, the age location parameterf(gg(N —1t-dt = (N-1)T?/2.

As for the red-black architecture, the location informatage can
be found according to the following relations. This paraanéor
the red nodes would be

F2(m= 1)t + (N - m)(t+ T/2))- dt+

Ko (m=1t+ (N-m)(t-T/2))- dt=

(N-1)T?/2 @)
and for the black nodes, it would be
L2 )+ T/2)+ (N—m— 1)) - dt+
B -T/2)+ (N-m- 1)) - dt =
(N -1)T%/2 @)

Therefore, the expected age of location information fas thethod

will still be (N — 1)T?/2 that is the same as the simple update pro-
cedure and hence, our change in the method of sending lacatio
update messages does nideet the consistency of our architecture.

7. SIMULATION RESULTS

In this section, we present experimental results obtainech f
simulations of the proposed architecture. SimulationseHasen
executed for various number of nodes spread randomly in a spe
cific virtual area of [50x 50] meters in the virtual environment. In
the course of this article, we have argued and proved tretedm-
pletion of the resumption algorithm, the resumed strucivitiebe
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Figure 4: Termination time of resumption algorithm versus number of nodes.
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Figure 5: Black nodes that receiveV Re(V{) specification message. The yellow
points are previous position of red nodes, and red and black @ints represent red
and black nodes, respectively.

absolutely accurate and the connection graph will suppaedy
routing. But, the question is that how fast this method ressuthe
structure. To investigate this problem, RTT times are seteto be
uniform in [10Q 200] ms and we assumed that in each period, every
node moves at most one meter in an arbitrary direction. We hav
plotted the average run time of our algorithm versus the rexrob
nodes in the virtual environment in Fig. 4.

In this figure, it can be seen that delightfully, the numbenades

in the area has a slightfect on the termination time of the pro-
posed method. This problem could be described reasonably.

In section 5, it was explained that in the proposed resumptiethod,
every red node sends specifications ofVt&; to its black owner
and then, this message will be broadcasted to other blagafzar
of this node. In the improvement of the proposed method, we me
tioned that every black node, will update the receivigk specifi-
cation before propagating the message to the other neiddick
parents. Therefore, with finding honempty overlaps betwtben
VRr and some otheY Rs-s, we can roughly say that théRs will

be cut from this side and thus, the message will not be setfiefur
in this direction. Assume that we are considering the blamdtes
that receive the/Rs(V]) specification (Fig. 5). Therefore, it can
be said that thi&/ Rs specification will be delivered only to those
black nodes that are black parentsvptorresponding to the final
version ofVRg(V)) = VC(V)). If red and black nodes are uniformly
distributed in the Euclidian plan®,C(v;) will overlap with around

4 to 8 blackVRs-s and thus, th& Rs(v]) specification will be de-
livered to nearly 4 to 8 black nodes. It can be argued thatageer
degree of vertexes in a Delaunay triangulation graph isllysim

the range of 3 to 7, and with increasing the number of nodes in a [7]

specific area, this parameter does not change. However thisth
change, average distance of neighbor nodes, i.e, lengtdgafse
will decrease. But, length of edges in graphs of conneclioiEe-
s is just a virtual concept and is not relevant to real time e$sage
transfer between two ends of that edge.
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Figure 6: Overall number of transferred messages versus number of nag.

We have also depicted the overall number of messages sehefor
resumption algorithm versus number of nodes in Fig. 6. Asiit ¢
be seen from this figure, number of messages sent in the réisamp
algorithm has an approximately linear relation with the bemof
nodes and thus. Average number of messages transmitteeiyy ev
node is almost constant. This problem is similar to the joevi
problem about the methods termination time.

Hence, it can be concluded that the proposed method is riiely
tributed and increasing the number of nodes in the plane does
affect its complexity and therefore, it could be an alternasive-
stitute for the centralized client-server architectures.

8. SUMMARY AND CONCLUSION

An important issue in MMVEs is user mobility and churn, which
becomes a challenging issue if a P2P overlay is used for metwo
ing support. In this paper we have proposed a distributechga®
cal architecture for MMVE applications. The use of a geoinatr
routing scheme requires the constant update of the oventeydgy
as an important factor on the routing performance and secegs.
The overlay topology to supports greedy routing as a simpte a
efficient online routing scheme in the geometrical routing ernt
because we use a distributed algorithm for maintaining adyre
support graph among MMVE nodes. The basic idea behind our
approach is the partitioning of the topology in twafdrent parts
where each part is updated in a separate phase using thepather
as a reference. Simulation results are promising and denates
the functionality and performance of the proposed algorith
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