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ABSTRACT
To keep up with the continuous growth in demand, cloud providers
spend millions of dollars augmenting the capacity of their wide-
area backbones and devote significant effort to efficiently utilizing
WAN capacity. A key challenge is striking a good balance between
network utilization and availability, as these are inherently at odds;
a highly utilized network might not be able to withstand unex-
pected traffic shifts resulting from link/node failures. We advocate
a novel approach to this challenge that draws inspiration from finan-
cial risk theory: leverage empirical data to generate a probabilistic
model of network failures and maximize bandwidth allocation to
network users subject to an operator-specified availability target.
Our approach enables network operators to strike the utilization-
availability balance that best suits their goals and operational reality.
We present TeaVaR (Traffic Engineering Applying Value at Risk), a
system that realizes this risk management approach to traffic engi-
neering (TE). We compare TeaVaR to state-of-the-art TE solutions
through extensive simulations across many network topologies,
failure scenarios, and traffic patterns, including benchmarks extrap-
olated from Microsoft’s WAN. Our results show that with TeaVaR,
operators can support up to twice as much throughput as state-of-
the-art TE schemes, at the same level of availability.
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Figure 1: Link2’s utilization is kept low to sustain the traffic
shift when failures happen.

1 INTRODUCTION
Traffic engineering (TE), the dynamic adjustment of traffic split-
ting across network paths, is fundamental to networking and has
received extensive attention in a broad variety of contexts [1, 2, 8,
21, 27, 29, 31, 34, 35, 38, 43, 57]. Given the high cost of wide-area
backbone networks (WANs), large service providers (e.g., Ama-
zon, Facebook, Google, Microsoft) are investing heavily in opti-
mizing their WAN TE, leveraging Software-Defined Networking
(SDN) to globally optimize routing and bandwidth allocation to
users [27, 29, 37, 42, 43].

A crucial challenge faced by WAN operators is striking a good
balance between network utilization and availability in the pres-
ence of node/link failures [5, 25, 28, 43, 48]. These two objectives
are inherently at odds; providing high availability requires keep-
ing network utilization sufficiently low to absorb shifts in traffic
when failures occur. To attain high availability, today’s backbone
networks are typically operated at fairly low utilization so as to
meet user traffic demands while providing high availability (e.g.,
99%+ [28]) in the presence of failures.

Fig. 1 plots the link utilization of two IP links in a backbone net-
work in North America with the same source location but different
destinations. The utilization of each link is normalized by the maxi-
mum achieved link utilization, hence, the actual link utilization is
lower than plotted. On August 4, Link1 failed, and its utilization
dropped to zero. This, in turn, increased the utilization of Link2.
Importantly, however, under normal conditions, the normalized
utilization of Link2 is only around 20%, making Link2 underutilized
almost all the time. While network utilization can be increased by
sending low-priority background traffic over underutilized links,
this does not improve network utilization for high priority traffic,
which is the focus of this paper (§6).
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We show that state-of-the-art TE schemes fail to maximize the
traffic load that can be supported by the WAN for the desired level
of availability (§5). Under these schemes, the ratio of the bandwidth
allocated to users to the available capacity must be kept lower
than necessary, resulting in needlessly low network utilization. We
argue that to remedy this, operators should explicitly optimize net-
work utilization subject to target availability thresholds. Today’s TE
schemes do not explicitly consider availability. Instead, the number
of concurrent link/node failures the TE configuration can withstand
(e.g., by sending traffic on link-disjoint network paths) is sometimes
used as a proxy for availability. However, the failure probability of a
single link can greatly differ across links, sometimes by three orders
of magnitude [23]. Consequently, some failure scenarios involving
two links might be more probable than others involving a single
link. Alternatively, some failure scenarios might have negligible
probability, and so lowering network utilization to accommodate
them is wasteful and has no meaningful bearing on availability.

Operators actually have high visibility into failure patterns and
dynamics. For example, link failures are more probable during
working hours [25] and can be predicted based on sudden drops
in optical signal quality, “with a 50% chance of an outage within
an hour of a drop event and a 70% chance of an outage within
one day” [23]. We posit that this wealth of timely empirical data
on node/link failures in the WAN should be exploited to explicitly
reason about the probability of different failure scenarios when
optimizing TE. We present TeaVaR (Traffic Engineering Applying
Value at Risk), a TE optimization framework that enables operators
to harness this information to tune the tradeoff between network
utilization and availability and, by so doing, strike a balance that
best suits their goals. To the best of our knowledge, TeaVaR is the
first formal TE framework that enables operators to jointly optimize
network utilization and availability. We refer the reader to Section 7
for a discussion of related work on TE, capacity planning, and other
risk-aware approaches to networking.

Under TeaVaR, a probabilistic model of failure scenarios is first
generated from empirical data. Then, TE optimization that draws
on the notion of Conditional Value at Risk (CVaR) [50] minimization
is applied to assign bandwidth shares to network users. TeaVaR
enables formulating guarantees such as “user i is guaranteed bi net-
work bandwidth at least β% of the time,” and computing bandwidth
assignments that achieve these guarantees for a operator-specified
value of β .

To realize this approach to TE, we grapple with the algorithmic
challenges of formulating CVaR-based TE, such as how to achieve
fairness across network users, and also with various operational
challenges, such as ensuring that the running time of our algorithm
scales well with the size and complexity of the network. In partic-
ular, we cast the CVaR-based TE as a Linear Program (LP) with a
manageable number of constraints for realistic network topologies,
thus enabling the efficient computation of optimal TE solutions.

To evaluate TeaVaR, we conduct extensive simulations, compar-
ing its performance with that of other TE systems across a variety
of scenarios, traffic matrices, and topologies. We first analyze the
failure data collected from the inter-datacenter backbone network
of Microsoft. Our dataset consists of time-to-failure and failure
duration of links over a year at 15-minute granularity. We compute
the failure probability for individual links as well as for Shared

Risk Groups (SRGs) [54] corresponding to correlated link failures.
We then apply these probability distributions to various network
topologies, including ATT, B4, IBM, and Microsoft.

Our results show that with TeaVaR the operator can support up
to twice as much traffic as with state-of-the-art TE schemes, at the
same level of availability. Importantly, TeaVaR, which optimizes
how user traffic is split across network tunnels, can be coupled
with any scheme for WAN tunnel selection, including oblivious
routing [38], k-shortest paths, and link-disjoint routes. We also
show that our optimization is fairly robust to inaccuracies in failure
probability estimations. Indeed, a surprising takeaway from our
evaluation results is that as long as the probabilistic failure model
used is within 20% of actual failure probabilities, the optimization
results in roughly only 6% error in loss calculation.

To enable the community to explore our ideas and to facilitate
the reproducibility of our results, our code is available online.1 This
work does not raise any ethical issues.

2 MOTIVATING TEAVAR
The number of concurrent node/link failures a TE configuration
can withstand is sometimes used as a proxy for availability. This
can be manifested, e.g., in sending user traffic on multiple network
paths (tunnels) that do not share any, or share only a few, links, or
in splitting traffic across paths in a manner resilient to a certain
number of concurrent link failures, as advocated in [43]. In this
section we explain why reasoning about availability in terms of
the number of concurrent failures that can be tolerated is often not
enough. We demonstrate this using the recently proposed Forward
Fault Correction (FFC) TE scheme [43].
FFC as an illustration. FFCmaximizes bandwidth allocation to be
robust for up to k concurrent link failures, for a configurable value
k . To accomplish this, FFC optimization sets a cap on the maximum
bandwidth bi each network flow i (identified by source/destination
pair) can utilize and generates routing (and rerouting) rules, such
that the network can simultaneously support bi bandwidth for each
flow i in any failure scenario that involves at most k failures.

We illustrate FFC in Fig. 2, where source node s is connected to
destination noded via three links, each of capacity 10Gbps. Suppose
that the objective is to support the maximum total amount of traffic
from s to d in a manner that is resilient to at most two concurrent
link failures. Fig. 2(b) presents the optimal solution under FFC:
rate-limiting the (s;d) flow to send at 10Gbps and always splitting
traffic equally between all links that are intact; e.g., when no link
failures occur, traffic is sent at 10

3 Gbps on each link, when a single
link failure occurs, each of the two surviving links carries 5Gbps,
and with two link failures, all traffic is sent on the single surviving
link. Thus, this solution guarantees the flow-reserved bandwidth of
10Gbps without exceeding link capacities under any failure scenario
that involves at most two failed links. Observe, however, that this
comes at the cost of keeping each link underutilized (one-third
utilization) when no failures occur.
Striking the right balance.We ask whether high availability can
be achieved without such drastic over-provisioning. Approaches
such as FFC are compelling in that they provide strong availability

1http://teavar.csail.mit.edu

http://teavar.csail.mit.edu
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(a) (b)

Figure 2: (a) A network of three links each with 10Gbps band-
width; (b) Under conventional TE schemes, such as FFC [43],
the total admissible tra�c is always 10Gbps, split equally be-
tween paths (each carrying 10

3 Gbps).

guarantees; in Fig. 2(b), the¹s;dº �ow is guaranteed a total band-
width of 10Gbps even if two links becomepermanentlyunavailable.
Suppose, however, that the availability, i.e., the fraction of time
a link is up, is consistently99:9%for each of the three links. In
this scenario, the network can easily support30Gbps throughput
(3� improvement over FFC) around99:9%of the time simply by
utilizing the full bandwidth of each link and never rerouting tra�c.

This example captures the limitations offailure probabilityag-
nostic approaches to TE, such as FFC; speci�cally, they ignore the
underlying link availability (and the derived probability of failure).
As discussed in [23, 25], link availability greatly varies across di�er-
ent links. Consequently, probability-oblivious TE solutions might
lead to low network e�ciency under prevailing conditions to accom-
modate potentially highly unlikely failure scenarios (i.e., with little
bearing on availability). However, not only might a probability-
oblivious approach overemphasizeunlikely failure scenarios, it
might even disregardlikely failure scenarios. Consider a scenario
where three links in a large network have low availability (say,
99%each), and all other links have extremely high availability (say,
99:999%). When the operator's objective is to withstand two con-
current link failures, the scenario where the three less available
links might be simultaneously unavailable will not be considered,
whereas much less likely scenarios in which two of the highly
available links fail simultaneously will be considered.

To motivate our risk-management approach, we revisit the ex-
ample in Fig. 2. Now, suppose the probability of a link being up
is as described in the �gure, and the link failure probabilities are
uncorrelated (we will discuss correlated failures in Ÿ4). In this case,
the probability of di�erent failure scenarios can be expressed in
terms of individual links' failure probabilities (e.g., the probability
of all three links failing simultaneously is10� 7). Under these failure
probabilities, the network can support30Gbps tra�c almost 90%
of the time simply by utilizing the full bandwidth of each link and
not rerouting tra�c in the event of failures. FFC's solution, shown
in Fig. 2(b), can be regarded as corresponding to the objective of
maximizing the throughput for a level of availability in the order
of 7 nines (99.99999%), as the scenario of all links failing concur-
rently occurs with probability10� 7. Observe that the bandwidth
assignment in Fig. 3(b) guarantees a total throughput of20Gbps at
a level of availability of nearly 3 nines (99:8%).2 Thus, the network
administrator can trade network utilization for availability to re�ect
the operational objectives and strike a balance between the two.

2This is because the probability of the upper and lower links both being up, no matter
what happens with the middle link, is¹1 � 10� 3º2 = 0:998.

(a) (b)

Figure 3: (a) The same network as in Fig. 2(a), with added
information about link failure probabilities; (b) A possible
�ow allocations under TeaVaRwith total admissible tra�c
of 20Gbps 99.8% of the time.

Our approach: risk-aware TE. UnderTeaVaR, instead of reason-
ing about availability indirectly in terms of the maximum number
of tolerable failures as in [43], network operators can generate a
probabilistic failure model from empirical data (e.g., encompassing
uncorrelated/correlated link failures, node failures, signal decay,
etc.) and optimize TE with respect to an availability bound. We
describe our approach in the following sections.

Note that our approach to risk-aware TE is orthogonal and com-
plementary to the challenge of capacity planning. While capacity
planning is focused on determining in what manner capacity should
be augmented to the WAN to provide high availability, our goal
is to optimize the utilization of available network capacity with
respect toreal-timeinformation about tra�c demands and expected
failures. We elaborate on this relation in Section 7.

3 PROBABILISTIC TRAFFIC ENGINEERING
In this section, we relate the central concept of Value at Risk (VaR)
in �nance to resource allocation in networks and, more speci�cally,
to TE. We then highlight the main challenges and ideas underlying
TeaVaR�a probabilistic TE solution. A full description ofTeaVaR
appears in Section 4.

3.1 Probabilistic Risk-Management in Finance
In many �nancial contexts, the goal of an investor is to manage
a collection of assets (e.g., stocks), also called a portfolio, so as to
maximize the expected return on the investmentwhile considering
the probability of possible market changes that could result in losses
(or smaller-than-expected gains).

Consider a setting in which an investor must decide how much
of each ofn stocks to acquire by quantifying the return from dif-
ferent investment possibilities. Letx = ¹x1; : : : ;xn º be a vector
representing an investment, wherexi represents the amount of
stocki acquired, and lety = ¹y1; : : : ;yn º be a vector that is ran-
domly generated from a probability distribution re�ecting market
statistics, whereyi represents the return on investing in stocki . In
�nancial risk literature, vectorx is termedthe controland vectory is
termedthe uncertainty vector. The loss functionL¹x;yº captures the
return on investmentx undery and is simplyL¹x;yº = � � n

i =1xi yi ,
i.e., the negative of the gain.

Investors wish to provide customers with bounds on the loss
they might incur, such as �the loss will be less than$100with
probability 0:95,� or �the loss will be less than$500with probability
0:99.� Value at Risk (VaR) [33] captures precisely these bounds.
Given a probability threshold� (say� = 0:99),VaR� provides a
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probabilistic upper bound on the loss: the loss is less thanVaR�
with probability � .

Fig. 4 gives a graphical illustration of the concepts ofVaR� (and
CVaR� which we describe below). For a given control vectorx and
probability distribution on the uncertainty vectory, the �gure plots
the probability mass function of individual scenarios¹x;yº, sorted
according to the loss associated with each scenario. Assuming all
possible scenarios are considered, the total area under the curve
amounts to1. At the point on the x-axis marked by� =VaR� ¹xº,
the area under the curve is greater than or equal to� . Given a
probability threshold� (say� = 0:99) and a �xed controlx,VaR� ¹xº
provides a probabilistic upper bound on the loss: the loss is less
thanVaR� ¹xº with probability � . Equivalently,VaR� ¹xº is the � -
percentile of the loss givenx. Value at Risk (VaR� ) is obtained by
minimizingVaR� ¹xº (or � ) over all possible control vectorsx, for a
given a probability threshold� . The VaR notion has been applied
in various contexts, such as hedge fund investments [51], energy
markets [14], credit risk [3], and even cancer treatment [45].

We point out thatVaR� does not necessarily minimize the loss
at the tail (colored in red in Fig. 4), i.e., the worst-case scenarios
in terms of probability, which have total probability mass of at
most1 � � . A closely related risk measure that does minimize the
loss at the tail is termed� -Conditional Value at Risk(CVaR� )[50];
CVaR� is de�ned as the expected loss at the tail, or, equivalently,
the expected loss of all scenarios with loss greater or equal toVaR� .
VaR minimization is typically intractable. In contrast, minimizing
CVaR can be cast as a convex optimization problem under mild
assumptions [50]. Further, minimizing CVaR can be a good proxy
for minimizing VaR.

3.2 Probabilistic Risk Management in
Networks

Optimizing tra�c �ow in a network entails contending with loss,
which, in this context, is due to the possibility of failing to satisfy
user demands when tra�c shifts as link/node failures congest the
network. We present a high-level overview of how the VaR and
CVaR can be applied to this context and defer the formal presenta-
tion to Section 4.

We model the WAN as a network graph, in which nodes represent
switches, edges represent links, and each link is associated with
a capacity. Links (or, more broadly, shared risk groups) also have
failure probabilities. As in prior studies [27, 29, 43], in each time
epoch, a set of source-destination switch-pairs (�commodities� or
��ows�) wish to communicate where each such pairi is associated
with a demanddi , and a �xed set of possible routes (or tunnels)Ri
on which its tra�c can be routed.

Intuitively, under our formulation of TE optimization as a risk-
management challenge, the control vectorx captures how much
bandwidth is allocated to each �ow on each of its tunnels, and
the uncertainty vectory speci�es, for each tunnel, whether the
tunnel is available or not (i.e., whether all of its links are up). Note
that y is stochastic, and its probability distribution is derived from
the probabilities of the underlying failure events (e.g., link/node
failures). Our aim is to maximize the bandwidth assigned to users
subject to a desired, operator-speci�ed, availability threshold� .

Figure 4: An illustration of Value at Risk, VaR� ¹xº, and Con-
ditional Value at Risk, CVaR� ¹xº. Given a probability thresh-
old � (say � = 0:99) and a decision vector x, VaR� ¹xº pro-
vides a probabilistic upper bound on the loss: the loss is less
than VaR� ¹xº with probability � . CVaR� ¹xº captures the ex-
pected loss of all the scenarios where loss is greater than
VaR� ¹xº [52].

However, applyingCVaR� to network resource allocation faces
three nontrivial challenges:

Challenge: Achieving fairness across network users. Avoid-
ing starvation and achieving fairness are arguably less pivotal in
stock markets, but they are essential in network resource allocation.
In particular, TE involves multiple network users, and a crucial
requirement is that high bandwidth and availability guarantees for
some users not come at the expense of unacceptable bandwidth
or availability for others. This, in our formulation, translates into
carefully choosing the loss functionL¹x;yº so that minimizing the
chosen notion of loss implies such undesirable phenomena do not
occur. We show how this is accomplished in Ÿ4.

Challenge: Capturing fast rerouting of tra�c in the data plane.
Unlike the above formulation of stock management, in TE the con-
sequences of the realization of the uncertainty vector cannot be cap-
tured solely by a simple loss function such asL¹x;yº = � � n

i =1xi yi .
This is because our CVaR-based optimization formalism must take
into account that the unavailability of a certain tunnel might imply
more tra�c having to traverseothertunnels.

Providing high availability in WAN TE cannot rely on online
re-computation of tunnels as this can be too time consuming and
adversely impact availability [43, 54]. As in [43, 54], to quickly
recover from failures,TeaVaRre-adjust tra�c splitting ratios on
surviving tunnels via re-hashing mechanisms implemented in the
data plane. Thus, the realization of the uncertainty vector, which
corresponds to a speci�cation of which tunnels are up, impacts the
control, capturing how much is sent on each tunnel.

Challenge: Achieving computational tractability. A naive for-
mulation of CVaR-minimizing TE machinery yields a non-convex
optimization problem. Hence, the �rst challenge is to transform
the basic formulation into an equivalent convex program. We are,
in fact, able to formulate our TE optimization as a Linear Program
through careful reformulation with auxiliary variables (see Appen-
dix A for details). In addition, because the number of all possible
failure scenarios increases exponentially with the network size,
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