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Abstract

Autonomous robots are emerging as candidates for performing increasingly complex tasks, such as surveillance and environment monitoring, search and rescue, and planetary exploration. Nonlinear estimation (i.e., estimating the state of a nonlinear system from noisy measurements) arises in all these applications. For instance, robot localization – which is considered as one of the fundamental problems in robotics – seeks to determine the robot’s pose (position and orientation) using measurements from onboard sensors (e.g., an odometer and a camera). Another closely-related and important example is target tracking, where the objective is to estimate the target’s state using remote sensor observations. Even though many different algorithms, such as the extended Kalman filter (EKF) and the batch maximum a posteriori (MAP) estimator, have been developed for solving these problems, substantial empirical evidence shows that most existing nonlinear estimators tend to become inconsistent (i.e., the state estimates are biased and the error covariance estimates are smaller than the true ones). Moreover, a significant limitation is that the causes of inconsistency have not been sufficiently studied in the literature; if an estimator is inconsistent, the accuracy of its estimates is unknown, which makes the estimator unreliable. The objective of this dissertation is to investigate the main causes of inconsistency of nonlinear estimation and develop new algorithms for improving consistency.

As one of the main research thrusts, we study in depth the inconsistency problem in robot localization, including simultaneous localization and mapping (SLAM) and multi-robot cooperative localization (CL). In particular, we show for the first time ever that one fundamental cause of inconsistency is the mismatch between the observability properties of the underlying nonlinear system and the linearized system used by the estimator. By performing observability analysis, we prove that the linearized error-state system used by standard filtering/smoothing algorithms – the EKF, the unscented Kalman filter (UKF), and the sliding-window filter (SWF) – has an observable subspace of higher dimension than that of the underlying nonlinear system. This implies that these estimators gain spurious information (more specifically, about the global orientation) from the measurements, which unjustifiably reduces the uncertainty of the state estimates and causes inconsistency. Based on this key insight, for unobservable nonlinear systems, we propose a novel methodology for designing consistent linearized estimators. Specifically, we develop a family of Observability-Constrained (OC)-estimators – including the
OC-EKF, the OC-UKF, and the OC-SWF – whose Jacobians are computed in a way to ensure that the estimator’s linearized system model has an observable subspace of the same dimension as that of the underlying nonlinear system.

Furthermore, we investigate the inconsistency of estimators for observable nonlinear systems, such as target tracking using distance or bearing measurements, whose cost functions are non-convex and often have multiple local minima. In such cases, we discover that the inconsistency of a standard linearized estimator, such as the EKF, is primarily due to the fact that the estimator is able to find and track only one local minimum. To address this issue, we convert the estimator’s nonlinear cost function into polynomial form and employ algebraic geometry techniques to analytically compute all its local minima. These local minima are used as initial estimates by a bank of MAP estimators to efficiently track the most probable hypotheses for the entire state trajectory. Moreover, we adapt this idea to particle filters (PFs) and develop an Analytically-Guided-Sampling (AGS)-PF. Specifically, the AGS-PF employs an analytically-determined Gaussian mixture as proposal distribution which not only takes into account the most recent measurement but also matches all the modes of the posterior (optimal proposal) distribution. As a result, the AGS-PF samples the most probable regions of the state space and hence significantly reduces the number of particles required.

As precise long-term localization and tracking are essential for a variety of robotic applications, by introducing a solid theoretical framework for improving the consistency of nonlinear estimators, this work offers significant benefits for robots employed in these tasks. Moreover, the proposed solutions constitute novel paradigms for engineers to follow when designing consistent estimators for other nonlinear systems, and hence have the potential to benefit applications beyond robotics.
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Chapter 1

Introduction

1.1 Nonlinear estimation in robotics

Autonomous mobile robots have the potential to assist people (e.g., during search and rescue operations [25]) and to augment human capabilities (e.g., working in dangerous or inaccessible environments [46]). To achieve this, however, a fundamental estimation problem that must be first solved is localization – that is, determining the position and orientation (pose) of a robot using measurements from its onboard sensors. Another important nonlinear estimation problem arising in robotics is target tracking, in which one or more, possibly mobile, sensors observe and track a target in order to estimate its position, velocity, etc. Localization and target tracking appear in many practical applications, such as transportation [19, 156], construction [128, 141], planetary exploration [46], guidance for the visually impaired [61, 164], surveillance and environment monitoring [24, 129], as well as search and rescue operations in disaster zones [25]. In this work, we primarily focus on these two key robotic problems and use them to illustrate our methodologies of improving the consistency of nonlinear estimation algorithms. In what follows, we first provide a brief overview of robot localization and target tracking in order to better understand the ensuing discussion on estimator consistency.

1.1.1 Robot localization

The objective of robot localization is to fuse proprioceptive (e.g., from an odometer) and exteroceptive (e.g., from a laser) sensor measurements in order to compute an estimate of the robot’s
pose. There exist many variants of this problem, depending on the number of robots involved and the prior knowledge they may have about the environments within which they operate. In this thesis, we particularly focus on the following two important cases:

- **Simultaneous Localization and Mapping (SLAM):** When exploring an unknown environment, a robot seeks to estimate both its own pose and the positions of the landmarks it observes (e.g., corner points detected from images, or line segments extracted from the laser scanner data) [11, 43, 121, 145, 157]. This process offers several benefits: By observing static landmarks over multiple time instants, or when the robot revisits an area (i.e., loop closing), the estimation errors over long time periods remain bounded [116]. Thus, a SLAM solution permits accurate, long-term localization in unknown environments, and is considered an enabling technology for robot autonomy [155].

- **Cooperative Localization (CL):** A team of robots can localize by sharing robot-to-robot measurements and jointly estimating their poses [102]. A CL solution provides the means for implicit sensor sharing, as localization information is dissipated over a (wireless) network to all the members of the group, and results in considerable gains in terms of localization accuracy for all robots [117]. Moreover, when at least one of the robots is capable of obtaining measurements to static landmarks, then the poses of all robots and the positions of all landmarks can be simultaneously estimated, through multi-robot cooperative SLAM (C-SLAM) [118]. C-SLAM enjoys the advantages of both SLAM and CL and attains bounded localization errors for all robots within the team [118].

### 1.1.2 Target tracking

Target tracking is the problem of estimating the kinematic state of a moving target using range and/or bearing measurements provided by a (mobile) sensor whose pose is often assumed to be known. This is a classical nonlinear estimation problem that has attracted significant interest over the past decades [14, 17]. Examples of recent research on target tracking include designing new estimation algorithms and adaptively controlling the sensor’s motion [7, 31, 99, 170–172]. Depending on the type of measurements used, it includes range-only tracking [28, 135] and bearing-only tracking [47, 122], which are the two cases also studied in this work.
1.2 Consistency of nonlinear estimation

Nonlinear estimation problems, such as mobile robot localization and target tracking, are challenging for a number of reasons. In contrast to the linear-model Gaussian-noise case, a nonlinear estimator is generally intractable without imposing simplifying assumptions. Specifically, it is not feasible to propagate and update either an entire probability density function (pdf) for the state conditioned on the available measurements or an infinite number of parameters describing that density. One particular difficulty arising in the design of nonlinear estimators is the consistency issue, since no provably consistent estimator can be constructed for a nonlinear system.

As defined in [14], a state estimator is consistent if the estimation errors are zero-mean and have covariance matrix smaller than or equal to the one calculated by the estimator. Consistency is one of the primary criteria for evaluating the performance of any estimator; if an estimator is inconsistent, then the accuracy of the produced state estimates is unknown, which in turn makes the estimator unreliable.

Despite these challenges, the problems of robot localization and target tracking have been studied for decades [17, 155], and various estimators have been employed for solving them, such as the extended Kalman filter (EKF) [14, 43], the maximum likelihood estimator (MLE) [64], the maximum a posteriori (MAP) estimator [124], and the particle filter (PF) [8, 48]. Among these algorithms, the EKF remains a popular choice primarily due to its relatively low processing requirements and its ease of implementation. However, its performance depends on the magnitude of the linearization errors. To reduce the linearization errors, the iterated EKF (IEKF) [82] is often used, which iteratively relinearizes the nonlinear measurement model till convergence. Alternatively, the unscented Kalman filter (UKF) [84] deterministically samples the nonlinear model around the current state estimate and employs linear regression to improve the accuracy of the linear approximation. Nevertheless, the EKF, as well as any (explicit or implicit) linearization-based filtering approach, marginalizes all but the current state and hence is unable to correct linearization errors involving previous states. For this reason, smoothing algorithms, either in batch or incremental fashion, have become popular, especially for SLAM [36, 38, 53–55, 67, 87, 88, 95, 100, 142, 150]. In particular, a sliding-window filter (SWF) [142] (or fixed-lag smoother (FLS) [38, 111, 132]) estimates the states over a sliding time window, by concurrently processing all the measurements involving these states, hence
reducing the effect of the linearization errors. Moreover, a batch-MAP estimator [91] computes the estimates for the states at all time steps using all available measurements. This allows continuous relinearization around all the states, which can greatly reduce the linearization errors. However, most filters and smoothers typically can track only one, of the potentially many, modes of the posterior pdf, which can degrade the performance. Only a few estimators, such as the multi-hypothesis EKF (MHEKF) [99] (i.e., the Gaussian sum filter (GSF) [3]) and the PF [8, 41, 58], are specifically designed to handle multimodal distributions by simultaneously tracking a set of different hypotheses for the state estimates. Most of the time, however, these hypotheses are generated randomly, thus wasting a considerable portion of the computational resources.

Due to the aforementioned reasons (i.e., large linearization errors and multiple local minima), most estimators (either filters or smoothers) tend to become inconsistent when applied to robot localization and target tracking. The lack of understanding of the fundamental causes of estimator inconsistency in these applications clearly is a significant limitation, which we seek to address in this dissertation. In particular, we prove that the observability of the system model based on which an estimator is built, profoundly affects the estimator’s performance, and plays a significant role in determining consistency. Furthermore, we show that the inability of an estimator to track all modes of the multimodal posterior pdf can cause inconsistency or even divergence. Once the root causes of estimator inconsistency are identified, we design new estimation algorithms that explicitly address these causes and improve consistency. In what follows, we discuss the research objectives of this dissertation in more detail.

1.3 Research objectives

The primary objectives of this research effort are to determine the fundamental causes of estimator inconsistency and design new estimation algorithms that improve consistency. While the proposed analysis and algorithms can be generalized to a broad class of nonlinear systems, we hereafter focus on the problems of mobile robot localization and target tracking. Specifically, the goals of this research are the following:
1.3.1 Investigate the fundamental causes of estimator inconsistency

We first study the problem of estimation inconsistency from the perspective of system observability. Observability examines the feasibility of estimating the state given all available measurements. A dynamical system is observable if its state at a certain time instant can be uniquely determined based on a finite sequence of its outputs (measurements) [18]. By performing observability analysis, we are able to determine the observable directions in the state space along which an estimator should acquire information from the available measurements. We conjecture that if the observable directions are erroneous, the estimator may become inconsistent. For instance, for the robot localization systems [i.e., SLAM (see Section 2.4) and CL (see Section 3.4)], we analytically prove that the standard EKF employs a linearized error-state system model that has an unobservable subspace of lower dimension than that of the underlying nonlinear system. As a result, the estimator gains spurious information from the measurements and hence incorrectly reduces the estimated covariance. This is shown to be the main cause of inconsistency in this case.

Although system observability has been identified as an important cause of estimator inconsistency, there certainly exist other issues affecting the consistency of nonlinear estimators. For example, the observability properties of systems such as range-only and bearing-only target tracking, have less impact since both systems are observable [146, 147], and the corresponding linearized system models are also observable. However, as it will be shown, most estimators, such as the EKF, can still become inconsistent. In this case, we discover that the fundamental cause of inconsistency is the inability of the estimator to track a multimodal posterior pdf (see Section 7.4). In particular, if the estimator erroneously tracks a mode different from the global optimum, its estimates may become inconsistent.

The PF can ideally track multiple modes of the pdf and does not require linearization. However, it can also become inconsistent when applied to robot localization and target tracking [13, 165]. We conjecture that this is primarily due to particle depletion [8], where the very few surviving particles (i.e., particles with significant weights) cannot sufficiently represent the underlying posterior pdf (see Chapter 8).
1.3.2 Improve the consistency of nonlinear estimators

Our objective is to design new nonlinear estimation algorithms that improve consistency, by explicitly addressing the primary causes of inconsistency. Firstly, we propose a novel observability-based methodology for improving estimator consistency in robot localization including SLAM and CL. The key idea behind our approach is to compute the filter Jacobians in such a way that the resulting linearized system model used by the estimator has an unobservable subspace of appropriate dimensions. Within this framework, we develop a family of Observability-Constrained (OC)-estimators, including both filters and smoothers [i.e., the OC-EKFs (see Chapters 2 and 3), the OC-UKF (see Chapter 4), and the OC-SWF (see Chapter 5)]. Moreover, we study filter consistency for a certain class of observable nonlinear systems, and employ the same observability-based methodology to develop new estimation algorithms for improving their consistency (see Chapter 6).

Secondly, we introduce a general framework for finding and tracking the modes of multimodal posterior pdfs for a broad class of nonlinear estimation problems in robotics and computer vision that can be expressed in (or converted into) polynomial form. The key idea of this approach is to convert the estimator’s nonlinear cost function into polynomial form, and then employ algebraic-geometry techniques [33] to analytically compute all the stationary points, and thus the local minima, which correspond to the multiple modes of the posterior pdf. Furthermore, we employ a bank of MAP estimators, which allow relinearization of the entire state history as well as multi-hypothesis tracking, and introduce an efficient hypothesis generation scheme (see Chapter 7). Moreover, we adapt this idea of analytically selecting hypotheses to PFs, and develop an Analytically-Guided-Sampling (AGS)-PF (see Chapter 8). Specifically, the AGS-PF employs an analytically-determined Gaussian mixture as proposal distribution which not only takes into account the most recent measurement but also matches all the modes of the posterior (optimal proposal) distribution. As a result, the AGS-PF samples along the most probable regions of the state space and hence dramatically reduces the number of particles required.

Persistent long-term localization and tracking are essential for various robotic applications, ranging from planetary and underwater exploration to service robots for businesses and homes. By introducing a solid theoretical framework for designing consistency-improved nonlinear estimators, this dissertation will offer significant benefits to robots employed in a wide range of tasks such as surveillance. Moreover, the proposed solutions provide novel paradigms for other
engineers to follow when designing consistent estimators for nonlinear systems. Thus, the proposed methodologies have the potential to be extended to an even broader class of nonlinear estimation problems and hence to benefit the corresponding applications.

1.4 Organization of the manuscript

In the following chapters, the estimator inconsistency in robot localization is first addressed from the perspective of system observability. In particular, Chapters 2 and 3 focus on the EKF inconsistency in SLAM and CL, respectively, and the observability-based methodology for improving EKF consistency is presented. The UKF-SLAM inconsistency is studied in Chapter 4, where the UKF computational complexity is also reduced. In Chapter 5, the observability-based methodology is extended to the smoothing framework and the OC-SWF for SLAM is introduced. Furthermore, in Chapter 6, this methodology is generalized to a special class of observable nonlinear systems, i.e., discrete-time nonlinear systems with partial-state measurements. In Chapters 7 and 8, the estimator inconsistency is studied from a different perspective for the case of posterior pdfs with multiple modes. In particular, a bank of MAP estimators and the AGS-PF are developed for tracking the most probable hypotheses of the target’s state. Finally, Chapter 9 provides concluding remarks and an outlook on future research directions.
Chapter 2

Observability-Constrained EKFs for SLAM

In this chapter, we study the EKF consistency of SLAM from the perspective of system observability. We analytically show that the linearized system employed by the EKF has different observability properties than the underlying nonlinear SLAM system, which is one fundamental cause of inconsistency. To address this problem, we develop an observability-based methodology to ensure that the EKF linearized system has the same number of unobservable directions as the nonlinear SLAM system. Parts of this chapter have been published in [66, 70, 72].

2.1 Introduction

Simultaneous localization and mapping (SLAM) is the process of building a map of an environment and concurrently generating an estimate of the robot’s pose (position and orientation) using sensor readings. For autonomous vehicles exploring unknown environments, the ability to perform SLAM is essential. Since [144] first introduced a stochastic-mapping solution to the SLAM problem, rapid and exciting progress has been made, resulting in several competing solutions. Recent interest in SLAM has focused on the design of estimation algorithms (e.g., [115, 130]), data association techniques [123], and feature extraction [140]. Among the numerous algorithms developed thus far for SLAM, the EKF remains one of the most popular approaches, and has been used in several applications (e.g., [92, 125, 169]). However, in spite of its widespread adoption, the fundamental issue of consistency of the EKF-SLAM algorithm
has not yet been sufficiently investigated.

As discussed in the preceding chapter (see Section 1.2), a state estimator is consistent if the estimation errors are zero-mean and have covariance smaller than or equal to the one calculated by the estimator [14]. Consistency is one of the primary criteria for evaluating the performance of any estimator. If an estimator is inconsistent, then the accuracy of the produced state estimates is unknown, which in turn makes the estimator unreliable. Since SLAM is a nonlinear estimation problem, no provably consistent estimator can be constructed for it. The consistency of every estimator has to be evaluated experimentally. In particular for the standard EKF-SLAM algorithm, there exists significant empirical evidence showing that the computed state estimates tend to be inconsistent (see Section 2.2). Clearly, the lack of understanding the causes of the filter inconsistency is a significant limitation, which negatively affects long-term autonomous navigation.

In this chapter, we investigate in depth one fundamental cause of the inconsistency of the standard EKF-SLAM algorithm. In particular, we revisit this problem from a new perspective, i.e., by analyzing the observability properties of the filter’s system model. Our key conjecture in this work is that the observability properties of the EKF linearized system model profoundly affect the performance of the filter, and are a significant factor in determining its consistency. Specifically, the major contributions of this work are the following:

- Through an observability analysis, we prove that the standard EKF-SLAM employs a linearized error-state system model that has an unobservable subspace of dimension two, even though the underlying nonlinear system model has three unobservable degrees of freedom (d.o.f.), corresponding to the position and orientation of the global reference frame. As a result, the filter gains spurious information along directions of the state space where no information is actually available. This leads to an unjustified reduction of the estimated covariance, and is a primary cause of filter inconsistency.

- Motivated by the observability analysis, we propose a new observability-based methodology for improving the EKF consistency. The key idea of this approach is to compute the EKF Jacobians in such a way that ensures that the unobservable subspace of the EKF system model is of correct dimensions. This can be achieved in three different ways, resulting in three different Observability-Constrained (OC)-EKF algorithms: i) OC-EKF1
computes the Jacobians using the *first-ever* available estimates for each of the state variables and hence is also called First-Estimates-Jacobian (FEJ)-EKF. ii) OC-EKF2 selects the linearization points that not only guarantee the desired observability properties but also minimize the expected linearization errors (i.e., the difference between the linearization point and the true state). This is formulated as a constrained minimization problem, which we solve to determine the linearization points used for computing the filter Jacobians. iii) OC-EKF3 *directly* computes the *measurement* Jacobian at each time step in such a way that ensures the information acquired from the available measurements is only along the observable directions in the state space. This is achieved by projecting the best-available measurement Jacobian (which is computed using the latest state estimates as in the standard EKF) onto the observable directions. This is in contrast to the OC-EKFs 1 and 2 which compute the Jacobians indirectly by first finding appropriate linearization points that ensure correct observability properties for the corresponding linearized systems.

- Through extensive Monte-Carlo simulations and real-world experiments, we verify that the proposed OC-EKFs substantially outperform the standard EKF, even though they use less accurate filter Jacobians (since the Jacobians of the OC-EKFs, in general, are different from those computed using the latest, and thus best, state estimates). This result supports our conjecture that the observability properties of the EKF system model play a fundamental role in determining consistency.

### 2.2 Related work

The EKF is one of the most widely used algorithms for SLAM. However, its inconsistency issue has only recently begun to attract research interest [12, 26, 27, 66, 70, 72, 78, 79, 85].

Specifically, the work of [85] first reported the issue of EKF inconsistency by observing that when a stationary robot measures the relative position of a landmark multiple times, the estimated variance of the robot’s orientation error becomes smaller. Since the observation of a previously unseen feature does not provide any information about the robot state, this reduction is incorrect and leads to inconsistency. In addition, a condition was described that the filter Jacobians need to satisfy in order to permit consistent estimation. Recently, the work of [79] extended the analysis of [85] to the case in which a robot observes a landmark from two positions...
(i.e., the robot observes a landmark, moves and then re-observes the landmark). A constraint was provided that the filter Jacobians need to fulfill in this case so as to allow for consistent estimation. It was also shown that this condition is generally violated, due to the fact that the filter Jacobians at different time instants are evaluated using different estimates for the same state variables. Interestingly, we will show that these conditions, i.e., for a stationary robot [85] and a one-step motion [79], are special cases of an observability-based condition derived for the general case of a moving robot (see Section 2.5.4).

The authors of [12] examined several symptoms of the inconsistency of the standard EKF-SLAM algorithm, and based on Monte-Carlo simulations, argued that the uncertainty in the robot orientation is the main cause of the EKF inconsistency. However, no theoretical results were provided. The work of [78] further confirmed the empirical findings in [12], and argued by example that the inconsistency of the standard EKF-SLAM is always in the form of over-confident estimates (i.e., the computed covariance is smaller than the actual one).

The first attempt to improve filter consistency was reported in [26, 27] where the robocentric mapping algorithm was proposed by expressing the landmarks in a robot-relative (instead of world-centric) frame of reference. In this formulation, during each propagation step, all landmark position estimates need to be recalculated, since they are expressed with respect to the moving robot frame. As a result, during propagation, all landmark estimates and their covariances are affected by the linearization errors of the process model, which degrades performance. Note that this issue does not exist in the world-centric formulation of SLAM. Moreover, in comparison to our proposed OC-EKFs, the computational cost of the robocentric mapping filter is significantly higher. Specifically, the OC-EKFs have computational cost identical to the standard world-centric EKF-SLAM algorithm: linear, in the number of landmarks, during propagation, and quadratic during update. In contrast, in the robocentric mapping filter, both the propagation and update steps have computational cost quadratic in the number of landmarks.

Most previous work has only empirically examined several symptoms of the SLAM inconsistency, except for a few special cases (e.g., a stationary robot [85], and one-step motion [79]) where analytical studies were performed. However, no theoretical analysis of the cause of filter inconsistency was conducted. In this thesis, we study this problem from the system observability perspective, and identify as a fundamental cause of inconsistency the mismatch in the dimensions of the observable subspaces between the standard EKF linearized system and
the underlying nonlinear system. Relying on this key finding, we propose an observability-constrained framework for improving filter consistency, where the filter Jacobians are computed so as to ensure that the observable subspace of the EKF linearized system has the correct dimensions. Specifically, the OC-EKF1 (i.e., FEJ-EKF) [66, 70] selects the first-ever state estimates as the linearization points used in computing the filter Jacobians. The OC-EKF2 [72] finds the optimal linearization points that not only ensure that the observable subspace of the EKF linearized system model has correct dimensions, but also minimize the linearization errors. The OC-EKF3, instead of first finding appropriate linearization points as is the case for the OC-EKFs 1 and 2, directly computes the necessary measurement Jacobian, by projecting the most accurate measurement Jacobian onto the observable directions of the system model.

2.3 Standard EKF-SLAM formulation

In this section, we present the equations of the standard EKF-SLAM formulation with generalized system and measurement models. To preserve the clarity of presentation, we first focus on the case where a single landmark is included in the state vector, while the case of multiple landmarks is addressed later on. In the standard formulation of SLAM, the state vector comprises the robot pose and the landmark position in the global frame of reference. Thus, at time-step \( k \) the state vector is given by:

\[
\mathbf{x}_k = \begin{bmatrix}
\mathbf{p}_{R_k}^T & \phi_{R_k} & \mathbf{p}_L^T
\end{bmatrix}^T = \begin{bmatrix}
\mathbf{x}_{R_k}^T & \mathbf{p}_L^T
\end{bmatrix}^T
\]  

(2.1)

where \( \mathbf{x}_{R_k} = [\mathbf{p}_{R_k}^T \phi_{R_k}]^T \) denotes the robot pose (position and orientation), and \( \mathbf{p}_L \) is the landmark position. EKF-SLAM recursively evolves in two steps: propagation and update, based on the discrete-time process and measurement models, respectively.

2.3.1 EKF propagation

In the propagation step, the robot’s odometry measurements are processed to obtain an estimate of the pose change between two consecutive time steps, and then employed in the EKF to propagate the robot state estimate. On the other hand, since the landmark is static, its state estimate does not change with the incorporation of a new odometry measurement. The EKF
propagation equations are given by:

\[
\dot{p}_{R_{k+1}} = \dot{p}_{R_k} + C(\hat{\phi}_{R_k}) R_k \hat{p}_{R_{k+1}} \\
\hat{\phi}_{R_{k+1}} = \hat{\phi}_{R_k} + R_k \hat{\phi}_{R_{k+1}} \tag{2.2}
\]

\[
\dot{p}_{L_{k+1}} = \dot{p}_{L_k} \tag{2.4}
\]

where \(C(\cdot)\) denotes the \(2 \times 2\) rotation matrix, and \(R_k \hat{x}_{R_{k+1}} = [R_k \hat{p}_{R_{k+1}}^T \ R_k \hat{\phi}_{R_{k+1}}]^T\) is the odometry-based estimate of the robot’s motion between time-steps \(k\) and \(k+1\). This estimate is corrupted by zero-mean, white Gaussian noise \(w_k = R_k x_{R_{k+1}} - R_k \hat{x}_{R_{k+1}}\), with covariance matrix \(Q_k\). This process model is nonlinear, and can be described by the following generic nonlinear function:

\[
x_{k+1} = f(x_k, R_k \hat{x}_{R_{k+1}} + w_k) \tag{2.5}
\]

In addition to the state propagation equations, the linearized error-state propagation equation is necessary for the EKF. This is given by:

\[
\tilde{x}_{k+1} = \Phi_{R_k} \tilde{x}_{k|k} + G_{R_k} w_k \tag{2.6}
\]

where \(\Phi_{R_k}\) and \(G_{R_k}\) are obtained from the state propagation equations (2.2)-(2.3):

\[
\Phi_{R_k} = \begin{bmatrix} I_2 & \mathbf{J} C(\hat{\phi}_{R_k}) R_k \hat{p}_{R_{k+1}} \\ 0_{1 \times 2} & 1 \end{bmatrix} \tag{2.7}
\]

\[
G_{R_k} = \begin{bmatrix} C(\hat{\phi}_{R_k}) & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \end{bmatrix} \tag{2.9}
\]

with \(\mathbf{J} \triangleq \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}\).

---

1 Throughout this dissertation, the subscript \(\ell|j\) refers to the estimate of a quantity at time-step \(\ell\), after all measurements up to time-step \(j\) have been processed. \(\hat{x}\) is used to denote the estimate of a random variable \(x\), while \(\tilde{x} = x - \hat{x}\) is the error in this estimate. \(0_{m \times n}\) and \(1_{m \times n}\) denote \(m \times n\) matrices of zeros and ones, and \(I_n\) is the \(n \times n\) identity matrix. Finally, we use the concatenated forms \(s\phi\) and \(c\phi\) to denote the \(\sin \phi\) and \(\cos \phi\) functions.
It is important to point out that the form of the propagation equations presented above is general, and holds for any robot kinematic model (e.g., unicycle, bicycle, or Ackerman model). In Appendix A.1, we derive the expressions for (2.2)-(2.4), as well as the state and noise Jacobians, for the common case where the unicycle model is used.

### 2.3.2 EKF update

During SLAM, the measurement used for updates in the EKF is a function of the relative position of the landmark with respect to the robot:

\[ z_k = h(x_k) + v_k = h(R_k p_L) + v_k \tag{2.10} \]

where \( R_k p_L = C^T(\phi_{R_k}(p_L - p_{R_k})) \) is the position of the landmark with respect to the robot at time-step \( k \), and \( v_k \) is zero-mean Gaussian measurement noise with covariance \( R_k \). In this work, we allow \( h \) to be any measurement function. For instance, \( z_k \) can be a direct measurement of relative position, a pair of range and bearing measurements, bearing-only measurements from monocular cameras, etc. Generally, the measurement function is nonlinear, and hence it is linearized for use in the EKF. The linearized measurement error equation is given by:

\[
\tilde{z}_k \approx \begin{bmatrix} H_{R_k} & H_{L_k} \end{bmatrix} \begin{bmatrix} \dot{x}_{R_k|k-1} \\ \dot{p}_{L_k|k-1} \end{bmatrix} + v_k \\
\triangleq H_k \dot{x}_{k|k-1} + v_k \tag{2.11}
\]

where \( H_{R_k} \) and \( H_{L_k} \) are the Jacobians of \( h \) with respect to the robot pose and the landmark position, respectively, evaluated at the state estimate \( \dot{x}_{k|k-1} \). Using the chain rule of differentiation, these are computed as:

\[
H_{R_k} = (\nabla h_k)C^T(\dot{\phi}_{R_k|k-1}) \begin{bmatrix} -I_2 & -J(\dot{p}_{R_k|k-1} - \dot{p}_{R_k|k-1}) \end{bmatrix} \tag{2.12}
\]

\[
H_{L_k} = (\nabla h_k)C^T(\dot{\phi}_{R_k|k-1}) \tag{2.13}
\]

where \( \nabla h_k \) denotes the Jacobian of \( h \) with respect to the robot-relative landmark position (i.e., with respect to the vector \( R_k p_L \)), evaluated at the state estimate \( \dot{x}_{k|k-1} \).

### 2.4 SLAM observability analysis

In this section, we perform an observability analysis for the generalized EKF-SLAM formulation derived in the previous section, and compare its properties with those of the underlying
nonlinear system. Based on this analysis, we draw conclusions about the filter consistency.

It should be pointed out that the observability properties of SLAM have been studied in only a few cases in the literature. In particular, the work of [4, 5] investigated the observability of a simple linear time-invariant (LTI) SLAM system, and showed that it is unobservable. The work of [167] approximated the SLAM system by a piecewise constant linear (PWCL) system, applied the technique of [51] to study the observability properties of bearing-only SLAM, and showed that it is also unobservable. On the other hand, in [70, 72, 105] the observability properties of the nonlinear SLAM system were studied using the nonlinear observability rank condition introduced by [60]. It was proved that the nonlinear SLAM system is unobservable, with three unobservable d.o.f., corresponding to global translation and rotation of the state vector.

All the aforementioned approaches examine the observability properties of the nonlinear SLAM system, or of linear approximations to it. However, to the best of our knowledge, an analysis of the observability properties of the EKF linearized error-state system model had not been carried out prior to our work [66, 70, 72]. Since this model is the one used in any actual EKF implementation, a lack of understanding of its observability properties appears to be a significant limitation. In fact, as shown in this chapter, these properties play a significant role in determining the consistency of the filter, and form the basis of our approaches for improving estimation performance.

2.4.1 Nonlinear SLAM observability analysis

We start by carrying out the observability analysis for the continuous-time nonlinear SLAM system. This analysis is based on the observability rank condition introduced in [60]: “If a nonlinear system is locally weakly observable, the observability rank condition is satisfied generically”. We show that the SLAM system does not satisfy the observability rank condition, and thus is neither locally weakly observable nor locally observable. Note that we here conduct the analysis for a general measurement model, instead of only relative-position or distance-and-bearing measurement as in [70, 105].

We employ a unicycle kinematic model for the robot, while similar conclusions can be
drawn if different models are used [105]. The process model in continuous-time form is:

\[
\begin{bmatrix}
\dot{x}_R(t) \\
\dot{y}_R(t) \\
\dot{\phi}_R(t) \\
\dot{x}_L(t) \\
\dot{y}_L(t)
\end{bmatrix} =
\begin{bmatrix}
c\phi_R(t) \\
s\phi_R(t) \\
0 \\
0 \\
0
\end{bmatrix} u(t) +
\begin{bmatrix}
0 \\
1 \\
0 \\
0 \\
0
\end{bmatrix} \omega(t)
\Rightarrow \dot{x}(t) = f_1 v(t) + f_2 \omega(t)
\]  

(2.14)

where \([v \ \omega]^T =: u\) is the control input, consisting of the linear and rotational velocities. Since any type of measurement in SLAM is a function of the relative position of the landmark with respect to the robot, we can write the measurement model in the following generic form:

\[
z(t) = h(\rho, \psi)
\]

(2.15)

\[
\rho = ||p_L - p_R||
\]

(2.16)

\[
\psi = \text{atan2}(y_L - y_R, x_L - x_R) - \phi_R
\]

(2.17)

where \(\rho\) and \(\psi\) are the robot-to-landmark distance and bearing angle, respectively. Note that parameterizing the measurement with respect to \(\rho\) and \(\psi\) is equivalent to parameterizing it with respect to the landmark position expressed in the robot frame, \(R_{p_L}\). The relation between these quantities is \(R_{p_L} = \rho \begin{bmatrix} c\psi \\ s\psi \end{bmatrix}\). To facilitate the ensuing nonlinear observability analysis, we first prove that:

**Lemma 2.4.1.** All the Lie derivatives of the nonlinear SLAM system [see (2.14) and (2.15)] are functions of \(\rho\) and \(\psi\) only.

**Proof.** See Appendix A.2 \qed

We will now employ this result for the nonlinear observability analysis. In particular, assume that a number of different measurements are available, \(z_i = h_i(\rho, \psi), i = 1, 2, ..., n\). Then, since all the Lie derivatives for all measurements are functions of \(\rho\) and \(\psi\) only, we can prove that:

**Lemma 2.4.2.** The space spanned by all the \(k\)-th order Lie derivatives \(\sum_{j=1}^{k} L^k_{t_i} h_i (\forall k \in \mathbb{N}, j = 1, 2, i = 1, 2, ..., n)\) is denoted by \(\mathcal{G}\), and the space \(d\mathcal{G}\) spanned by the gradients of the elements
of $\mathcal{G}$ is given by:

$$dG = \text{span}_{\text{row}} \begin{bmatrix} s\phi_R & -c\phi_R & -c\phi_R\delta x - s\phi_R\delta y & -s\phi_R & c\phi_R \\ c\phi_R & s\phi_R & s\phi_R\delta x - c\phi_R\delta y & -c\phi_R & -s\phi_R \end{bmatrix}$$ \hspace{1cm} (2.18)

where $\delta x \equiv x_L - x_R$ and $\delta y \equiv y_L - y_R$.

Proof. See Appendix A.3

The matrix shown above is the “observability matrix” for the nonlinear SLAM system under consideration. Clearly, this is not a full-rank matrix, and hence the system is unobservable. Intuitively, this is a consequence of the fact that we cannot gain absolute, but rather only relative state information from the available measurements. Even though the notion of an “unobservable subspace” cannot be strictly defined for this system, the physical interpretation of the basis of $dG^\perp$ will give us useful insight for our following analysis in Section 2.4.2. By inspection, we see that one possible basis for the space $dG^\perp$ is given by:

$$dG^\perp = \text{span}_{\text{col}} \begin{bmatrix} 1 & 0 & -y_R \\ 0 & 1 & x_R \\ 0 & 0 & 1 \\ 1 & 0 & -y_L \\ 0 & 1 & x_L \end{bmatrix} \triangleq \text{span} \left[ n_1 \ n_2 \ n_3 \right]$$ \hspace{1cm} (2.19)

From the structure of the vectors $n_1$ and $n_2$ we see that a change in the state by $\Delta x = \alpha n_1 + \beta n_2$, $\alpha, \beta \in \mathbb{R}$, corresponds to a “shifting” of the $x - y$ plane by $\alpha$ units along $x$, and by $\beta$ units along $y$. Thus, if the robot and landmark positions are shifted equally, the states $x$ and $x + \Delta x$ will be indistinguishable given the measurements. To understand the physical meaning of $n_3$, we consider the case where the $x - y$ plane is rotated by a small angle $\delta \phi$. Rotating the coordinate system transforms any point $p = [x \ y]^T$ to a point $p' = [x' \ y']^T$, i.e.,

$$\begin{bmatrix} x' \\ y' \end{bmatrix} = C(\delta \phi) \begin{bmatrix} x \\ y \end{bmatrix} \simeq \begin{bmatrix} 1 & -\delta \phi \\ \delta \phi & 1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} x \\ y \end{bmatrix} + \delta \phi \begin{bmatrix} -y \\ x \end{bmatrix}$$

where we have employed the small angle approximations $c(\delta \phi) \simeq 1$ and $s(\delta \phi) \simeq \delta \phi$. Using this result, we see that if the plane containing the robot and landmarks is rotated by $\delta \phi$, the
SLAM state vector will change to:

\[
\begin{bmatrix}
    x' \\
    y'_R \\
    \phi'_R \\
    x'_L \\
    y'_L
\end{bmatrix}
\simeq
\begin{bmatrix}
    x_R \\
    y_R \\
    \phi_R \\
    x_L \\
    y_L
\end{bmatrix}
+ \delta \phi
\begin{bmatrix}
    1 \\
    0 \\
    1 \\
    0
\end{bmatrix}
= x + \delta \phi n_3
\] (2.20)

which indicates that the vector \( n_3 \) corresponds to a rotation of the \( x - y \) plane. Since \( n_3 \in dG^\perp \), this result shows that any such rotation is unobservable, and will cause no change to the measurements. The preceding analysis for the meaning of the basis vectors of \( dG^\perp \) agrees with intuition, which dictates that the global coordinates of the state vector in SLAM (rotation and translation) are unobservable.

### 2.4.2 Linearized SLAM observability analysis

Since the standard EKF employs the linearized system model defined by (2.6) and (2.11) for propagating and updating the state and covariance estimates, the observability properties of this model significantly affect the performance of the estimator as shown below. It is important to note that, in general, the Jacobian matrices \( \Phi_k, G_k, \) and \( H_k \) used in the EKF linearized error-state model [see (2.6) and (2.11)] are defined as:

\[
\Phi_k = \nabla_{x_k} f \bigg|_{\{x_k^*_{k|k-1}, x_{k|k}^* \}} ,
G_k = \nabla_{w_k} f \bigg|_{\{x_k^*_{k|k} \}} ,
H_k = \nabla_{x_k} h \bigg|_{\{x_k^*_{k|k-1} \}}
\] (2.21)

where \( x_k^*_{k|k-1} \) and \( x_k^*_{k|k} \) denote the linearization points for the state \( x_k \), used for evaluating the Jacobians before and after the EKF update at time-step \( k \), respectively, while a linearization point equal to the zero vector is chosen for the zero-mean noise. Since the linearized error-state model is time-varying, we employ the local observability matrix [30, 112] to perform the observability analysis. Specifically, the local observability matrix for the time interval between
time-steps $k_o$ and $k_o + m$ is defined by:

$$
M \triangleq \begin{bmatrix}
H_{k_o} & H_{k_o+1} \Phi_{k_o} \\
\vdots & \vdots \\
H_{k_o+m} \Phi_{k_o+m-1} \cdots \Phi_{k_o}
\end{bmatrix}
$$

(2.22)

$$
= \begin{bmatrix}
H_{k_o} & H_{k_o+1} \Phi_{k_o} & H_{L_{k_o}} \\
H_{R_{k_o}} & H_{R_{k_o+1}} \Phi_{R_{k_o}} & H_{L_{k_o+1}} \\
\vdots & \vdots & \vdots \\
H_{R_{k_o+m}} \Phi_{R_{k_o+m-1}} \cdots \Phi_{R_{k_o}} & H_{L_{k_o+m}}
\end{bmatrix}
$$

(2.23)

$$
= M(\mathbf{x}^*_k|_{k-1}, \mathbf{x}^*_k|_{k_o}, \ldots, \mathbf{x}^*_{k_o+m}|_{k_o+m-1})
$$

(2.24)

The last expression (2.24) makes explicit the fact that the observability matrix is a function of the linearization points used for computing all the Jacobians within the time interval $[k_o, k_o + m]$. In turn, this implies that the choice of linearization points affects the observability properties of the linearized error-state system of the EKF. This key fact truly is the basis of our ensuing analysis, where we discuss different possible choices of linearization points, and the observability properties of the corresponding linearized systems.

**Ideal EKF-SLAM**

Before considering the rank of the matrix $M$, which is constructed using the estimated values of the state in the filter Jacobians, it is interesting to study the observability properties of the “oracle”, or “ideal” EKF (i.e., the filter whose Jacobians are evaluated using the true values of the state variables, in other words, $\mathbf{x}^*_{k|k-1} = \mathbf{x}^*_k|_k = \mathbf{x}_k$, for all $k$). In the following, all matrices evaluated using the true state values are denoted by the symbol “$\hat{\cdots}$”.

We start by noting that [see (2.8)]:

$$
\hat{\Phi}_{R_{k_o+1}} \Phi_{R_{k_o}} = \begin{bmatrix}
I_2 & \mathbf{J} \left( \mathbf{p}_{R_{k_o+2}} - \mathbf{p}_{R_{k_o}} \right) \\
0_{1 \times 2} & 1
\end{bmatrix}
$$

(2.25)

Based on this property, it is easy to show by induction that:

$$
\hat{\Phi}_{R_{k_o+\ell-1}} \Phi_{R_{k_o+\ell-2}} \cdots \hat{\Phi}_{R_{k_o}} = \begin{bmatrix}
I_2 & \mathbf{J} \left( \mathbf{p}_{R_{k_o+\ell}} - \mathbf{p}_{R_{k_o}} \right) \\
0_{1 \times 2} & 1
\end{bmatrix}
$$
which holds for all $\ell > 0$. Using this result, and substituting for the measurement Jacobians from (2.12) and (2.13), we can prove the following useful identity:

$$
\mathbf{H}_{R_k+\ell} \mathbf{\Phi}_{R_k+\ell-1} \cdots \mathbf{\Phi}_{R_k} = (\nabla \mathbf{h}_{k+\ell})^{T} \mathbf{\Phi}_{R_k+\ell} \begin{bmatrix} -\mathbf{I}_2 & -\mathbf{J}(\mathbf{p}_L - \mathbf{p}_{R_k}) \end{bmatrix}
\mathbf{H}_{L_k+\ell} \begin{bmatrix} -\mathbf{I}_2 & -\mathbf{J}(\mathbf{p}_L - \mathbf{p}_{R_k}) \end{bmatrix}
$$

(2.26)

which holds for all $\ell > 0$. The observability matrix $\mathbf{\tilde{M}}$ can now be written as:

$$
\mathbf{\tilde{M}} = \text{Diag} \left( \mathbf{H}_{L_k}, \mathbf{H}_{L_k+1}, \ldots, \mathbf{H}_{L_k+m} \right)
\begin{bmatrix}
-\mathbf{I}_2 & -\mathbf{J}(\mathbf{p}_L - \mathbf{p}_{R_k}) & \mathbf{I}_2 \\
-\mathbf{I}_2 & -\mathbf{J}(\mathbf{p}_L - \mathbf{p}_{R_k}) & \mathbf{I}_2 \\
\vdots & \vdots & \vdots \\
-\mathbf{I}_2 & -\mathbf{J}(\mathbf{p}_L - \mathbf{p}_{R_k}) & \mathbf{I}_2
\end{bmatrix}
\mathbf{\tilde{D}}
\mathbf{\tilde{U}}
$$

(2.27)

**Lemma 2.4.3.** The rank of the observability matrix, $\mathbf{\tilde{M}}$, of the ideal EKF-SLAM is 2.

**Proof.** The rank of the product of the matrices $\mathbf{\tilde{D}}$ and $\mathbf{\tilde{U}}$ is given by (see (4.5.1) in [113]):

$$
\text{rank}(\mathbf{\tilde{D}} \mathbf{\tilde{U}}) = \text{rank}(\mathbf{\tilde{U}}) - \dim \left( \text{null}(\mathbf{\tilde{D}}) \cap \text{rng}(\mathbf{\tilde{U}}) \right)
$$

(2.28)

where $\text{null}(\cdot)$ denotes the right null space of a matrix, $\text{rng}(\cdot)$ represents the matrix range, and $\dim(\cdot)$ the dimension of a subspace. Since $\mathbf{\tilde{U}}$ comprises $m + 1$ repetitions of the same $2 \times 5$ block row, it is clear that $\text{rank}(\mathbf{\tilde{U}}) = 2$, and the range of $\mathbf{\tilde{U}}$, $\text{rng}(\mathbf{\tilde{U}})$, is spanned by the vectors $\mathbf{u}_1$ and $\mathbf{u}_2$, defined as follows:

$$
\begin{bmatrix}
\mathbf{u}_1 \\
\mathbf{u}_2
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{I}_2 \\
\vdots \\
\mathbf{I}_2
\end{bmatrix}
$$

(2.29)

We now observe that in general $\mathbf{\tilde{D}} \mathbf{u}_i \neq 0$, for $i = 1, 2$. Moreover, note that any vector $\mathbf{y} \in \text{rng}(\mathbf{\tilde{U}}) \setminus \mathbf{0}$ can be written as $\mathbf{y} = \alpha_1 \mathbf{u}_1 + \alpha_2 \mathbf{u}_2$ for some $\alpha_1, \alpha_2 \in \mathbb{R}$, where $\alpha_1$ and $\alpha_2$ are not simultaneously equal to zero. Thus, we see that in general $\mathbf{\tilde{D}} \mathbf{y} = \alpha_1 \mathbf{\tilde{D}} \mathbf{u}_1 + \alpha_2 \mathbf{\tilde{D}} \mathbf{u}_2 \neq 0$, which implies that $\mathbf{y}$ does not belong to the nullspace of $\mathbf{\tilde{D}}$, $\text{null}(\mathbf{\tilde{D}})$. Therefore, $\dim(\text{null}(\mathbf{\tilde{D}}) \cap \text{rng}(\mathbf{\tilde{U}})) = 0$, and, finally, $\text{rank}(\mathbf{\tilde{M}}) = \text{rank}(\mathbf{\tilde{U}}) - \dim(\text{null}(\mathbf{\tilde{D}}) \cap \text{rng}(\mathbf{\tilde{U}})) = \text{rank}(\mathbf{\tilde{U}}) = 2$. 

\qed
Most importantly, it can be easily verified that a basis for the right nullspace of \( \tilde{U} \) (and thus for the right nullspace of \( \tilde{M} \)) is given by the vectors shown in (2.19). Thus, the unobservable subspace of the ideal EKF system model is identical to the space \( dG_\perp \), which contains the unobservable directions of the nonlinear SLAM system. We therefore see that if it was possible to evaluate the Jacobians using the true state values, the linearized error-state model employed in the EKF would have observability properties similar to those of the nonlinear SLAM system.

The preceding analysis was carried out for the case where a single landmark is included in the state vector. We now examine the more general case where \( M > 1 \) landmarks are included in the state. Suppose the \( M \) landmarks are observed at time-step \( k_\alpha + \ell \) (\( \ell > 0 \)), then the measurement matrix \( \tilde{H}_{k_\alpha + \ell} \) is given by:

\[
\tilde{H}_{k_\alpha + \ell} = \begin{bmatrix}
\tilde{H}^{(1)}_{R_{k_\alpha + \ell}} & \tilde{H}^{(1)}_{L_{k_\alpha + \ell}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{H}^{(M)}_{R_{k_\alpha + \ell}} & 0 & \cdots & \tilde{H}^{(M)}_{L_{k_\alpha + \ell}}
\end{bmatrix}
\] (2.30)

where \( \tilde{H}^{(i)}_{R_{k_\alpha + \ell}} \) and \( \tilde{H}^{(i)}_{L_{k_\alpha + \ell}} \) (\( i = 1, 2, \ldots, M \)), are obtained by (2.12) and (2.13) using the true values of the states, respectively. The observability matrix \( \tilde{M} \) now becomes:

\[
\tilde{M} = \begin{bmatrix}
\tilde{H}^{(1)}_{R_{k_\alpha}} & \tilde{H}^{(1)}_{L_{k_\alpha}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{H}^{(M)}_{R_{k_\alpha}} & 0 & \cdots & \tilde{H}^{(M)}_{L_{k_\alpha}} \\
\tilde{H}^{(1)}_{R_{k_\alpha + 1}} & \tilde{H}^{(1)}_{L_{k_\alpha + 1}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{H}^{(M)}_{R_{k_\alpha + 1}} & 0 & \cdots & \tilde{H}^{(M)}_{L_{k_\alpha + 1}} \\
\cdots & \cdots & \cdots & \cdots \\
\tilde{H}^{(1)}_{R_{k_\alpha + m}} & \tilde{H}^{(1)}_{L_{k_\alpha + m}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{H}^{(M)}_{R_{k_\alpha + m}} & 0 & \cdots & \tilde{H}^{(M)}_{L_{k_\alpha + m}}
\end{bmatrix}
\] (2.31)

\footnote{We here assume that all \( M \) landmarks are observed at every time step in the time interval \( [k_\alpha, k_\alpha + m] \). This is done only to simplify the notation, and is not a necessary assumption in the analysis.}
Using the identity (2.26), substitution of the Jacobian matrices in (2.31) yields:

\[
\tilde{M} = \text{Diag} \left( \tilde{H}_{L_ko}^{(1)}, \cdots, \tilde{H}_{L_ko+m}^{(M)} \right)
\]

Clearly, the matrix \( \tilde{U} \) now consists of \( m + 1 \) repetitions of the \( M \) block rows:

\[
\begin{bmatrix}
-I_2 & -J(p_{L_1} - p_{R_{ko}}) & I_2 & \cdots & 0_{2 \times 2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-I_2 & -J(p_{L_M} - p_{R_{ko}}) & 0_{2 \times 2} & \cdots & I_2 \\
-I_2 & -J(p_{L_1} - p_{R_{ko}}) & 0_{2 \times 2} & \cdots & I_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-I_2 & -J(p_{L_M} - p_{R_{ko}}) & 0_{2 \times 2} & \cdots & I_2 \\
-I_2 & -J(p_{L_1} - p_{R_{ko}}) & 0_{2 \times 2} & \cdots & I_2 \\
\end{bmatrix}
\]

(2.32)

for \( i = 1, 2, \ldots, M \). Therefore, \( \text{rank}(\tilde{M}) = 2M \). Furthermore, by inspection, a possible basis for the right nullspace of \( \tilde{M} \) is given by:

\[
\text{null}(\tilde{M}) = \text{span}_{\text{col.}} \begin{bmatrix}
I_2 & Jp_{R_{ko}} \\
0_{1 \times 2} & 1 \\
I_2 & Jp_{L_1} \\
\vdots & \vdots \\
I_2 & Jp_{L_M}
\end{bmatrix}
\]

(2.33)

By noting the similarity of this result with that of (2.19), the physical interpretation of this result is analogous to that of the single-landmark case: the global translation and orientation of the state vector are unobservable.
\textbf{Standard EKF-SLAM}

We now study the observability properties of the standard EKF-SLAM, in which the Jacobians are evaluated at the latest state estimates (i.e., \( x_{k|k-1}^* = \hat{x}_{k|k-1} \) and \( x_{k|k}^* = \hat{x}_{k|k} \), for all \( k \)). Similarly, we begin by examining the single-landmark case. By deriving an expression analogous to that of (2.25), we obtain (see Section 2.4.2):

\[
\Phi_{R_{k_0+1}} \Phi_{R_{k_0}} = \begin{bmatrix}
I_2 & 0_{1 \times 2} \\
0_{1 \times 2} & J \left( \hat{p}_{R_{k_0+2|k_0+1}} - \hat{p}_{R_{k_0}} - \Delta p_{R_{k_0+1}} \right)
\end{bmatrix}
\]

where \( \Delta p_{R_{k_0+1}} \triangleq \hat{p}_{R_{k_0+1|k_0+1}} - \hat{p}_{R_{k_0+1|k_0}} \) is the correction in the robot position due to the EKF update at time-step \( k_0 + 1 \). Using induction, we can show that:

\[
\Phi_{R_{k_0+\ell}} \Phi_{R_{k_0}} = \begin{bmatrix}
I_2 & 0_{1 \times 2} \\
0_{1 \times 2} & J \left( \hat{p}_{R_{k_0+\ell|k_0+1}} - \hat{p}_{R_{k_0}} - \sum_{j=k_0+1}^{k_0+\ell} \Delta p_{R_j} \right)
\end{bmatrix}
\]

where \( \ell > 0 \). Therefore [see (2.11), (2.12), and (2.13)]

\[
H_{R_{k_0+\ell}} \Phi_{R_{k_0+\ell-1}} \cdots \Phi_{R_{k_0}} = H_{L_{k_0+\ell}} \begin{bmatrix}
-I_2 & -J \left( \hat{p}_{L_{k_0+\ell|k_0+1}} - \hat{p}_{R_{k_0}} - \sum_{j=k_0+1}^{k_0+\ell} \Delta p_{R_j} \right)
\end{bmatrix}
\]

(2.35)

Using this result, we can write \( M \) as [see (2.22)]:

\[
M = \text{Diag} \left( H_{L_{k_0}}, H_{L_{k_0+1}}, \ldots, H_{L_{k_0+m}} \right)
\]

\[
\begin{bmatrix}
-I_2 & -J \left( \hat{p}_{L_{k_0}} - \hat{p}_{R_{k_0}} \right) & I_2 \\
-I_2 & -J \left( \hat{p}_{L_{k_0+1}} - \hat{p}_{R_{k_0}} \right) & I_2 \\
\vdots & \vdots & \vdots \\
-I_2 & -J \left( \hat{p}_{L_{k_0+m}} - \hat{p}_{R_{k_0}} - \sum_{j=k_0+1}^{k_0+m} \Delta p_{R_j} \right) & I_2
\end{bmatrix}
\]

(2.36)

\textbf{Lemma 2.4.4.} The rank of the observability matrix, \( M \), of the standard EKF-SLAM is 3.

\textit{Proof.} First, we note that the estimates of any given state variable at different time instants are generally different. Hence, in contrast to the case of the ideal EKF-SLAM, the following inequalities generally hold: \( \hat{p}_{R_{k_0+i|k_0+i-1}} \neq \hat{p}_{R_{k_0+i|k_0+i}} \) and \( \hat{p}_{L_{k_0+i|k_0+i-1}} \neq \hat{p}_{L_{k_0+i|k_0+i}} \), for \( i \neq \ell \). Therefore, the third column of \( U \) will be, in general, a vector with unequal elements, and thus \( \text{rank}(U) = 3 \). Proceeding similarly to the proof of Lemma 2.4.3, we first find one
possible basis for the range space of $U$, $\text{rng}(U)$. By inspection, we see that such a basis is given simply by the first 3 columns of $U$, which we denote by $u_i$ ($i = 1, 2, 3$). Moreover, it can be verified that generally $Du_i \neq 0$. Therefore, $\dim(\text{null}(D) \cap \text{rng}(U)) = 0$, and finally $\text{rank}(M) = \text{rank}(U) - \dim(\text{null}(D) \cap \text{rng}(U)) = \text{rank}(U) = 3$.

We thus see that the linearized error-state model employed in the standard EKF-SLAM has different observability properties than that of the ideal EKF-SLAM (see Lemma 2.4.3) and that of the underlying nonlinear system (see Lemma 2.4.2). In particular, by processing the measurements collected in the interval $[k_o, k_o + m]$, the filter acquires information in 3 dimensions of the state space (along the directions corresponding to the observable subspace of the EKF). However, the measurements actually provide information in only 2 directions of the state space (i.e., the robot-to-landmark relative position). As a result, the EKF gains “spurious information” along the unobservable directions of the underlying nonlinear SLAM system, which leads to inconsistency.

To probe further, we note that the basis of the right nullspace of $M$ is given by:

$$\text{null}(M) = \text{span}_{\text{col.}} \begin{bmatrix} I_2 \\ 0_{1 \times 2} \\ I_2 \end{bmatrix} = \text{span} \begin{bmatrix} n_1 \\ n_2 \end{bmatrix} \quad (2.37)$$

Note that these two vectors correspond to a shifting of the $x-y$ plane, which implies that such a shifting is unobservable. On the other hand, the direction corresponding to the global orientation is “missing” from the unobservable subspace of the EKF system model [see (2.19) and (2.20)]. Therefore, we see that the filter will gain “nonexistent” information about the robot’s global orientation. This will lead to an unjustified reduction in the orientation uncertainty, which will, in turn, further reduce the uncertainty in all the state variables. This agrees in some respects with [12,79], where it was argued that the orientation uncertainty is the main cause of the filter’s inconsistency in SLAM. However, we point out that the root cause of the problem is that the linearization points used for computing the Jacobians in the standard EKF-SLAM (i.e., the latest state estimates) change the dimension of the observable subspace, and thus fundamentally alter the properties of the estimation process.

Similar conclusions can be drawn when $M > 1$ landmarks are included in the state vector.
In particular, in this case the observability matrix can be found as follows:

\[
\mathbf{M} = \text{Diag} \left( (\nabla h_{k_{0}}^{(1)})^T (\hat{\phi} R_{k_{0}|k_{0} - 1}), \ldots, (\nabla h_{k_{n} + m}^{(M)})^T (\hat{\phi} R_{k_{n} + m|k_{0} + m - 1}) \right) \times D
\]

\[
\begin{bmatrix}
-I_2 & -J \left( \hat{p}_{L_{k_{0}|k_{0} - 1}} - \hat{p}_{R_{k_{0}|k_{0} - 1}} \right) & I_2 & \cdots & 0_{2 \times 2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-I_2 & -J \left( \hat{p}_{L_{k_{0} + 1|k_{0}}} - \hat{p}_{R_{k_{0} + 1|k_{0}}} \right) & 0_{2 \times 2} & \cdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-I_2 & -J \left( \hat{p}_{L_{k_{n} + 2|k_{n} + 1}} - \hat{p}_{R_{k_{n} + 2|k_{n} + 1}} - \hat{\phi} R_{k_{n} + 2|k_{n} + 1} \right) & 0_{2 \times 2} & \cdots & I_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-I_2 & -J \left( \hat{p}_{L_{k_{n} + m + 1|k_{n} + m - 1}} - \hat{p}_{R_{k_{n} + m + 1|k_{n} + m - 1}} - \sum_{j=k_{n} + m - 1}^{k_{n} + m} \Delta \hat{\phi} R_{j} \right) & 0_{2 \times 2} & \cdots & I_2
\end{bmatrix}
\]

(2.38)

The nullspace of the observability matrix (2.38) can be shown to be equal to:

\[
\text{null}(\mathbf{M}) = \text{span} \begin{bmatrix}
I_2 \\
0_{1 \times 2} \\
\vdots \\
I_2
\end{bmatrix}
\]

(2.39)

We thus see that the global orientation is erroneously observable in this case as well, which leads to inconsistent estimates.

An interesting remark is that the covariance matrices of the system and measurement noise do not appear in the observability analysis of the filter’s system model. Therefore, even if these covariance matrices are artificially inflated, the filter will retain the same observability properties (i.e., the same observable and unobservable subspaces). This shows that no amount of covariance inflation can result in correct observability properties. Similarly, even if the IEKF [14]
is employed for state estimation, the same, erroneous, observability properties will arise, since the landmark position estimates will generally differ at different time steps.

2.5 Observability-Constrained (OC)-EKF SLAM algorithms

We have seen from the preceding section that when the EKF Jacobians are evaluated using the latest state estimates, the EKF error-state model has an observable subspace of higher dimension than the actual nonlinear SLAM system. This will always lead to an unjustified reduction of the estimated covariance, and thus inconsistency. We now propose a general framework for addressing this problem.

Our key conjecture is that, by ensuring an unobservable subspace of appropriate dimension, we can avoid the influx of spurious information in the erroneously observable direction of the state space, and thus improve the consistency of the estimates. To do so, we propose computing the EKF Jacobians in such a way that guarantees the linearized error-state system model has an unobservable subspace of dimension three. This corresponds to satisfying conditions (2.40)-(2.41) of the following lemma:

**Lemma 2.5.1.** If the EKF Jacobians $\Phi_k$ and $H_{k+1}$ at every time step, are computed so as to fulfill the following conditions:

\[
H_{k,0}N = 0 , \text{ for } \ell = 0 \tag{2.40}
\]
\[
H_{k,0+\ell} \Phi_{k,0+\ell-1} \cdots \Phi_{k,0} N = 0 , \forall \ell > 0 \tag{2.41}
\]

where $N$ is a full-rank matrix whose 3 column vectors define the desired unobservable subspace, then the corresponding observability matrix is of correct rank $\dim(x) - 3$.

**Proof.** When (2.40)-(2.41) hold, then all the block rows of the observability matrix [see (2.22)] will have the same nullspace, spanned by the columns of $N$. \qed

Essentially, the selection of $N$ is a design choice, which allows us to control the unobservable subspace of the resulting EKF system model. Ideally, we would like the column vectors of $N$ to be identical to those in (2.19), which define the unobservable directions of the actual nonlinear systems. However, this cannot be achieved in practice, since these directions depend on the *true* values of the states, which are unavailable during any real-world implementation. A
natural selection, which is realizable in practice, is to define the unobservable subspace using the *first-available* state estimates, i.e., for the single-landmark case to choose

\[
N = \begin{bmatrix}
I_2 & J\hat{R}_{ko|k_o-1} \\
0_{1 \times 2} & 1 \\
I_2 & J\hat{p}_{L_{ko|k_o}}
\end{bmatrix}
\] (2.42)

Note that the matrix \(N\) in (2.42) satisfies condition (2.40), since \(H_{ko}\) is the first block row of the observability matrix in (2.22). It is also important to note that advanced initialization techniques, such as delayed-state initialization [107], can be used to improve the first estimates’ accuracy and thus yield an unobservable subspace as close as possible to the true one. Once \(N\) is selected, the next step is to appropriately compute the filter Jacobians so as to ensure that (2.41) holds. Clearly, several options exist, each of which leads to a different algorithm within the general framework described here. In what follows, we present three different Observability-Constrained (OC)-EKF algorithms to achieve this goal.

### 2.5.1 OC-EKF1

We start by describing the first version of our OC-EKF algorithms, the OC-EKF1, which was originally proposed in [70]. The key idea of this approach is to choose the *first-ever-available* state estimates as the linearization points [and hence it is also termed as First-Estimates-Jacobian (FEJ)-EKF] so as to guarantee the appropriate observability properties of the EKF linearized system. The procedure of the OC-EKF1 SLAM is explained in detail by the following lemma:

**Lemma 2.5.2.** If the linearization points, at which the filter Jacobians \(\Phi_{R_k} = \Phi_{R_k}(x_{R_k+1|k}^*, x_{R_k|k}^*)\) and \(H_k = H_k(x_{R_k|k-1}, p_{L_{k|k-1}}^*)\) are evaluated, are selected as:

\[
x_{R_k+1|k}^* = \hat{x}_{R_k+1|k}, \quad x_{R_k|k}^* = \hat{x}_{R_k|k-1}, \quad x_{R_k|k-1}^* = \hat{x}_{R_k|k-1}, \quad p_{L_{k|k-1}}^* = \hat{p}_{L_{ko|k_o}} (2.43)
\]

then it is guaranteed that the unobservable subspace of the resulting EKF linearized SLAM error-state model is of dimension 3.

**Proof.** Using the linearization points (2.43), as compared to the standard EKF, we have the following two changes in computing the filter Jacobians:

---

3 In the case where multiple \((M > 1)\) landmarks are included in the state vector, \(N\) can be chosen analogously, augmented by a new block row, \(I_2 \quad J\hat{p}_{L_{i,k_o|k_o}}\), corresponding to each landmark, \(L_i (i = 1, 2, \ldots, M)\) [72].
1. Instead of computing the state-propagation Jacobian matrix $\Phi_{R_k}$ as in (2.8), we employ the expression:

$$
\Phi_{R_k}' = \begin{bmatrix}
I_2 & J \left( \hat{p}_{R_{k+1|k}} - \hat{p}_{R_{k|k-1}} \right)
\end{bmatrix}
$$

(2.44)

The difference compared to (2.8) is that the prior robot position estimate, $\hat{p}_{R_{k|k-1}}$, is used in place of the posterior estimate, $\hat{p}_{R_{k|k}}$.

2. In the evaluation of the measurement Jacobian matrix $H_{k+1}$ [see (2.11), (2.12), and (2.13)], we always utilize the landmark estimate from the first time the landmark was detected and initialized. Thus, if a landmark was first seen at time-step $k_0$, we compute the measurement Jacobian as:

$$
H_{k+1}' = \begin{bmatrix}
H_{R_{k+1}} & H_{L_{k+1}}
\end{bmatrix}
= (\nabla h_{k+1}) C_T \begin{bmatrix}
-I_2 & -J(\hat{p}_{L_{k_0|k_0}} - \hat{p}_{R_{k+1|k}}) & I_2
\end{bmatrix}
$$

(2.45)

As a result of the above modifications, only the first estimates of all landmark positions and all robot poses appear in the filter Jacobians. It is easy to verify that the above Jacobians satisfy (2.40) and (2.41) for the choice of $N$ in (2.42). Thus, the OC-EKF1 SLAM is based on an error-state system model whose unobservable subspace is of dimension 3.

2.5.2 OC-EKF2

We now describe the second version of our OC-EKF algorithms, the OC-EKF2. We first note that, when linearizing a generic scalar nonlinear function $f(x)$ around a point $x^*$, the linearization error depends on the accuracy of the linearization point $x^*$; if $x^*$ is inaccurate, the linearization error will be large. To see this, using Taylor’s theorem, we have:

$$
f(x) = f(x^*) + f'(x^*)(x - x^*) + \frac{f''(\xi)}{2}(x - x^*)^2
$$

(2.46)

where the last quadratic term, $\frac{f''(\xi)}{2}(x - x^*)^2$, defines the linearization error, and $\xi$ is a point that lies between $x$ and $x^*$. It is clear that the linearization error is approximately proportional to the error square of the linearization point, $(x - x^*)^2$. This result will be useful for the ensuing derivations.
Even though the OC-EKF1 typically performs substantially better than the standard EKF (see Sections 2.6 and 2.7), it relies heavily on the initial state estimates; if these estimates are inaccurate, the linearization errors become large and thus the performance of the estimator may degrade. This could be the case when the first estimates of the landmark positions are of poor quality (e.g., in bearing-only SLAM). We note that the selection of the linearization points employed in the OC-EKF1 is not the only one that ensures that (2.41) is satisfied. However, all linearization points chosen in a way that only fulfills (2.41), can result in large linearization errors, and thus improved performance cannot always be guaranteed. On the other hand, we also know that, in the standard EKF, the latest, and thus best, state estimates are used as the linearization points, which, in general, have the smallest linearization errors. However, as shown in Section 2.4.2, since the linearization points (i.e., the best state estimates) do not satisfy the observability condition (2.41), filter inconsistency occurs, which degrades performance.

Therefore, we propose selecting the linearization points of the EKF so as to minimize the linearization errors while satisfying the observability conditions (2.40)-(2.41). This can be formulated as a constrained minimization problem where the constraints express the observability requirements. Specifically, at time-step $k + 1$, we aim at minimizing the linearization error of the points $x^*_R|k$ and $x^*_k+1|k$, which appear in the filter Jacobians $\Phi_k$ and $H_{k+1}$, subject to the observability constraint (2.41). Mathematically, this is expressed as:

$$\min_{x^*_R|k, x^*_k+1|k} \int \|x_R - x^*_R|k\|^2 p(x_R|z_{0:k}) dx_R + \int \|x_{k+1} - x^*_k+1|k\|^2 p(x_{k+1}|z_{0:k}) dx_{k+1}$$

subject to $H_{k+1} \Phi_k \cdots \Phi_{k_o} N = 0$, $\forall k \geq k_o$ (2.47)

where $z_{0:k}$ denotes all the measurements available during the time interval $[0,k]$. Note that during EKF propagation, since the landmarks are static, only the robot pose participates in the linearization process [see (2.6)], while during EKF update, both the robot pose and the landmark positions are involved in the linearization of measurement equation [see (2.11)]. This justifies the choice of above optimization variables. In general, the constrained minimization problem (2.47)-(2.48) is intractable. However, when the two pdfs, $p(x_R|z_{0:k})$ and $p(x_{k+1}|z_{0:k})$, are Gaussian distributions (which is the assumption employed in the EKF), we can solve the problem analytically.

We now show how the closed-form solution can be computed for the case where only one landmark is included in the state vector. We note that the following lemma will be helpful for the ensuing derivations:
Lemma 2.5.3. The constrained optimization problem (2.47)-(2.48) is equivalent to:

\[
\min_{x^*_R[k], x^*_{k+1}[k]} \left\| \hat{x}_{R[k]} - x^*_R[k] \right\|^2 + \left\| \hat{x}_{k+1|k} - x^*_{k+1|k} \right\|^2 
\]

subject to \( p^*_{L[k+1|k]} - p^*_{R[k|k]} = \hat{p}_{L[ko|ko]} - p^*_{R[k|k-1]} + \sum_{j=ko}^{k-1} \Delta p^*_R \)

where \( \Delta p^*_R \triangleq p^*_{R[j]} - p^*_{R[j-1]} \).

Proof. See Appendix A.4. \( \square \)

Using the technique of Lagrangian multipliers, the optimal solution to the problem (2.49)-(2.50) can be obtained as:

\[
p^*_{R[k|k]} = \hat{p}_{R[k|k]} + \frac{\lambda_k}{2}, \quad \phi^*_{R[k|k]} = \hat{\phi}_{R[k|k]}, \\
x^*_{R[k+1|k]} = \hat{x}_{R[k+1|k]}, \quad p^*_{L[k+1|k]} = \hat{p}_{L[k+1|k]} - \frac{\lambda_k}{2}
\]

with

\[
\lambda_k = \left( \hat{p}_{L[k+1|k]} - \hat{p}_{L[ko|ko]} \right) - \left( \hat{p}_{R[k|k]} - p^*_{R[k|k-1]} + \sum_{j=ko}^{k-1} \Delta p^*_R \right)
\]

Note that in the case where multiple landmarks are included in the state vector, each landmark imposes a constraint analogous to (2.50), and thus the analytic solution of the optimal linearization points can be obtained similarly [72]. Using the linearization points in (2.51), the filter Jacobians in the OC-EKF2 SLAM are now computed as follows:

1. The state-propagation Jacobian matrix is calculated as:

\[
\Phi''_{Rk} = \begin{bmatrix}
I_2 & J \left( \hat{p}_{R[k+1|k]} - \hat{p}_{R[k|k]} - \frac{\lambda_k}{2} \right) \\
0_{1 \times 2} & 1
\end{bmatrix}
\]

2. The measurement Jacobian matrix is calculated as:

\[
H''_{k+1} = \begin{bmatrix}
H_{R[k+1]} & H_{L[k+1]}
\end{bmatrix}
= (\nabla h_{k+1}) C^T(\hat{\phi}_{R[k+1]}|k) \left[ -I_2, -J \left( \hat{p}_{L[k+1|k]} - \hat{p}_{R[k+1|k]} - \frac{\lambda_k}{2} \right) \right] I_2
\]
2.5.3 OC-EKF3

We now present our OC-EKF3 algorithm, an alternative to the OC-EKF2. In particular, in contrast to the OC-EKF2 which indirectly computes both the propagation and measurement Jacobians by first finding the optimal linearization points, the OC-EKF3 directly computes the measurement Jacobian by projecting the most accurate measurement Jacobian onto the observable subspace, while the propagation Jacobian is calculated identically as in the standard EKF [see (2.8)]. As a result, the observable subspace of the linearized EKF system model is guaranteed to have the correct dimensions.

Specifically, we aim to find the measurement Jacobian closest to the ideal one that has the best accuracy, while satisfying the observability constraint (2.41), i.e.,

\[
\min_{H_{k+1}} ||H_o - H_{k+1}||_F^2
\]  
\[
\text{subject to } H_{k+1} \Phi_k \cdots \Phi_{k_0} N = 0
\]

where \( \| \Xi \|_F \) denotes the Frobenius norm of matrix \( \Xi \), and \( H_o \) is the ideal measurement Jacobian evaluated at the true states. However, since in real-world applications the true states are generally unavailable, we instead evaluate it at the current best state estimates as in the standard EKF, i.e., \( H_o = H_o(\hat{x}_{k+1|k}) \) [see (2.11)]. Therefore, the optimal closed-form solution is obtained by application of the following lemma:

**Lemma 2.5.4.** The optimal solution to the constrained minimization problem (2.54)-(2.55) is:

\[
H''_{k+1} = H_o \left( I_{\dim(\mathbf{x})} - V (V^T V)^{-1} V^T \right)
\]

where \( V \triangleq \Phi_k \cdots \Phi_{k_0} N \).

**Proof.** See Appendix A.5.

Note that \( V \) in the above equation is the propagated unobservable subspace at time-step \( k + 1 \), and \( (I_{\dim(\mathbf{x})} - V (V^T V)^{-1} V^T) \) is the subspace orthogonal to \( V \), i.e., the observable subspace. Hence, as seen from (2.56), the measurement Jacobian of the OC-EKF3, \( H''_{k+1} \), is the projection of the best-available measurement Jacobian onto the observable subspace. It is also important to observe that in the case of multiple landmarks, each measurement only depends on the robot pose and the measured landmark, and hence the corresponding measurement Jacobian has sparse structure [see (2.11)]. Based on this observation and by exploiting the sparse structure
of the Jacobian matrix, we only need to consider the nonzero submatrices of the measurement Jacobian and solve a reduced-size problem similar to (2.54)-(2.55). Once the optimal solution is attained, we can easily construct the full measurement Jacobian by padding it with zeros [see (2.11)].

Remarks It is important to note that, as compared to the standard EKF, the only change in the three OC-EKF algorithms is the way in which the Jacobians are computed. The state estimates and covariance in the OC-EKFs are propagated and updated in the same way as in the standard EKF. Moreover, we stress that the OC-EKFs are causal and realizable “in the real world,” since they do not utilize any knowledge of the future or true states. In summary, the main steps of the proposed OC-EKFs for SLAM are outlined in Algorithm 1.

2.5.4 Relation to prior work

At this point, it is interesting to examine the relation of our analysis, which addresses the general case of a moving robot, to the previous work that has focused on special cases [79, 85]. We first note that the “correct” observability properties of the OC-EKFs are attributed to the fact that conditions (2.40)-(2.41) hold, which is not the case for the standard EKF. Thus, (2.40)-(2.41) can be seen as sufficient conditions that, when satisfied by the filter Jacobians, ensure that the observability matrix has a nullspace of appropriate dimensions. Note also that, due to the identity (2.26), the conditions (2.40)-(2.41) are trivially satisfied by the ideal EKF with null space \( N = [n_1 \ n_2 \ n_3] \) [see (2.19)]. In what follows, we show that the conditions (2.40)-(2.41) encompass the ones derived in [85] and [79] as special cases.

Stationary robot

We first examine the special case studied in [85], where the robot remains stationary, while observing the relative position of a single landmark. In [85], the following Jacobian constraint
Algorithm 1 Observability-Constrained (OC)-EKF for SLAM

Require: Initial state estimates and covariance

1: loop
2: Propagation: If proprioceptive (e.g., odometry) measurements are available,
3: propagate the state estimates [see (2.2), (2.3) and (2.4)]
4: compute the propagation Jacobian [see (2.44) for OC-EKF1, (2.52) for OC-EKF2, and (2.8) for OC-EKF3]
5: propagate the state covariance:
\[
P_{k+1|k} = \Phi_k P_{k|k} \Phi_k^T + G_k Q_k G_k^T
\] (2.57)
6: Update: If exteroceptive measurements are available,
7: compute the measurement residual:
\[
r_{k+1} = z_{k+1} - h(\hat{x}_{k+1|k})
\] (2.58)
8: compute the measurement Jacobian [see (2.45) for OC-EKF1, (2.53) for OC-EKF2, and (2.56) for OC-EKF3]
9: compute the residual covariance and Kalman gain:
\[
S_{k+1} = H_{k+1} P_{k+1|k} H_{k+1}^T + R_{k+1}
\] (2.59)
\[
K_{k+1} = P_{k+1|k} H_{k+1}^T S_{k+1}^{-1}
\] (2.60)
10: update the state estimate and covariance:
\[
\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1} r_{k+1}
\] (2.61)
\[
P_{k+1|k+1} = P_{k+1|k} - K_{k+1} S_{k+1} K_{k+1}^T
\] (2.62)
11: end loop
for consistent estimation was derived (see Theorem 1 therein):

\[
\nabla h^x - \nabla h^p \nabla g^x = 0 \\
\Leftrightarrow H_{R_k} + H_{L_k} \nabla g^x = 0 \\
\Leftrightarrow \begin{bmatrix} H_{R_k} & H_{L_k} \end{bmatrix} \begin{bmatrix} I_3 \\ \nabla g^x \end{bmatrix} = 0 \\
\Leftrightarrow H_k N_s = 0
\] (2.63)

where, using our notation, \( \nabla h^x = H_{R_k} \) and \( -\nabla h^p = H_{L_k} \) are the measurement Jacobian matrices with respect to the robot pose and landmark position, respectively, and \( \nabla g^x \) is the landmark initialization Jacobian with respect to the robot pose at time-step \( k_o \). Note that the condition (2.63) is identical to the one in (2.40) for the special case of a stationary robot.

Remarkably, the space spanned by the columns of the matrix \( N_s \), for this special case, is the same as the one spanned by the columns of \( N \) in (2.42). To see that, we first need to derive an expression for \( \nabla g^x \). In [85], a relative-position measurement model is employed (by combining a distance and a bearing measurement), and thus the initialization function \( g(\cdot) \) is given by:

\[
p_{L_{k_o}} = g(x_{R_{k_o}}, z_{k_o}, v_{k_o}) = C(\hat{\phi}_{R_{k_o}}) (z_{k_o} - v_{k_o}) + p_{R_{k_o}}
\] (2.64)

where \( z_{k_o} \) is the first measurement of the landmark’s relative position and \( v_{k_o} \) denotes the noise in this measurement. Evaluating the derivative of this function with respect to the robot pose at the current state estimate we have:

\[
\nabla g^x = \begin{bmatrix} I_2 & \text{JC}(\hat{\phi}_{R_{k_o}}) z_{k_o} \end{bmatrix} \\
= \begin{bmatrix} I_2 & \text{J} (\hat{p}_{L_{k_o}} - \hat{p}_{R_{k_o}}) \end{bmatrix}
\] (2.65)

where this last equation results from taking conditional expectations on both sides of (2.64) and solving for \( z_{k_o} \).

Substituting (2.65) in the expression for \( N_s \) [see (2.63)], yields:

\[
N_s = \begin{bmatrix} I_2 & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \\ I_2 & \text{J} (\hat{p}_{L_{k_o}} - \hat{p}_{R_{k_o}}) \end{bmatrix}
\]

One can easily verify that \( N_s \) and \( N \) span the same column space by noting that

\[
N_s \begin{bmatrix} I_2 & \text{J} p_{R_{k_o}} \end{bmatrix} = N.
\]
Moving robot with one-step motion

We now consider the special case studied in [79], where a robot observes a landmark, moves once and then re-observes the landmark. In [79], the key Jacobian relationship that needs to be satisfied in order for consistent estimation in this case (see Theorem 4.2 therein) is given by:

\[ A_e = B_e \nabla f^A_{\phi X_r} \quad (2.66) \]

Using our notation, the above matrices are written as:

\[ \nabla f^A_{\phi X_r} = \Phi_{Rk_o} \]
\[ A_e = -H^{-1}_{Lk_o} H_{Rk_o} \]
\[ B_e = -H^{-1}_{Lk_o+1} H_{Rk_o+1} \]

Substituting in (2.66) and rearranging terms yields:

\[ H^{-1}_{Lk_o+1} H_{Rk_o+1} \Phi_{Rk_o} - H^{-1}_{Lk_o} H_{Rk_o} = 0 \]
\[ \Leftrightarrow \begin{bmatrix} H_{Rk_o+1} & H_{Lk_o+1} \end{bmatrix} \begin{bmatrix} \Phi_{Rk_o} & 0_{3 \times 2} \\ 0^T_{3 \times 2} & I_2 \end{bmatrix} \begin{bmatrix} I_3 \\ -H^{-1}_{Lk_o} H_{Rk_o} \end{bmatrix} = 0 \]
\[ \Leftrightarrow H_{k_o+1} \Phi_{k_o} N_1 = 0 \]

which is the same as the condition in (2.41) for the special case of \( \ell = 1 \) (i.e., the robot moves only once). Additionally, it is easy to verify that \( H_{k_o} N_1 = 0 \), which corresponds to condition (2.40). Moreover, it is fairly straightforward to show that for the case of distance and bearing measurements considered in [79], the matrix \( N_1 \) spans the same column space as \( N \) in (2.42). This analysis demonstrates that the Jacobian constraints (2.40)-(2.41) derived based on the observability criterion are general, and encompass the condition of [79] as a special case.

2.6 Simulation results

A series of Monte-Carlo simulations were conducted under various conditions, in order to validate the preceding theoretical analysis and demonstrate the capability of the proposed OC-EKFs to improve consistency. The metrics used to evaluate filter performance are: (i) the root mean square error (RMSE), and (ii) the average normalized (state) estimation error squared (NEES) [14]. Specifically, for the landmarks we compute the average RMSE and average NEES.
by averaging the estimation errors and the NEES, respectively, over all Monte-Carlo runs, all landmarks, and all time steps. On the other hand, for each robot pose we compute these error metrics by averaging over all Monte-Carlo runs for each time step. The RMSE provides us with a concise metric of the accuracy of a given estimator. On the other hand, the NEES is a standard criterion for evaluating filter consistency. Specifically, it is known that the NEES of an $N$-dimensional Gaussian random variable follows a $\chi^2$ distribution with $N$ d.o.f. Therefore, if a certain filter is consistent, we expect that the average NEES for the robot pose will be close to 3 for all time steps, and that the average landmark NEES will be close to 2. The larger the deviations of the NEES from these values are, the worse the inconsistency of the estimator is. By studying both the RMSE and NEES of all the filters considered here, we obtain a comprehensive picture of the estimators’ performance.

In all the simulation tests, a robot with a simple differential drive model moves on a planar surface, at a constant linear velocity of $v = 0.25$ m/sec. The two drive wheels are equipped with encoders that measure revolutions and provide measurements of velocity (i.e., right and left wheel velocities, $v_r$ and $v_l$, respectively) with standard deviation equal to $\sigma = 2\%v$ for each wheel. These measurements are used to obtain linear and rotational velocity measurements for the robot, which are given by $v = \frac{v_r + v_l}{2}$ and $\omega = \frac{v_r - v_l}{a}$, where $a = 0.5$ m is the distance between the drive wheels. Thus, the standard deviations of the linear and rotational velocity measurements are $\sigma_v = \frac{\sqrt{2}}{2} \sigma$ and $\sigma_\omega = \frac{\sqrt{2}}{a} \sigma$, respectively.

In this SLAM simulation, a robot moves on a circular trajectory and sequentially observes 20 landmarks in total. The robot records distance and bearing measurements to the landmarks that lie within its sensing range of 5 m. The standard deviation of the distance measurement noise is equal to 10\% of the true distance, while the standard deviation of the bearing measurement noise is set to 10 deg. Note that the sensor-noise levels selected for this simulation are larger than what is typically encountered in practice. This was done purposefully, since higher noise levels lead to larger estimation errors, which make the effects of inconsistency more apparent. We performed 50 Monte-Carlo simulations and compared six filters: (1) the ideal EKF, (2) the standard EKF, (3) the OC-EKF1, (4) the OC-EKF2, (5) the OC-EKF3, and (6) the robocentric mapping filter [27], which aims at improving the consistency of SLAM by expressing the landmarks in a robot-relative frame. During each run, all filters process the same data, to ensure a fair comparison.

Fig. 2.1 shows the results for the robot orientation estimation errors, obtained from one
Figure 2.1: Orientation estimation errors vs. $3\sigma$ bounds obtained from one typical realization of the SLAM Monte-Carlo simulations. The $\sigma$ values are computed as the square-root of the corresponding diagonal element of the estimated covariance matrix. Note that the estimation errors and the $3\sigma$ bounds of the ideal EKF, the OC-EKFs, and the robocentric mapping filter are almost identical, which makes the corresponding lines difficult to distinguish.

A typical simulation of the 50 Monte-Carlo runs. As evident, the errors of the standard EKF grow significantly faster than those of all other filters, which indicates that the standard EKF tends to diverge. Note also that although the orientation errors of the ideal EKF, OC-EKFs, as well as the robocentric mapping filter remain well within their corresponding $3\sigma$ bounds (computed from the square-root of the corresponding diagonal element of the estimated covariance matrix), those of the standard EKF exceed them. Most importantly, the $3\sigma$ bounds of the standard EKF continuously decrease over time, as if the robot’s orientation was observable. However, the robot has no access to any absolute orientation information, and thus its orientation covariance
Figure 2.2: Monte-Carlo simulation results for a SLAM scenario with multiple loop closures. In these plots, the dotted lines correspond to the ideal EKF, the solid lines with circles to the standard EKF, the dash-dotted lines to the OC-EKF1, the dashed lines to the OC-EKF2, the solid lines to the OC-EKF3, and the solid lines with crosses to the robocentric mapping filter. Note that the RMSE of the ideal EKF, and the OC-EKFs are almost identical, which makes the corresponding lines difficult to distinguish.

should not continuously decrease. The results of Fig. 2.1 further strengthen our claim that the incorrect observability properties of the standard EKF cause an unjustified reduction in the orientation uncertainty.

The comparative Monte-Carlo results for all filters are presented in Fig. 2.2. Specifically, Fig. 2.2(a) and Fig. 2.2(b) show the average NEES and RMSE for the robot pose, respectively, versus time. On the other hand, Table 2.1 presents the average values of all relevant performance metrics for both the landmarks and the robot. As evident, the performance of the OC-EKFs is very close to that of the ideal EKF, and substantially better than that of the standard EKF, both in terms of RMSE and NEES. This occurs even though the Jacobians used in the OC-EKFs are less accurate than those used in the standard EKF, as explained in the preceding section. This fact indicates that the errors introduced by the use of inaccurate Jacobians have a less detrimental effect on consistency and accuracy than the use of an error-state system model with incorrect observability properties. Moreover, it is important to note that the performance of the OC-EKF 2 and 3 is superior to that of the OC-EKF1, by a small margin. This is attributed to the fact that the OC-EKF1 has larger linearization errors than the OC-EKF 2 and 3, since the OC-EKF 2 and 3 are optimal by construction, in terms of linearization errors and hence filter Jacobians,
Table 2.1: SLAM simulation results for robot and landmark estimation performance

<table>
<thead>
<tr>
<th></th>
<th>Ideal-EKF</th>
<th>Std-EKF</th>
<th>OC-EKF1</th>
<th>OC-EKF2</th>
<th>OC-EKF3</th>
<th>Robocentric</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Robot Position RMSE (m)</strong></td>
<td>0.6556</td>
<td>1.1416</td>
<td>0.6440</td>
<td>0.6853</td>
<td>0.6465</td>
<td>1.0315</td>
</tr>
<tr>
<td><strong>Robot Heading RMSE (rad)</strong></td>
<td>0.0627</td>
<td>0.0964</td>
<td>0.0639</td>
<td>0.0657</td>
<td>0.0636</td>
<td>0.0895</td>
</tr>
<tr>
<td><strong>Landmark Position RMSE (m)</strong></td>
<td>0.6558</td>
<td>1.1895</td>
<td>0.7041</td>
<td>0.6791</td>
<td>0.6563</td>
<td>1.0532</td>
</tr>
<tr>
<td><strong>Landmark Position NEES</strong></td>
<td>2.2420</td>
<td>18.8000</td>
<td>5.6793</td>
<td>3.0222</td>
<td>2.8011</td>
<td>10.6310</td>
</tr>
</tbody>
</table>

under the observability constraints. We also observe that the OC-EKFs perform better than the robocentric mapping filter [26, 27], both in terms of accuracy and consistency, which is explained in detail in the next.

### 2.6.1 Comparison to the robocentric mapping filter

From the plots of Fig. 2.2, we clearly see that the OC-EKFs also perform better than the robocentric mapping filter [26, 27], both in terms of accuracy and consistency. This result cannot be justified based on the observability properties of the filters: in [26, 27], the landmarks are represented in the robot frame, which can be shown to result in a system model with 3 unobservable degrees of freedom (see Appendix A.6). However, in the robocentric mapping filter, during each propagation step all landmark position estimates need to be changed, since they are expressed with respect to the moving robot frame. As a result, during each propagation step (termed composition in [26, 27]), all landmark estimates and their covariance are affected by the linearization errors of the process model. This problem does not exist in the world-centric formulation of SLAM, and it could offer an explanation for the observed behavior.

To test this argument, we first examine the Kullback-Leibler divergence (KLD), between the pdf estimated by each filter, and the pdf estimated by its “ideal” counterpart. Specifically, we
compute the KLD (i) between the pdf computed by the OC-EKF \(^4\) and that of the ideal EKF, and (ii) between the pdf computed by the robo-centric mapping filter and that produced by an “ideal” robo-centric mapping filter, which employs the true states in computing all the Jacobian matrices. The KLD is a standard measure for the difference between probability distributions. It is nonnegative, and equals zero only if the two distributions are identical [32]. By computing the KLD between the estimated pdf and that of the “ideal” filter in each case, we can evaluate how close each filter is to its respective “golden standard”. These results pertain to the same simulation setup presented in the previous section.

Since the four filters considered here (i.e., the OC-EKF, the ideal EKF, the robo-centric mapping filter, and the ideal robo-centric mapping filter) employ a Gaussian approximation of the pdf, we can compute the KLD in closed form. Specifically, the KLD from an approximation distribution, \(p_a(x) = \mathcal{N}(\mu_a, P_a)\), to the ideal distribution, \(p_o(x) = \mathcal{N}(\mu_o, P_o)\), is given by:

\[
d_{KL} = \frac{1}{2} \left( \ln \left( \frac{\det(P_o)}{\det(P_a)} \right) + \text{tr}(P_o^{-1} P_a) + (\mu_o - \mu_a)^T P_o^{-1} (\mu_o - \mu_a) - \text{dim}(x) \right)
\]

Fig. 2.3 presents the KLD over time, between the Gaussian distributions computed by the robo-centric mapping filter, the OC-EKF, and those computed by their respective ideal filters (note that the vertical axis scale is logarithmic). It is evident that the KLD in the case of the robo-centric mapping filter is orders of magnitude larger than in the case of the OC-EKF. This indicates that the linearization errors in the robo-centric mapping filter result in a worse approximation of the ideal pdf.

We attribute this fact to the structure of the filter Jacobians. During the update step, the structure of the Jacobians in both the robo-centric and the world-centric formulations is quite similar [72]. In both cases, the terms appearing in the measurement Jacobians are either rotation matrices, or the robot-to-landmark position vector. However, the Jacobians employed during the composition step in the robo-centric mapping filter are substantially more complex than those appearing in the world-centric EKF propagation [see (2.6)]. Specifically, in the robo-centric mapping filter, the state vector is given by (assuming a single landmark for simplicity):

\[
R_k x_k = \begin{bmatrix} R_k p_{G_k}^T & R_k \phi_{G_k} & R_k p_{L_k}^T \end{bmatrix}^T
\]

\(\text{(2.68)}\)

\(^4\) Due to the similar performance of the three OC-EKFs (see Fig. 2.2 and Table 2.1), we here only compare the OC-EKF2 to the robo-centric mapping filter.
Figure 2.3: Comparison results of the KLD in the SLAM scenario with multiple loop closures. In this plot, the solid line with crosses corresponds to the OC-EKF, and the solid line with squares to the robocentric mapping filter [27]. Note that the vertical axis scale is logarithmic.

The composition step is described by the following equations:

\[
\begin{align*}
R_k \hat{p}_{G[k-1]} &= C^T \left( R_{k-1} \hat{\phi}_{R[k-1]} \right) \left( R_{k-1} \hat{p}_{G[k-1]} - R_{k-1} \hat{p}_{R[k-1]} \right) \\
R_k \hat{\phi}_{G[k-1]} &= R_{k-1} \hat{\phi}_{G[k-1]} \left( R_{k-1} \hat{p}_{G[k-1]} - R_{k-1} \hat{p}_{R[k-1]} \right) \left( R_{k-1} \hat{p}_{G[k-1]} - R_{k-1} \hat{p}_{R[k-1]} \right) \\
R_k \hat{p}_{L[k-1]} &= C^T \left( R_{k-1} \hat{\phi}_{R[k-1]} \right) \left( R_{k-1} \hat{p}_{L[k-1]} - R_{k-1} \hat{p}_{R[k-1]} \right)
\end{align*}
\]

where \( R_k \hat{p}_{L[k-1]} \) is the estimated landmark position with respect to the robot frame at time-step \( \ell \) (\( \ell = k - 1, k \)), \( \{ R_{k-1} \hat{p}_{R[k-1]}, R_{k-1} \hat{\phi}_{R[k-1]} \} \) is the estimate of the robot-pose change between time-steps \( k - 1 \) and \( k \), expressed with respect to the robot frame at time-step \( k - 1 \), and \( \{ R_{k} \hat{p}_{G[k-1]}, R_{k} \hat{\phi}_{G[k-1]} \} \) is the estimated transformation between the robot frame and the global frame at time-step \( \ell \). The linearized error propagation equation is given by:

\[
\begin{align*}
\begin{bmatrix}
R_k \hat{p}_{G[k-1]} \\
R_k \hat{\phi}_{G[k-1]} \\
R_k \hat{p}_{L[k-1]}
\end{bmatrix} &= J_{L_k} R_{k-1} \hat{p}_{L[k-1]} + J_{G_k} \begin{bmatrix}
R_{k-1} \hat{p}_{G[k-1]} \\
R_{k-1} \hat{\phi}_{G[k-1]}
\end{bmatrix} + J_{R_k} \begin{bmatrix}
R_{k-1} \hat{p}_{R[k-1]} \\
R_{k-1} \hat{\phi}_{R[k-1]}
\end{bmatrix}
\end{align*}
\]
where

\[
J_{L_k} = \begin{bmatrix}
0_{3 \times 2} \\
C^T(R_{k-1} \hat{\phi}_{R_k|k-1}) \\
0_{2 \times 1}
\end{bmatrix}
\]

(2.73)

\[
J_{G_k} = \begin{bmatrix}
C^T(R_{k-1} \hat{\phi}_{R_k|k-1}) & 0_{2 \times 1} \\
0_{1 \times 2} & 1 \\
0_{2 \times 2} & 0_{2 \times 1}
\end{bmatrix}
\]

(2.74)

\[
J_{R_k} = \begin{bmatrix}
-C^T(R_{k-1} \hat{\phi}_{R_k|k-1}) - J_{R_k} \hat{p}_{G_k|k-1} \\
0_{1 \times 2} & -1 \\
-C^T(R_{k-1} \hat{\phi}_{R_k|k-1}) - J_{R_k} \hat{p}_{L_k|k-1}
\end{bmatrix}
\]

(2.75)

We note that the state estimates appear in the Jacobian matrices \(J_{L_k}\) and \(J_{G_k}\) only through the rotation matrix \(C(R_{k-1} \hat{\phi}_{R_k|k-1})\). As a result, the difference between the ideal and actual Jacobians, \(J_{L_k} - \hat{J}_{L_k}\) and \(J_{G_k} - \hat{J}_{G_k}\) will only contain terms of the form \(c(R_{k-1} \hat{\phi}_{R_k|k-1}) - c(R_{k-1} \hat{\phi}_{R_k})\), and \(s(R_{k-1} \hat{\phi}_{R_k|k-1}) - s(R_{k-1} \hat{\phi}_{R_k})\). The magnitude of these terms is in the same order as \(R_{k-1} \hat{\phi}_{R_k}\), which is typically a very small quantity. Thus, the discrepancy between the actual and ideal Jacobians is expected to be very small for \(J_{L_k}\) and \(J_{G_k}\).

On the other hand, in \(J_{R_k}\) the estimates for the landmark position and for the origin of the global frame with respect to the robot appear as well. As a result, the difference \(J_{R_k} - \hat{J}_{R_k}\) will also contain the terms \(R_k \hat{p}_{G_k|k-1}\) and \(R_k \hat{p}_{L_k|k-1}\), whose magnitude can be significantly larger, e.g., in the order of meters (see Fig. 2.2). Thus, the Jacobian \(J_{R_k}\) can be very inaccurate. In contrast, the propagation Jacobians in the world-centric formulation contain terms depending on (i) the robot’s displacement between consecutive time steps, and (ii) the rotation matrix of the robot’s orientation [see (2.8) and (2.9)]. Since both of these quantities can be estimated with small errors, the world-centric EKF Jacobians are significantly more accurate than those of the robocentric formulation.

To further test this argument, we ran a simulation of a “mini-SLAM” scenario, where both the robot trajectory and the landmarks are confined within a small area of 1 m x 1 m (while all other settings are identical to the preceding simulation). In this setup, the estimation errors \(R_k \hat{p}_{G_k|k-1}\) and \(R_k \hat{p}_{L_k|k-1}\) remain small, and thus the Jacobians of the robocentric mapping filter become more accurate. The plots of Fig. 2.4 show the average NEES and RMSE for the robot pose in this scenario. Interestingly, we observe that in this case the performance of the OC-EKF, and the robocentric mapping filter are almost identical. This validates the preceding
Figure 2.4: Monte-Carlo results for a “mini-SLAM” scenario with multiple loop closures where the robot trajectory and all landmarks are confined within a very small area of 1 m × 1 m. In these plots, the solid lines correspond to the ideal EKF, the solid lines with circles to the standard EKF, the dashed lines to the OC-EKF, and the dash-dotted lines to the robocentric mapping filter of [27]. Note that in this case both the NEES and the RMSE of the ideal EKF, the OC-EKF, and the robocentric mapping filter are almost identical, which makes the corresponding lines difficult to distinguish.

discussion, and indicates that the representation used in the robocentric mapping filter results in performance loss in the case of large environments. This may justify the fact that the OC-EKF outperforms the robocentric mapping algorithm [27], even though both filters employ a system model with three unobservable d.o.f.

As a final remark, we note that, in comparison to the OC-EKF, the computational cost of the robocentric mapping filter is significantly higher. Specifically, the OC-EKF has computational cost identical to the standard world-centric SLAM algorithm: linear in the number of landmarks during propagation, and quadratic during updates. On the other hand, both the update and the composition steps in the robocentric mapping filter have computational cost quadratic in the number of features, which results in approximately double overall computational burden.

2.7 Experimental results

We also performed a real-world experiment to further test the proposed OC-EKF algorithms. This experiment was conducted in an indoor office environment. The robot was commanded
Figure 2.5: The batch maximum-a-posteriori (MAP) estimate of the robot trajectory in the indoor SLAM experiment (solid line), overlaid on the blueprint of the building. The boxes (□) denote the corners whose exact location is known from the building’s blueprint. The batch-MAP estimates of the robot poses and the known corners were used as ground truth for computing the NEES and RMSE values.

to perform 11 loops around a square with sides approximately equal to 20 m (see Fig. 4.3). This special trajectory was selected since repeated re-observation of the same landmarks tends to make the effects of inconsistency more apparent, and facilitates discerning the performance of the various filters. A Pioneer robot equipped with a SICK LMS200 laser range-finder and wheel encoders was used in this experiment. From the laser range data, corner features were extracted and used as landmarks, while the wheel encoders provided the linear and rotational velocity measurements. Propagation was carried out using the kinematic model described in Appendix A.1.

Because the ground truth of the robot pose could not be obtained using external sensors (e.g., overhead cameras), in this experiment, we obtained a reference trajectory by utilizing the known map of the area where the experiment took place. Specifically, the exact location of 20 corners was known from the blueprints of the building. Measurements to these corners, as
## Table 2.2: SLAM experimental results for robot and landmark estimation performance

<table>
<thead>
<tr>
<th></th>
<th>Std-EKF</th>
<th>OC-EKF1</th>
<th>OC-EKF2</th>
<th>OC-EKF3</th>
<th>Robocentric</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Robot Position RMSE (m)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8209</td>
<td>0.5748</td>
<td>0.5754</td>
<td>0.5214</td>
<td>0.7160</td>
</tr>
<tr>
<td><strong>Robot Heading RMSE (rad)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0604</td>
<td>0.0397</td>
<td>0.0397</td>
<td>0.0356</td>
<td>0.0391</td>
</tr>
<tr>
<td><strong>Robot Pose NEES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.0706</td>
<td>3.5681</td>
<td>3.5282</td>
<td>4.6127</td>
<td>7.2949</td>
</tr>
<tr>
<td><strong>Landmark Position RMSE (m)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.1041</td>
<td>0.8675</td>
<td>0.8680</td>
<td>0.8474</td>
<td>1.0957</td>
</tr>
<tr>
<td><strong>Landmark Position NEES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.5033</td>
<td>5.9821</td>
<td>5.9836</td>
<td>6.8402</td>
<td>9.6691</td>
</tr>
</tbody>
</table>

Figure 2.6: SLAM experimental results. In these plots, the solid lines correspond to the standard EKF, the dash-dotted lines to the OC-EKF1, the dashed lines to the OC-EKF2, the solid lines to the OC-EKF3, and the solid lines with crosses to the robocentric mapping filter. Note that some portions of the NEES and the estimation errors of the OC-EKFs are very close, which makes the corresponding lines difficult to distinguish.

As well as all other measurements obtained by the robot (including to corners whose location was not known *a priori*), were processed using a batch-MAP estimator [91], to obtain an accurate
estimate of the entire trajectory. This estimate, as well as the locations of the known corners, are shown in Fig. 4.3. This constitutes the ground truth against which the performance of the following filters was compared: (1) the standard EKF, (2) the OC-EKF1, (3) the OC-EKF2, (4) the OC-EKF3, and (4) the robocentric mapping filter [27]. Clearly, due to the way the ground truth is computed, the filter errors are expected to have some correlation to the errors in the ground truth. However, since these correlations are the same for all four filters, we can still have a fair comparison of their relative performance.

The results of NEES and estimation errors (RMSE) for all filters are presented in Fig. 2.6 and Table 2.2. We point out that during the experiment the robot detected a number of features that were not included in the set of 20 known corners (e.g., movable objects such as furniture). Since no ground truth was available for the position of these objects, we only used the 20 known corners for computing the landmarks’ error statistics. From the experimental results it becomes clear that in this particular experiment the OC-EKFs outperform the standard EKF and the robocentric mapping filter, and perform almost identically to each other. This agrees with the simulation results presented in the preceding section.

2.8 Summary

In this chapter, we have presented an observability-based study of the inconsistency problem in EKF-based SLAM. By comparing the observability properties of the nonlinear SLAM system with those of the linearized error-state model employed in the EKF, we proved that the observable subspace of the standard EKF is always of higher dimension than that of the underlying nonlinear system. As a result, the covariance estimates of the EKF undergo reduction in directions of the state space where no information is available, which is a primary cause of inconsistency. Based on this analysis, we have proposed a new methodology for the design of EKF-based estimators for SLAM. Our approach dictates computing the EKF Jacobians, either indirectly or directly, so as to ensure that the resulting linearized system model has three unobservable directions.

We have introduced three OC-EKF algorithms, which adhere to the above design methodology. Specifically, the OC-EKF1 computes the Jacobians using the first-available estimate for each state variable, while in the OC-EKF2 the linearization points used for computing the Jacobians are obtained in closed form by solving an observability-constrained minimization problem
(i.e., minimizing the expected linearization errors subject to the observability constraints). Alternatively, the OC-EKF3 directly computes the measurement Jacobian by projecting the most accurate measurement Jacobian onto the observable subspace, while the propagation Jacobian is calculated in the same way as in the standard EKF. As a result, the linearized system models employed in these filters have the desirable observability properties. Extensive simulation and experimental tests verify that the OC-EKFs perform significantly better, in terms of both accuracy and consistency, than the standard EKF and the robocentric mapping filter [27]. This occurs despite the fact that the Jacobians used in the OC-EKFs are less accurate. These results indicate that ensuring the correct observability properties of the linearized system model is a crucial requirement.
Chapter 3

Observability-Constrained EKFs for CL

In this chapter, we extend the observability-based methodology for SLAM presented in the previous chapter to the case of CL. In particular, we analytically show that the error-state system model employed in the standard EKF-based CL always has an observable subspace of higher dimension than that of the actual nonlinear CL system. This results in unjustified reduction of the EKF’s estimated covariance in directions of the state space where no information is available, and thus leads to inconsistency. To address this problem, we adapt the previously presented observability-constrained methodology for designing consistent estimators to compute the filter Jacobians and ensure that the linearized CL system model has observable subspace of the correct dimensions. Parts of this chapter have been published in [74, 75].

3.1 Introduction

In order for multi-robot teams to navigate autonomously and successfully perform tasks such as exploration [80], surveillance [154], and search and rescue [83], they must be able to determine their positions and orientations (poses) precisely. In GPS-denied areas and in the absence of robust landmarks, a team of robots can still localize by sharing relative robot-to-robot measurements and jointly estimating their poses [101, 133, 136]. Current approaches to solving the cooperative localization (CL) problem, in either centralized or distributed fashion, are based on the EKF [136], MLE [64], MAP estimator [124], or PF [48]. Among these algorithms, the EKF
arguably remains a popular choice primarily due to its relatively low computational cost and its ease of implementation.

While recent research efforts have primarily focused on reducing the computational complexity of EKF-based CL [90, 108, 117, 127], the fundamental issue of consistency has received little attention. As we know, a state estimator is consistent if the estimation errors are zero-mean, and have covariance smaller than or equal to the one calculated by the estimator [14]. Consistency is one of the primary criteria for evaluating the performance of any estimator; if an estimator is inconsistent, then the accuracy of the produced state estimates is unknown, which renders the estimator unreliable. Clearly the lack of understanding consistency in CL is a significant limitation, and hence in this chapter, we study in depth the consistency of EKF-CL. Specifically, based on the system observability analysis, we identify a major cause of the inconsistency of standard EKF-CL and introduce new OC-EKF CL algorithms that significantly improve consistency as well as accuracy. In particular, the major contributions of this work are the following:

- We investigate the observability properties of the error-state system model employed by the EKF, and show that its observable subspace has higher dimension than that of the underlying nonlinear CL system. As a result, the estimated covariance of the EKF undergoes reduction in directions of the state space where no information is available, hence leading to inconsistency. To the best of our knowledge, we are the first to identify and report this inconsistency of standard EKF-CL.

- Based on the observability analysis, we introduce three new OC-EKFs. These estimators judiciously compute the EKF Jacobians to ensure that the linearized CL system has an observable subspace of the same dimensions as that of the nonlinear CL system, thus improving consistency. Specifically, in the OC-EKF1, the state-propagation Jacobians are evaluated at the prior state estimates (i.e., before instead of after each update), while the measurement Jacobians are computed in the same way as for the standard EKF. In the OC-EKF2, the linearization points are selected so as not only to guarantee the desired observability properties, but also to minimize the expected linearization errors (i.e., the difference between the linearization point and the true state). This is formulated as a constrained minimization problem, whose solution provides the linearization points used for computing the filter Jacobians. In the OC-EKF3, the measurement Jacobians are
directly computed by projecting the best-available measurement Jacobians (calculated using the latest, and thus best, state estimates as in the standard EKF) onto the observable directions, while the state-propagation Jacobians are computed in the same way as for the standard EKF.

- Through extensive Monte-Carlo simulations and real-world experiments with both homogeneous and heterogeneous robot teams, we verify that the OC-EKFs substantially outperform the standard EKF in terms of consistency and accuracy, even though they use less accurate state estimates to compute the filter Jacobians (since the OC-EKF Jacobians are, in general, different from those computed using the latest, and thus best, state estimates). This result in turn indicates that the observability properties of the system model employed by the filter play a key role in determining the filter’s consistency.

3.2 Related work

To date, theoretical studies on the properties of CL have focused on issues such as initialization [160–162, 173], system observability [109, 161, 173], accuracy bounds [117, 137], and the complexity of deterministic (static) robot network localization [37]. However, to the best of our knowledge, prior to our work [74, 75], no work has analytically examined the consistency of CL. In contrast, recent research has focused on the consistency of EKF-SLAM [12, 27, 66, 70, 72, 78, 79, 85] showing that the computed state estimates tend to be inconsistent (also see Section 2.2).

In the previous chapter, we conducted a theoretical analysis of the EKF-SLAM inconsistency, and identified as a fundamental cause the mismatch between the dimensions of the observable subspaces of the linearized system employed by the EKF, and the underlying nonlinear system. Furthermore, we introduced the OC-EKFs which significantly outperform the standard EKF and the robocentric mapping algorithm [27], in terms of both accuracy and consistency. The proposed estimators were derived by imposing the constraints inferred from the system observability analysis. In this work, we extend this observability-based methodology for designing consistent estimators for nonlinear systems to address the inconsistency of EKF-CL.

We note that the work of [9] addresses a related but different problem, namely the consistency of a distributed CL algorithm due to reuse of information. In the decentralized estimation
scheme of [9], the cross-correlations between the state estimates of different robots are not estimated. However, it is well-known that if cross-correlations between robots are not properly taken into account during filter updates, inconsistency can arise [48, 65, 136]. The algorithm in [9] avoids inconsistency by maintaining a careful record of past robot-to-robot measurement updates. In contrast to the above fully decentralized scenario, in our work the cross-correlation terms are maintained in the filter, and the EKF employed for estimation is optimal, except for the inaccuracies introduced by linearization. Our work focuses on identifying and addressing the cause of inconsistency of the EKF-CL estimator.

3.3 Standard EKF-CL formulation

In this section, we present the equations of the 2D EKF-CL formulation with general system and measurement models.\(^1\) In the standard formulation of CL, the state vector comprises the \(N\) robots’ poses expressed in the global frame of reference. Thus, at time-step \(k\) the state vector is given by:

\[
x_k = \begin{bmatrix} x_{1k}^T & \ldots & x_{Nk}^T \end{bmatrix}^T
\]

where \(x_{ik} \triangleq [p_{ik}^T \phi_{ik}]^T \triangleq [x_{ik} y_{ik} \phi_{ik}]^T\) denotes the \(i\)th robot pose (position and orientation). In general, EKF-CL recursively evolves in two steps: propagation and update, based on the discrete-time process and measurement models, respectively.

3.3.1 EKF propagation

During propagation, each robot integrates its odometry measurements to obtain an estimate of its pose change between two consecutive time steps, which is then employed in the EKF to propagate the robot state estimate. The EKF propagation equations are given by:

\[
\hat{p}_{ik+1|k} = \hat{p}_{ik|k} + C(\hat{\phi}_{ik|k})^k \hat{p}_{ik+1} \\
\hat{\phi}_{ik+1|k} = \hat{\phi}_{ik|k} + k \hat{\phi}_{ik+1}
\]

for all \(i = 1, \ldots, N\). In the above expressions, \(C(\cdot)\) denotes the \(2 \times 2\) rotation matrix, and \(k \hat{X}_{ik+1} \triangleq [k \hat{p}_{ik+1}^T k \hat{\phi}_{ik+1}]^T\) is the odometry-based estimate of the \(i\)th robot’s motion between

\(^1\) For the purpose of the consistency study and in order to simplify the derivations, in this work we focus on the centralized EKF-CL. Note that a distributed implementation [136] does not alter the system properties.
time-steps $k$ and $k + 1$, expressed with respect to the robot frame of reference at time instant $k$. This estimate is corrupted by zero-mean white Gaussian noise $w_{ik} = k\dot{x}_{ik} - k\hat{x}_{ik+1}$, with covariance matrix $Q_k$. Clearly the process model is nonlinear, and can be described by the following generic nonlinear function:

$$x_{ik+1} = f(x_i, k\dot{x}_{ik} + w_{ik})$$

(3.4)

Linearization of (3.4) yields the error-state propagation equation:

$$\dot{x}_{ik+1} \approx \Phi_{ik} \dot{x}_{ik|k} + G_{ik} w_{ik}$$

(3.5)

where $\Phi_{ik}$ and $G_{ik}$ are the system state and noise Jacobians, respectively, given by:

$$\Phi_{ik} = \begin{bmatrix} I_2 & 0 \\ 0_{1 \times 2} & J C(\hat{\phi}_{ik}) \end{bmatrix} = \begin{bmatrix} I_2 & J(\hat{p}_{ik+1} - \hat{p}_{ik|k}) \\ 0_{1 \times 2} & 1 \end{bmatrix}$$

(3.6)

$$G_{ik} = \begin{bmatrix} C(\hat{\phi}_{ik|k}) & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \end{bmatrix}$$

(3.7)

By stacking all $N$ robots’ error states to create the error state vector for the entire system, we have:

$$\dot{x}_{k+1|k} \approx \Phi_{k} \dot{x}_{k|k} + G_{k} w_{k}$$

(3.8)

Note that the form of the propagation equations presented above is general, and holds for any robot kinematic model (e.g., unicycle, bicycle, or Ackerman model). The specialization to the common case of a unicycle model can be found in Appendix B.4 or A.1.

### 3.3.2 EKF update

The measurements used for updates in CL are always a function of the relative pose (i.e., relative position and orientation) of the observed robot $j$ with respect to the observing robot $i$, and are given by:

$$z_{k}^{(ij)} = h(x_i, x_j) + v_{k}^{(ij)}$$

(3.9)
\[ i_\mathbf{x}_{jk} = \begin{bmatrix} \mathbf{p}_{jk} \\ i_\phi_{jk} \end{bmatrix} = \begin{bmatrix} \mathbf{C}^T(\phi_{ik})(\mathbf{p}_{jk} - \mathbf{p}_{ik}) \\ \phi_{jk} - \phi_{ik} \end{bmatrix} \] (3.10)

is the relative pose of the observed robot \( j \) with respect to the observing robot \( i \) at time-step \( k \), and \( v^{(ij)}_k \) is zero-mean Gaussian noise with covariance \( \mathbf{R}^{(ij)}_k \). In this work, we allow \( \mathbf{h} \) to be any measurement function. For instance, \( z^{(ij)}_k \) can be a direct measurement of relative pose, a pair of distance and bearing measurements, bearing-only measurements from monocular cameras, etc. In general, the measurement function is nonlinear, and hence it is linearized for use in the EKF. The linearized measurement-error equation is given by:

\[
\dot{\mathbf{z}}^{(ij)}_k \simeq \begin{bmatrix} 0 & \cdots & \mathbf{H}^{(ij)}_{ik} & \cdots & \mathbf{H}^{(ij)}_{jk} & \cdots & 0 \end{bmatrix} \mathbf{x}_{k|k-1} + v^{(ij)}_k \\
\triangleq \mathbf{H}^{(ij)}_k \mathbf{x}_{k|k-1} + v^{(ij)}_k
\] (3.11)

where \( \mathbf{H}^{(ij)}_{ik} \) and \( \mathbf{H}^{(ij)}_{jk} \) are the Jacobians of \( \mathbf{h} \) with respect to the \( i \)th and \( j \)th robot poses, respectively, evaluated at the state estimate \( \hat{\mathbf{x}}_{k|k-1} \). Using the chain rule of differentiation, these are computed as:

\[
\mathbf{H}^{(ij)}_{ik} = - (\nabla \mathbf{h}^{(ij)}_k) \mathbf{A}(\hat{\phi}_{ik|k-1}) \begin{bmatrix} \mathbf{I}_2 & \mathbf{J}(\mathbf{p}_{jk|k-1} - \hat{\mathbf{p}}_{ik|k-1}) \\ \mathbf{0}_{1\times2} & 1 \end{bmatrix}
\] (3.12)

\[
\mathbf{H}^{(ij)}_{jk} = (\nabla \mathbf{h}^{(ij)}_k) \mathbf{A}(\hat{\phi}_{ik|k-1})
\] (3.13)

where \( \mathbf{A}(\hat{\phi}_{ik|k-1}) \triangleq \begin{bmatrix} \mathbf{C}^T(\hat{\phi}_{ik|k-1}) & \mathbf{0}_{2\times1} \\ \mathbf{0}_{1\times2} & 1 \end{bmatrix} \), and \( \nabla \mathbf{h}^{(ij)}_k \) denotes the Jacobian of \( \mathbf{h} \) with respect to the relative pose between the \( i \)th and \( j \)th robots (i.e., with respect to the vector \( i_\mathbf{x}_{jk} \)), evaluated at the state estimate \( \hat{\mathbf{x}}_{k|k-1} \). Appendix B.4 illustrates the specific form of the above expressions in the case of distance and bearing measurements.

### 3.4 CL observability analysis

In this section, we perform an observability analysis for the EKF-CL system derived in the previous section, and compare its observability properties with those of the underlying nonlinear system. Based on this analysis, we draw conclusions about the consistency of the filter.

By applying the observability rank condition for nonlinear systems [60], Martinelli and Siegwart [109] have shown that the nonlinear system of CL in general has three unobservable
d.o.f., corresponding to the global position and orientation. However, as we show in this section, the unobservable subspace of the linearized error-state model of the standard EKF is generally only of dimension two, which leads to inconsistency.\(^2\)

Recall that, in analogy to (2.21), the Jacobian matrices \(\Phi_k, G_k,\) and \(H_k\) used in the EKF-CL linearized error-state model [see (3.8) and (3.11)], in general, are defined as:

\[
\Phi_k = \nabla_{x_k} f \bigg|_{\{x_{k|k}^*, x_{k+1|k}^*, 0\}}, \quad G_k = \nabla_{w_k} f \bigg|_{\{x_{k|k}^*, 0\}}, \quad H_k = \nabla_{x_k} h \bigg|_{\{x_{k|k-1}^*\}}
\]  

(3.14)

In these expressions, \(x_{k|k-1}^*\) and \(x_{k|k}^*\) denote the linearization points for the state \(x_k\), used for evaluating the Jacobians before and after the EKF update at time-step \(k\), respectively. A linearization point equal to the zero vector is chosen for the noise. The EKF employs the linearized system model defined by (3.8), (3.11), and (3.14) for propagating and updating the state and covariance estimates, and thus the observability properties of this model affect the performance of the estimator.

Since the linearized error-state model of EKF-CL is time-varying, similarly to the case of EKF-SLAM, we employ the local observability matrix [30, 112] to perform the observability analysis. Specifically, the local observability matrix for the time interval between time-steps \(k_o\) and \(k_o + m\) is defined by [see (2.22)]:

\[
M \triangleq \begin{bmatrix}
H_{k_o} & & & \\
H_{k_o+1} & \Phi_{k_o} & & \\
& \ddots & \ddots & \\
& & H_{k_o+m-1} & \Phi_{k_o+m-1} \\
\end{bmatrix}
\]

(3.15)

\[
= M(x_{k_o|k_o-1}^*, x_{k_o|k_o}^*, \ldots, x_{k_o+m|k_o+m-1}^*)
\]

(3.16)

The last expression (3.16), makes explicit the fact that the observability matrix is a function of the linearization points used in computing all the Jacobians within the time interval \([k_o, k_o + m]\).

In turn, this implies that the choice of linearization points affects the observability properties of the linearized error-state system of the EKF. This key fact is the basis of our analysis. In what

\(^2\) For simplicity, in our analysis we assume that the relative measurements guarantee observability of the relative poses between all robots. For instance, we exclude special cases where the robots’ trajectories give rise to additional unobservable modes (e.g., robots moving exactly in parallel or in a straight line [173]). Another case not considered here is that of the robots measuring relative orientation, \((\phi_j - \phi_i)\), only. In this case the nonlinear system has \(2N + 1\) unobservable d.o.f. [109]. Moreover, since the relative-orientation measurement model is linear in the system state, the problems caused by linearization, described in Section 3.4.2, do not appear in this case.
follows, we discuss different possible choices for linearization, and the observability properties of the corresponding linearized systems.

### 3.4.1 Ideal EKF-CL

Before considering the rank of the matrix $M$, which is constructed using the estimated values of the state in the filter Jacobians, it is interesting to study the observability properties of the “oracle”, or “ideal” EKF (i.e., the filter whose Jacobians are evaluated using the true values of the state variables, so that $x_{k|k-1}^* = x_{k|k}^* = x_k^*$ for all $k$).

To make the notation more compact, we define

$$
\delta p_{ij}(k, \ell) \triangleq p_{ik} - p_{j\ell}
$$

which is the difference between two robots’ positions at time-steps $k$ and $\ell$. Using the above definition, we note that [see (3.6)]

$$
\tilde{\Phi}_{i_{k_0+1}} \ldots \tilde{\Phi}_{i_{k_0}} = \begin{bmatrix}
I_2 & J\delta p_{i\ell}(k_o + 2, k_o) \\
0_{1 \times 2} & 1
\end{bmatrix}
$$

(3.18)

Based on this identity, it is easy to show by induction that

$$
\tilde{\Phi}_{i_{k_0+\ell-1}} \ldots \tilde{\Phi}_{i_{k_0+m-2}} \ldots \tilde{\Phi}_{i_{k_0}} = \begin{bmatrix}
I_2 & J\delta p_{i\ell}(k_o + \ell, k_o) \\
0_{1 \times 2} & 1
\end{bmatrix}
$$

(3.19)

which holds for all $\ell > 0$.

In the ensuing derivations, it is assumed that every robot continuously observes all other robots in the team during the time interval $[k_o, k_o + m]$, i.e., the relative-measurement graph (RMG) is complete. Note that this assumption is made only to simplify the notation, and is not necessary in the analysis. We hereafter first study the case where two robots comprise the team, and then extend the analysis to the general case in which the group consists of $N > 2$ robots.

#### Two-robot case

Based on the assumption of a complete RMG, two measurements, $z_{k_o+\ell}^{(12)}$ and $z_{k_o+\ell}^{(21)}$, are available at time-step $k_o + \ell$. Thus, the measurement Jacobian $\tilde{H}_{k_o+\ell}$ in this case can be written as
[see (3.11)-(3.13)]:

\[
\begin{bmatrix}
\dot{\mathbf{H}}_{k_o+\ell}
\end{bmatrix}
\begin{bmatrix}
\mathbf{H}_{k_o+\ell}^{(12)} \\
\mathbf{H}_{k_o+\ell}^{(21)}
\end{bmatrix}
= 
\begin{bmatrix}
\dot{\mathbf{H}}_{1k_o+\ell}^{(12)} & \dot{\mathbf{H}}_{1k_o+\ell}^{(21)} \\
\dot{\mathbf{H}}_{2k_o+\ell}^{(12)} & \dot{\mathbf{H}}_{2k_o+\ell}^{(21)}
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}\mathbf{p}_{21}(k_o+\ell, k_o+\ell) & -\mathbf{I}_2 & 0_{2\times 1} \\
0_{1\times 2} & 1 & 0_{1\times 2} & -1 \\
-\mathbf{I}_2 & 0_{2\times 1} & \mathbf{I}_2 & \mathbf{J}\mathbf{p}_{12}(k_o+\ell, k_o+\ell) \\
0_{1\times 2} & -1 & 0_{1\times 2} & 1
\end{bmatrix}
\]

where \textbf{Diag} \cdot denotes a block diagonal matrix. On the other hand, the following identity is immediate [see (3.8) and (3.19)]:

\[
\dot{\mathbf{\Phi}}_{k_o+\ell-1} \dot{\mathbf{\Phi}}_{k_o+\ell-2} \cdots \dot{\mathbf{\Phi}}_{k_o} =
\textbf{Diag}\left(\dot{\mathbf{\Phi}}_{1k_o+\ell-1} \cdots \dot{\mathbf{\Phi}}_{1k_o}, \dot{\mathbf{\Phi}}_{2k_o+\ell-1} \cdots \dot{\mathbf{\Phi}}_{2k_o}\right) = 
\begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}\mathbf{p}_{11}(k_o+\ell, k_o) & 0_{2\times 2} & 0_{2\times 1} \\
0_{1\times 2} & 1 & 0_{1\times 2} & 0 \\
0_{2\times 2} & 0_{2\times 1} & \mathbf{I}_2 & \mathbf{J}\mathbf{p}_{22}(k_o+\ell, k_o) \\
0_{1\times 2} & 0 & 0_{1\times 2} & 1
\end{bmatrix}
\]

From (3.20) and (3.21) we obtain

\[
\begin{bmatrix}
\dot{\mathbf{H}}_{k_o+\ell} \\
\dot{\mathbf{\Phi}}_{k_o+\ell-1} \\
\dot{\mathbf{\Phi}}_{k_o+\ell-2} \\
\cdots \\
\dot{\mathbf{\Phi}}_{k_o}
\end{bmatrix}
\begin{bmatrix}
\mathbf{H}_{k_o+\ell} \\
\mathbf{H}_{k_o+\ell}^{(12)} \\
\mathbf{H}_{k_o+\ell}^{(21)}
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}\mathbf{p}_{21}(k_o+\ell, k_o) & -\mathbf{I}_2 & -\mathbf{J}\mathbf{p}_{22}(k_o+\ell, k_o) \\
0_{1\times 2} & 1 & 0_{1\times 2} & -1 \\
-\mathbf{I}_2 & -\mathbf{J}\mathbf{p}_{11}(k_o+\ell, k_o) & \mathbf{I}_2 & \mathbf{J}\mathbf{p}_{12}(k_o+\ell, k_o) \\
0_{1\times 2} & -1 & 0_{1\times 2} & 1
\end{bmatrix}
\]
Thus, the observability matrix, $\tilde{M}$, can be written as [see (3.15)]:

$$
\tilde{M} = -\text{Diag} \left( \left( \nabla h_{k_o}^{(12)} A(\phi_{1k_o}), \ldots, (\nabla h_{k_o+m}^{(21)} A(\phi_{2k_o+m}) \right) \right) \times \begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}\delta p_{21}(k_o, k_o) & -\mathbf{I}_2 & \mathbf{0}_{2\times 1} \\
0_{1\times 2} & 1 & 0_{1\times 2} & -1 \\
-\mathbf{I}_2 & \mathbf{0}_{2\times 1} & \mathbf{I}_2 & \mathbf{J}\delta p_{12}(k_o, k_o) \\
0_{1\times 2} & -1 & 0_{1\times 2} & 1 \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}\delta p_{21}(k_o+m, k_o) & -\mathbf{I}_2 & -\mathbf{J}\delta p_{22}(k_o+m, k_o) \\
0_{1\times 2} & 1 & 0_{1\times 2} & -1 \\
-\mathbf{I}_2 & -\mathbf{J}\delta p_{11}(k_o+m, k_o) & \mathbf{I}_2 & \mathbf{J}\delta p_{12}(k_o+m, k_o) \\
0_{1\times 2} & -1 & 0_{1\times 2} & 1 \\
\end{bmatrix} 
$$

(3.23)

Lemma 3.4.1. The rank of the observability matrix, $\tilde{M}$, of the ideal EKF-CL in the two-robot case, is equal to 3.

**Proof.** The rank of the product of the matrices $\tilde{D}$ and $\tilde{U}$ is given by (see (4.5.1) in [113])

$$
\text{rank}(\tilde{D}\tilde{U}) = \text{rank}(\tilde{U}) - \text{dim}(\text{null}(\tilde{D}) \bigcap \text{rng}(\tilde{U})) 
$$

(3.24)

Denoting $\tilde{U} \triangleq \begin{bmatrix} \tilde{u}_1 & \cdots & \tilde{u}_6 \end{bmatrix}$, it is evident that $\tilde{u}_1 = -\tilde{u}_4$, $\tilde{u}_2 = -\tilde{u}_5$, while $\tilde{u}_3 + \tilde{u}_6 = \alpha_1 \tilde{u}_4 + \alpha_2 \tilde{u}_5$, where $\mathbf{J}\delta p_{21}(k_o, k_o) \triangleq - \begin{bmatrix} \alpha_1 \\ \alpha_2 \end{bmatrix}$. We also note that $\{\tilde{u}_i\}_{i=4}^6$ are linearly independent. Therefore, the range of the matrix $\tilde{U}$ is spanned by the vectors $\tilde{u}_4, \tilde{u}_5$, and $\tilde{u}_6$, i.e.,

$$
\text{rng}(\tilde{U}) = \text{span}_{\text{col.}} \begin{bmatrix} \tilde{u}_4 & \tilde{u}_5 & \tilde{u}_6 \end{bmatrix} 
$$

(3.25)
Thus, rank($\tilde{U}$) = 3. We now observe that in general $\tilde{D}\tilde{u}_i \neq 0$, for $i = 4, 5, 6$. Moreover, note that any vector $x \in \text{rng}(\tilde{U}) \setminus 0$ can be written as $x = \beta_1\tilde{u}_4 + \beta_2\tilde{u}_5 + \beta_3\tilde{u}_6$ for some $\beta_i \in \mathbb{R}$, where $\beta_i$, $i = 1, 2, 3$, are not simultaneously equal to zero. Thus, in general, $\tilde{D}x = \beta_1\tilde{D}\tilde{u}_4 + \beta_2\tilde{D}\tilde{u}_5 + \beta_3\tilde{D}\tilde{u}_6 \neq 0$, which implies that $x$ does not belong to the nullspace, null($\tilde{D}$), of $\tilde{D}$. Therefore, $\dim(\text{null}(\tilde{D}) \cap \text{rng}(\tilde{U})) = 0$, and, finally, $\text{rank}(\tilde{M}) = \text{rank}(\tilde{U}) - \dim(\text{null}(\tilde{D}) \cap \text{rng}(\tilde{U})) = \text{rank}(\tilde{U}) = 3$.

The above lemma shows that three directions of the state space are unobservable. To identify these directions, we examine the nullspace of the matrix $\tilde{M}$. It can be easily verified that a basis for the right nullspace of $\tilde{U}$ (and thus of $\tilde{M}$) is given by:

$$\text{null}(\tilde{M}) = \text{span}_{\text{col.}} \begin{bmatrix} I_2 & Jp_{1k_0} \\ 0_{1 \times 2} & 1 \\ I_2 & Jp_{2k_0} \\ 0_{1 \times 2} & 1 \end{bmatrix} \triangleq \text{span}_{\text{col.}} \begin{bmatrix} n_1 & n_2 & n_3 \end{bmatrix} \tag{3.26}$$

From the structure of the vectors $n_1$ and $n_2$ we see that a change in the state by $\Delta x = \alpha n_1 + \beta n_2$, $\alpha, \beta \in \mathbb{R}$ corresponds to a “shifting” of the $x - y$ plane by $\alpha$ units along $x$, and by $\beta$ units along $y$. Thus, if the two robots are shifted equally, the states $x$ and $x' = x + \Delta x$ will be indistinguishable given the odometry and relative measurements. To understand the physical meaning of $n_3$, we consider the case where the $x - y$ plane is rotated by a small angle $\delta\phi$. Rotating the coordinate system transforms any point $p = [x \ y]^T$ to a point $p' = [x' \ y']^T$, given by:

$$\begin{bmatrix} x' \\ y' \end{bmatrix} = C(\delta\phi) \begin{bmatrix} x \\ y \end{bmatrix} \simeq \begin{bmatrix} 1 & -\delta\phi \\ \delta\phi & 1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} x \\ y \end{bmatrix} + \delta\phi \begin{bmatrix} -y \\ x \end{bmatrix}$$

where we have employed the small-angle approximations $c\delta\phi \simeq 1$ and $s\delta\phi \simeq \delta\phi$. Using this result, we see that if the plane containing the two robots is rotated by $\delta\phi$, the CL state vector...
will change to
\[
x' = \begin{bmatrix}
  x' & y' & \phi'_1 & x'_2 & y'_2 & \phi'_2
\end{bmatrix}
\simeq \begin{bmatrix}
  \phi_1 & x_2 & y_2 & \phi_2
\end{bmatrix}
+ \delta \phi
\begin{bmatrix}
  -y_1 & 1 & 1
\end{bmatrix}
= x + \delta \phi \mathbf{n}_3
\]  

(3.27)

which indicates that the vector \( \mathbf{n}_3 \) corresponds to a rotation of the \( x-y \) plane. This result implies that any such global rotation is unobservable, and will cause no change to the measurements.

The preceding analysis for the meaning of the basis vectors of the unobservable subspace agrees with \([109]\) as well as with intuition, which dictates that the global coordinates of the state vector (rotation and translation) are unobservable, since the relative measurements only depend on the relative robot configurations.

**N-robot case**

We now examine the general case where \( N > 2 \) robots are included in the group. For a complete RMG, the measurement Jacobian matrix at time-step \( k_0 + \ell \) can be written as:

\[
\begin{bmatrix}
  \mathbf{H}^{(12)}_{k_0 + \ell} \\
  \vdots \\
  \mathbf{H}^{(1N)}_{k_0 + \ell} \\
  \mathbf{H}^{(N1)}_{k_0 + \ell} \\
  \vdots \\
  \mathbf{H}^{(NN-1)}_{k_0 + \ell}
\end{bmatrix}
= \begin{bmatrix}
  \mathbf{H}^{(12)}_{1k_0 + \ell} & \mathbf{0} & \cdots & \mathbf{0} \\
  \vdots & \ddots & \ddots & \vdots \\
  \mathbf{0} & \cdots & \mathbf{H}^{(N1)}_{1k_0 + \ell} & \mathbf{0} \\
  \vdots & \ddots & \ddots & \vdots \\
  \mathbf{0} & \cdots & \mathbf{0} & \mathbf{H}^{(NN-1)}_{N-1k_0 + \ell}
\end{bmatrix}
\]  

(3.28)

Similarly to (3.21), the following identity holds:

\[
\Phi^{\ell-1}_{k_0 + \ell} \Phi^{\ell-2}_{k_0 + \ell} \ldots \Phi^{0}_{k_0} = \text{Diag} \left( \Phi^{\ell-1}_{1k_0 + \ell}, \ldots, \Phi^{\ell-1}_{N-1k_0 + \ell}, \ldots, \Phi^{0}_{1k_0}, \ldots, \Phi^{0}_{Nk_0} \right)
\]  

(3.29)
Therefore, by using the results of (3.28) and (3.29), for \( \ell = 1, \ldots, m \), and proceeding similarly as in the two-robot case [see (3.22)], we obtain the observability matrix, \( \tilde{\mathbf{M}} \), as follows:

\[
\tilde{\mathbf{M}} = - \text{Diag} \left( (\mathbf{\nabla \hat{h}}_k^{(12)})_p \mathbf{A}(\phi_{1,k_0}), \ldots, (\mathbf{\nabla \hat{h}}_k^{(N-1)})_p \mathbf{A}(\phi_{N,k_0+m}) \right) \times (3.30)
\]
Lemma 3.4.2. The rank of the observability matrix, $\tilde{M}$, of the ideal EKF-CL in the general $N$-robot case, is $3N - 3$.

Proof. Proceeding similarly to the proof of Lemma 3.4.1, by denoting $\tilde{U} = \begin{bmatrix} \tilde{u}_1 & \cdots & \tilde{u}_{3N} \end{bmatrix}$, we first note that

$$\tilde{u}_1 = -\sum_{i=2}^{N} \tilde{u}_{3i-2}, \quad \tilde{u}_2 = -\sum_{i=2}^{N} \tilde{u}_{3i-1}$$

Our next goal is to show that $\tilde{u}_3$ can also be expressed as a linear combination of other columns of $\tilde{U}$. We observe that the summation of every third column of the block row of $\tilde{U}$ corresponding to robot $j$ measuring robot $i$ at time $k_0 + \ell$ is given by:

$$\begin{bmatrix} J\delta p_{ij}(k_0 + \ell, k_0) - J\delta p_{ii}(k_0 + \ell, k_0) \\ 0 \end{bmatrix} = \begin{bmatrix} J\delta p_{ij}(k_0, k_0) \\ 0 \end{bmatrix}$$

We can further decompose the term $J\delta p_{ij}(k_0, k_0)$ as:

$$J\delta p_{ij}(k_0, k_0) = J\delta p_{i1}(k_0, k_0) - J\delta p_{j1}(k_0, k_0)$$

Using these results, we have

$$\sum_{i=1}^{N} \tilde{u}_{3i} = \sum_{i=2}^{N} \alpha_{2i-1} \tilde{u}_{3i-2} + \sum_{i=2}^{N} \alpha_{2i} \tilde{u}_{3i-1} = \sum_{i=2}^{N} \begin{bmatrix} \tilde{u}_{3i-2} & \tilde{u}_{3i-1} \end{bmatrix} \begin{bmatrix} \alpha_{2i-1} \\ \alpha_{2i} \end{bmatrix}$$

where $\begin{bmatrix} \alpha_{2i-1} \\ \alpha_{2i} \end{bmatrix} \triangleq -J\delta p_{i1}(k_0, k_0), \forall i = 2, \ldots, N$. Now we obtain the desired result

$$\tilde{u}_3 = -\sum_{i=2}^{N} \tilde{u}_{3i} + \sum_{i=2}^{N} \alpha_{2i-1} \tilde{u}_{3i-2} + \sum_{i=2}^{N} \alpha_{2i} \tilde{u}_{3i-1}$$

Moreover, we notice that $\{\tilde{u}_i\}_{i=4}^{3N}$ are linearly independent. Therefore, the range of the matrix $\tilde{U}$ is spanned by its column vectors $\tilde{u}_i$, $i = 4, \ldots, 3N$, i.e.,

$$\text{rng}(\tilde{U}) = \text{span}_{\text{col.}} \begin{bmatrix} \tilde{u}_4 & \cdots & \tilde{u}_{3N} \end{bmatrix}$$

Thus, $\text{rank}(\tilde{U}) = 3N - 3$. Analogously, we observe that in general $\tilde{D}\tilde{u}_i \neq 0$, for $i = 4, \ldots, 3N$. Moreover, we note that any vector $x \in \text{rng}(\tilde{U}) \setminus 0$ can be written as $x = \ldots$

\[ \sum_{i=1}^{3N-3} \beta_i \hat{u}_i + 3 \] for some \( \beta_i \in \mathbb{R} \), where the \( \beta_i \)'s are not simultaneously equal to zero. Thus, in general, \( \dot{D}x = \sum_{i=1}^{3N-3} \beta_i \dot{D}u_i + 3 \neq 0 \), which implies that \( x \) does not belong to the nullspace, \( \text{null}(\dot{D}) \), of \( \dot{D} \). Therefore, \( \text{dim}(\text{null}(\dot{D}) \cap \text{rng}(\hat{U})) = 0 \), and, finally, based on the matrix-product rank theorem (see (4.5.1) in [113]), \( \text{rank}(\breve{M}) = \text{rank}(\hat{U}) - \text{dim}(\text{null}(\dot{D}) \cap \text{rng}(\hat{U})) = \text{rank}(\hat{U}) = 3N - 3 \).

Furthermore, by inspection, a basis for the right nullspace of \( \breve{M} \) is given by:

\[
\begin{bmatrix}
I_2 & Jp_{1k_o} \\
0_{1 \times 2} & 1 \\
I_2 & Jp_{2k_o} \\
0_{1 \times 2} & 1 \\
\vdots & \vdots \\
I_2 & Jp_{Nk_o} \\
0_{1 \times 2} & 1
\end{bmatrix}
\]

By noting the similarity of this result with that of (3.26), the physical interpretation of this nullspace is analogous to that of the two-robot case: the global translation and orientation of the state vector are unobservable.

3.4.2 Standard EKF-CL

We now study the observability properties of the standard EKF-CL, in which the Jacobians are evaluated at the latest state estimates (i.e., \( x^*_k|k-1 = \hat{x}_k|k-1 \) and \( x^*_k|k = \hat{x}_k|k \), for all \( k \)). Similarly, we begin with the case of a two-robot team, and then generalize to the case where an arbitrary number of robots comprise the group.

We first introduce the following definitions, which will be useful for the ensuing derivations:

\[
d\hat{p}_i(k) \triangleq \hat{p}_{i|k} - \hat{p}_{i|k-1} \tag{3.33}
\]

\[
\Delta \hat{p}_{ij}(k, \ell) \triangleq \hat{p}_{ij|k-1} - \hat{p}_{ij|k_o - 1} - \sum_{\tau = k_o}^{\ell} d\hat{p}_j(\tau) \tag{3.34}
\]

\[
\delta \hat{p}_{ij}(k, \ell) \triangleq \hat{p}_{ij|k-1} - \hat{p}_{ij|\ell - 1} \tag{3.35}
\]

where \( k_o \) is the first time instant of interest, and \( k, \ell \geq k_o \). In the above expressions, \( d\hat{p}_i \) is the correction in the \( i \)th robot position estimate due to the EKF update, while \( \delta \hat{p}_{ij} \) is the
estimated difference between two robot positions [see (3.17)] evaluated using the estimates after the respective propagation steps.

**Two-robot case**

We start by deriving an expression analogous to that of (3.18), using (3.6) and the definition of $\Delta \hat{p}_{ij}$ in (3.34):

$$
\Phi_{k_0+1} \Phi_{k_0} = \begin{bmatrix}
I_2 & J \Delta \hat{p}_{i}(k_0 + 2, k_0 + 1) \\
0_{1 \times 2} & 1
\end{bmatrix}
$$

(3.36)

Using induction, we can show that

$$
\Phi_{k_0+\ell-1} \Phi_{k_0+\ell-2} \cdots \Phi_{k_0} = \begin{bmatrix}
I_2 & J \Delta \hat{p}_{i}(k_0 + \ell, k_0 + \ell - 1) \\
0_{1 \times 2} & 1
\end{bmatrix}
$$

for $\ell > 0$. As a result, the following identity is immediate:

$$
\Phi_{k_0+\ell-1} \Phi_{k_0+\ell-2} \cdots \Phi_{k_0} = \begin{bmatrix}
I_2 & J \Delta \hat{p}_{11}(k_0 + \ell, k_0 + \ell - 1) & 0_{2 \times 2} & 0_{2 \times 1} \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & 0 \\
0_{2 \times 2} & 0_{2 \times 1} & I_2 & J \Delta \hat{p}_{22}(k_0 + \ell, k_0 + \ell - 1)
\end{bmatrix}
$$

(3.37)

The measurement Jacobian now is given by [see (3.20)]:

$$
H_{k_0+\ell} = -\text{Diag} \left( (\nabla h_{k_0+\ell}^{(12)}) A(\hat{\phi}_{1_{k_0+\ell}}), (\nabla h_{k_0+\ell}^{(21)}) A(\hat{\phi}_{2_{k_0+\ell}}) \right)
\times
\begin{bmatrix}
I_2 & J \delta \hat{p}_{21}(k_0 + \ell, k_0 + \ell) & -I_2 & 0_{2 \times 1} \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & -1 \\
-I_2 & 0_{2 \times 1} & I_2 & J \delta \hat{p}_{12}(k_0 + \ell, k_0 + \ell) \\
0_{1 \times 2} & -1 & 0_{1 \times 2} & 1
\end{bmatrix}
$$

(3.38)
Multiplication of (3.38) and (3.37) yields:

\[
\mathbf{H}_{k_0+\ell} \Phi_{k_0+\ell-1} \cdots \Phi_{k_0} = -\text{Diag} \left( (\nabla h_{k_0}^{(12)}) \mathbf{A}(\hat{\phi}_{1_{k_0}+\ell|k_0+\ell-1}), (\nabla h_{k_0}^{(21)}) \mathbf{A}(\hat{\phi}_{2_{k_0}+\ell|k_0+\ell-1}) \right) \times 
\begin{bmatrix}
\mathbf{I}_2 & \mathbf{J} \Delta \hat{\mathbf{p}}_{21}(k_0+\ell,k_0+) & -\mathbf{I}_2 & -\mathbf{I}_2 \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & -1 \\
-\mathbf{I}_2 & 0_{2 \times 1} & \mathbf{I}_2 & \mathbf{J} \Delta \hat{\mathbf{p}}_{12}(k_0,k_o) \\
0_{1 \times 2} & -1 & 0_{1 \times 2} & 1 \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J} \Delta \hat{\mathbf{p}}_{21}(k_0+m,k_0+m-1) & -\mathbf{I}_2 & -\mathbf{I}_2 \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & -1 \\
-\mathbf{I}_2 & -\mathbf{J} \Delta \hat{\mathbf{p}}_{11}(k_0+m,k_0+m-1) & \mathbf{I}_2 & \mathbf{J} \Delta \hat{\mathbf{p}}_{12}(k_0+m,k_0+m-1) \\
0_{1 \times 2} & -1 & 0_{1 \times 2} & 1 \\
\end{bmatrix}
\]

Thus, the observability matrix \( \mathbf{M} \) (see (2.22)) can be written as:

\[
\mathbf{M} = -\text{Diag} \left( (\nabla h_{k_0}^{(12)}) \mathbf{A}(\hat{\phi}_{1_{k_0}+\ell|k_0-1}), \cdots, (\nabla h_{k_0+m}^{(21)}) \mathbf{A}(\hat{\phi}_{2_{k_0+m|k_0+m-1}}) \right) \times 
\begin{bmatrix}
\mathbf{I}_2 & \mathbf{J} \delta \hat{\mathbf{p}}_{21}(k_0,k_0) & -\mathbf{I}_2 & 0_{2 \times 1} \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & -1 \\
-\mathbf{I}_2 & 0_{2 \times 1} & \mathbf{I}_2 & \mathbf{J} \delta \hat{\mathbf{p}}_{12}(k_0,k_0) \\
0_{1 \times 2} & -1 & 0_{1 \times 2} & 1 \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J} \Delta \hat{\mathbf{p}}_{21}(k_0+m,k_0+m-1) & -\mathbf{I}_2 & -\mathbf{I}_2 \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & -1 \\
-\mathbf{I}_2 & -\mathbf{J} \Delta \hat{\mathbf{p}}_{11}(k_0+m,k_0+m-1) & \mathbf{I}_2 & \mathbf{J} \Delta \hat{\mathbf{p}}_{12}(k_0+m,k_0+m-1) \\
0_{1 \times 2} & -1 & 0_{1 \times 2} & 1 \\
\end{bmatrix}
\]

**Lemma 3.4.3.** The rank of the observability matrix, \( \mathbf{M} \), of the standard EKF-CL in the two-robot case, is equal to 4.

**Proof.** We first observe that the EKF update corrections in the robot position estimates, \( \mathbf{d} \hat{\mathbf{p}}_{ij} \) [see (3.33)], are in general different at different time steps. As a consequence, \( \Delta \hat{\mathbf{p}}_{ij} \) [see (3.34)]
are also different at different time steps, which means that columns 3 and 6 of matrix $U$ are general column vectors and thus not linearly dependent on any other columns. Denoting $U \triangleq \begin{bmatrix} u_1 & \cdots & u_6 \end{bmatrix}$, it is evident that $u_1 = -u_4$, $u_2 = -u_5$, and moreover $u_4$ and $u_5$ are linearly independent. Therefore, one possible basis of the range of the matrix $U$ is its columns vectors $\{u_i\}_{i=3}^{6}$, i.e., $\text{rng}(U) = \text{span}_{\text{col.}} \begin{bmatrix} u_3 & \cdots & u_6 \end{bmatrix}$. Therefore, $\text{rank}(U) = 4$. By proceeding similarly to the proof of Lemma 3.4.1, we observe that in general $D u_i \neq 0$, for $i = 3, \ldots, 6$, and moreover any vector $x \in \text{rng}(U) \setminus 0$ can be written as $x = \sum_{i=1}^{4} \beta_i u_{i+2}$ for some $\beta_i \in \mathbb{R}$, where the $\beta_i$’s are not simultaneously equal to zero. As a result, in general, $Dx = \sum_{i=1}^{4} \beta_i D u_{i+2} \neq 0$. Therefore, $\dim(\text{null}(D) \cap \text{rng}(U)) = 0$, and finally, using theorem (4.5.1) in [113], $\text{rank}(M) = \text{rank}(U) - \dim(\text{null}(D) \cap \text{rng}(U)) = \text{rank}(U) = 4$.

We thus see that the linearized error-state model employed in the standard EKF-CL has different observability properties than that of the ideal EKF-CL. In particular, by processing the measurements collected in the time interval $[k_o, k_o + m]$, the EKF acquires information along the 4 directions of the state space corresponding to the observable subspace of the linearized system. However, the measurements actually provide information in only 3 directions of the state space (i.e., the robot-to-robot relative pose), and as a result, the EKF gains “spurious information” along the unobservable directions of the underlying nonlinear CL system, which leads to inconsistency.

To probe further, we note that the basis of the right nullspace of $M$ is given by:

$$\text{null}(M) = \text{span}_{\text{col.}} \begin{bmatrix} I_2 \\ 0_{1 \times 2} \\ I_2 \\ 0_{1 \times 2} \end{bmatrix} = \text{span}_{\text{col.}} \begin{bmatrix} n_1 \\ n_2 \end{bmatrix}$$

(3.41)

Note that these two vectors correspond to a shifting of the $x - y$ plane, which implies that such a shifting is unobservable. On the other hand, the direction corresponding to the rotation is “missing” from the unobservable subspace of the EKF system model [see (3.26) and (3.27)]. Therefore, the filter gains “nonexistent” information about the robots’ global orientation. This leads to an unjustified reduction in the orientation uncertainty, which, in turn, further reduces the uncertainty in all state variables.
N-robot case

Similar results can be derived in the general case where \( N \) robots comprise the team, i.e.,

**Lemma 3.4.4.** The rank of the observability matrix, \( M \), of the standard EKF-CL in the general \( N \)-robot case, is \( 3N - 2 \).

*Proof.* See Appendix B.1. \( \square \)

We can draw identical conclusions as in the two-robot case. In particular, the dimension of the nullspace of the observability matrix, \( M \), erroneously becomes 2. Furthermore, one possible basis for the nullspace can be shown to be:

\[
\text{null}(M) = \text{span}_{\text{col.}} \begin{bmatrix} I_2 \\ 0_{1 \times 2} \\ \vdots \\ I_2 \\ 0_{1 \times 2} \end{bmatrix}
\]  

(3.42)

Thus, the global orientation is erroneously observable in this case as well, which leads to inconsistent estimates.

### 3.5 Observability-Constrained (OC)-EKF CL algorithms

In the preceding section, it was shown that when the filter Jacobians are evaluated using the latest state estimates, the error-state system model employed by the EKF has an observable subspace of dimension higher than that of the actual CL system. This will always lead to unjustified reduction of the covariance estimates, and thus to inconsistency. To address this problem, we propose computing the EKF Jacobians in such a way that guarantees an unobservable subspace of dimension three for the linearized error-state model, which precisely corresponds to Lemma 2.5.1, instead using the CL Jacobians.

Similarly, the selection of \( N \) [see (2.40)-(2.41)] is a design choice, which allows us to control the unobservable subspace of the EKF-CL system model. Ideally, we would like the column vectors of \( N \) to be identical to those in (3.32), which define the unobservable directions of the ideal EKF-CL system. However, this cannot be achieved in practice, since these
directions depend on the true values of the state, which are unavailable during any real-world implementation. A natural selection, which is realizable in practice, is to define the unobservable subspace of the observability matrix based on the first available state estimates, i.e., for the two-robot case to choose

\[
N = \text{span}_{\text{col}} \begin{bmatrix}
I_2 & J\hat{p}_{1|k_0|k_0-1} \\
0_{1 \times 2} & 1 \\
I_2 & J\hat{p}_{2|k_0|k_0-1} \\
0_{1 \times 2} & 1
\end{bmatrix}
\]  

(3.43)

Once \(N\) has been selected, the next design decision to be made is to compute appropriate filter Jacobians at each time step. For the particular selection of \(N\) in (3.43), this amounts to choosing the propagation and measurement Jacobians for all \(k > k_o\) to ensure that (2.41) holds (note that (2.40) is satisfied by construction in this case). Clearly, several options exist, each of which leads to a different algorithm within the general framework described here. In what follows, we present three OC-EKF algorithms to achieve this goal.

### 3.5.1 OC-EKF1

We start by describing the first version of the OC-EKF that was originally proposed [74]. The key idea of this approach is to choose the prior state estimates as the linearization points, so as to guarantee the appropriate observability properties of the EKF linearized system model. This procedure is explained in detail by the following lemma:

**Lemma 3.5.1.** If the linearization points, at which the filter Jacobian matrices \(\Phi_{ik} \left( x^*_{ik+1|k}, x^*_{ik|k} \right) \) and \(H_{k}^{(j)} \left( x^*_{ik|k-1}, x^*_{jk|k-1} \right) \) are evaluated, are selected as:

\[
\begin{align*}
x^*_{ik+1|k} &= \hat{x}_{ik+1|k} , & x^*_{ik|k} &= \hat{x}_{ik|k-1} \\
x^*_{ik|k-1} &= \hat{x}_{ik|k-1} , & x^*_{jk|k-1} &= \hat{x}_{jk|k-1}
\end{align*}
\]  

(3.44)

then it is guaranteed that the unobservable subspace of the resulting EKF linearized error-state model is of dimension 3.

---

3 When more than two robots (i.e., \(N > 2\)) are included in the state vector, \(N\) can be chosen analogously, augmented by a submatrix \( \begin{bmatrix} I_2 & J\hat{p}_{i|k_o|k_0-1} \\ 0_{1 \times 2} & 1 \end{bmatrix} \) corresponding to each robot \((i = 1, 2, \ldots, N)\) [75].
Proof. Using the linearization points (3.44), the state-propagation Jacobian $\Phi_{ik}$ [see (3.6)] is now computed as:

$$\Phi'_{ik} = \begin{bmatrix}
I_2 & J \left( \hat{p}_{ik+1|k} - \hat{p}_{ik|k-1} \right) \\
0_{1\times2} & 1
\end{bmatrix}$$

(3.45)

The difference compared to (3.6), which is the Jacobian used in the standard EKF, is that the prior estimate of robot position, $\hat{p}_{ik|k-1}$, is used in place of the posterior estimate, $\hat{p}_{ik|k}$. In contrast, the measurement Jacobian, $H_k^{ij}$, is computed in the same way as for the standard EKF [see (3.11)]. As a result, using the definition of $\delta\hat{p}_{ij}$ (3.35), the observability matrix $M'$ in the OC-EKF1 algorithm for the two-robot case assumes the following form:

$$M' = -\text{Diag} \left( (\nabla h_{k_o}^{(12)}) A(\hat{\phi}_{1k_o|k_o-1}), \ldots, (\nabla h_{k_o+m}^{(21)}) A(\hat{\phi}_{2k_o+m|k_o+m-1}) \right) \times$$

$$D'$$

$$= \begin{bmatrix}
I_2 & J\delta\hat{p}_{21}(k_o,k_o) & -I_2 & 0_{2\times1} \\
0_{1\times2} & 1 & 0_{1\times2} & -1 \\
-I_2 & 0_{2\times1} & I_2 & J\delta\hat{p}_{12}(k_o,k_o) \\
0_{1\times2} & -1 & 0_{1\times2} & 1 \\
I_2 & J\delta\hat{p}_{21}(k_o+1,k_o) & -I_2 & -J\delta\hat{p}_{22}(k_o+1,k_o) \\
0_{1\times2} & 1 & 0_{1\times2} & -1 \\
-I_2 & -J\delta\hat{p}_{11}(k_o+1,k_o) & I_2 & J\delta\hat{p}_{12}(k_o+1,k_o) \\
0_{1\times2} & -1 & 0_{1\times2} & 1 \\
\vdots & \vdots & \vdots & \vdots \\
I_2 & J\delta\hat{p}_{21}(k_o+m,k_o) & -I_2 & -J\delta\hat{p}_{22}(k_o+m,k_o) \\
0_{1\times2} & 1 & 0_{1\times2} & -1 \\
-I_2 & -J\delta\hat{p}_{11}(k_o+m,k_o) & I_2 & J\delta\hat{p}_{12}(k_o+m,k_o) \\
0_{1\times2} & -1 & 0_{1\times2} & 1
\end{bmatrix}$$

(3.46)

It becomes evident that compared to the observability matrix of the ideal EKF-CL [see (3.23)], the only difference arising in $U'$ is that $\delta p_{ij}$ is replaced by its estimate, $\delta\hat{p}_{ij}$, for $i,j = 1,2$. 


Moreover, by inspection, the right null space of $M'$ is

$$\text{null}(M') = \text{span}_{\text{col.}} \begin{bmatrix} I_2 & J\hat{p}_{1,k_0|k_0-1} & 0_{1 \times 2} & 1 \\ I_2 & J\hat{p}_{2,k_0|k_0-1} & 1 & 1 \\ 0_{1 \times 2} & 0_{1 \times 2} & 0_{1 \times 2} & 0_{1 \times 2} \end{bmatrix}$$

(3.47)

Thus, matrix $M'$ has rank 3, which shows that the OC-EKF1 is based on an error-state system model whose unobservable subspace is of dimension 3.

Similarly, in the case where $N > 2$ robots comprise the team, it can be easily shown that the corresponding observability matrix $M'$ follows the same structure as that of the ideal EKF-CL but where $\delta p_{ij}$ is replaced by its estimate, $\delta \hat{p}_{ij}$, for all $i, j = 1, \ldots, N$, i.e.,
$$M' = -\text{Diag} \left( (\nabla h^{(12)}_{k_0} )A (\hat{\phi}_{k_0} )^{-1}, \cdots, (\nabla h^{(N-1)}_{k_0+m} )A (\hat{\phi}_{Nk_0+m} )^{-1} \right) \times (3.48)$$

$$D'$$

\[
\begin{array}{cccccccc}
1 & J\hat{\rho}_{11}(k_0, k_0) & -I_2 & 0_{2 \times 1} & 0_{2 \times 2} & 0_{2 \times 3} & \cdots & 0_{2 \times 2} \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & -1 & 0_{1 \times 2} & 0 & \cdots & 0_{1 \times 2} \\
1 & J\hat{\rho}_{21}(k_0, k_0) & 0_{2 \times 2} & 0_{2 \times 1} & -I_2 & 0_{2 \times 2} & \cdots & 0_{2 \times 2} \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & 0 & 0_{1 \times 2} & -1 & \cdots & 0_{1 \times 2} \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & J\hat{\rho}_{21}(k_0, k_0) & 0_{2 \times 2} & 0_{2 \times 1} & 0_{2 \times 2} & 0_{2 \times 3} & \cdots & 0_{2 \times 2} \\
0_{1 \times 2} & 1 & 0_{1 \times 2} & 0 & 0_{1 \times 2} & 0 & \cdots & 0_{1 \times 2} \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
& & & \vdots & \vdots & \vdots & \ddots & \vdots \\
\end{array}
\]
It is not difficult to show that the observability matrix $M'$ is of rank $3N - 3$, and thus the unobservable subspace is of dimension 3.

### 3.5.2 OC-EKF2

In the design of consistent estimators for CL, there are two competing goals that should be reconciled: (i) reduced linearization errors at each time step, and (ii) correct observability properties of the linearized system model. In OC-EKF1, the state-propagation Jacobian is computed using the predicted estimate $\hat{p}_{i(k|k-1)}$ for the robot position instead of the updated, and thus more accurate, estimate $\hat{p}_{i(k|k)}$. These two estimates can differ substantially after a large filter correction, which may introduce significant linearization errors. To formally address this limitation, we propose an alternative, termed OC-EKF2, which selects the linearization points of the EKF so as to minimize the expected squared error of the linearization points while satisfying the observability conditions [see (2.40) and (2.41)]. This can be formulated as a constrained minimization problem where the constraints express the observability requirements.

Specifically, at time-step $k + 1$, we aim at minimizing the linearization error of the points $x_{k|k}^*$ and $x_{k+1|k}^*$, which appear in the filter Jacobians $\Phi_k$ and $H_{k+1}$ [see (3.8) and (3.11), respectively], subject to the observability constraint (2.41). Mathematically, this is expressed as:

$$
\min_{x_{k|k}^*, \ x_{k+1|k}^*} \int \|x_k - x_{k|k}^*\|^2 p(x_k|z_{0:k})dx_k + \int \|x_{k+1} - x_{k+1|k}^*\|^2 p(x_{k+1}|z_{0:k})dx_{k+1} \quad (3.49)
$$

subject to $H_{k+1} \Phi_k \cdots \Phi_{k_o} N = 0, \ \forall k \geq k_o \quad (3.50)$

In general, the constrained minimization problem (3.49)-(3.50) is intractable. However, when the two pdfs, $p(x_k|z_{0:k})$ and $p(x_{k+1}|z_{0:k})$, are Gaussian distributions (which is the assumption employed in the EKF), we can solve the problem analytically and find a closed-form solution. In the following, we first show how the closed-form solution can be computed for the simple case where only two robots are included in the state vector, and the case of $N > 2$ robots is presented afterwards.

#### Two-robot case

We note that the following lemma will be helpful for the ensuing derivations:
Lemma 3.5.2. When \( p(x_{k}|z_{0:k}) \) and \( p(x_{k+1}|z_{0:k}) \) are Gaussian, the constrained optimization problem (3.49)-(3.50) is equivalent to:

\[
\begin{align*}
\min_{x_{k|k}, x_{k+1|k}} & \left\| \hat{x}_{k|k} - x_{k|k}^* \right\|^2 + \left\| \hat{x}_{k+1|k} - x_{k+1|k}^* \right\|^2 \\
\text{subject to} & \quad p_{2k|k}^* - p_{1k|k}^* = a_k
\end{align*}
\]  

(3.51)

where

\[
a_k = p_{2k|k-1}^* - p_{1k|k-1}^* - \sum_{\tau=k_0}^{k-1} (p_{2\tau|\tau}^* - p_{2\tau|\tau-1}^*) + \sum_{\tau=k_0}^{k-1} (p_{1\tau|\tau}^* - p_{1\tau|\tau-1}^*)
\]

(3.52)

Proof. See Appendix B.2. \(\square\)

Using the technique of Lagrangian multipliers [16], the optimal solution to the problem (3.51)-(3.52) can be obtained as:

\[
\begin{align*}
p_{1k|k}^* &= \hat{p}_{1k|k} + \frac{\lambda_k}{2}, \quad \phi_{1k|k}^* = \hat{\phi}_{1k|k} \\
p_{2k|k}^* &= \hat{p}_{2k|k} - \frac{\lambda_k}{2}, \quad \phi_{2k|k}^* = \hat{\phi}_{2k|k} \\
x_{k+1|k}^* &= \hat{x}_{k+1|k}
\end{align*}
\]  

(3.53)

with

\[\lambda_k = \hat{p}_{2k|k} - \hat{p}_{1k|k} - a_k\]

We see that \(\lambda_k\) and thus the linearization point for the position of each robot, \(p_{i|k}^*\), depends on all robots’ estimates. This increases the complexity of implementing the algorithm, but yields the optimal linearization errors under the desired observability constraints.

Using the linearization points in (3.53), the state-propagation Jacobians in the OC-EKF2 are now computed as:

\[
\Phi''_{1k} = \begin{bmatrix}
I_2 & J\left( \hat{p}_{1k+1|k} - \hat{p}_{1k|k} - \frac{\lambda_k}{2} \right) \\
0_{1 \times 2} & 1
\end{bmatrix}
\]  

(3.54)

\[
\Phi''_{2k} = \begin{bmatrix}
I_2 & J\left( \hat{p}_{2k+1|k} - \hat{p}_{2k|k} + \frac{\lambda_k}{2} \right) \\
0_{1 \times 2} & 1
\end{bmatrix}
\]  

(3.55)

while the measurement Jacobians are calculated in the same way as in the standard EKF [see (3.11)].
N-robot case

We now consider the case where more than two robots (i.e., \( N > 2 \)) are included in the state vector. Analogous to Lemma 3.5.2, we start by proving the following lemma:

**Lemma 3.5.3.** When \( p(x_k|z_{0:k}) \) and \( p(x_{k+1}|z_{0:k}) \) are Gaussian, the constrained optimization problem (3.49)-(3.50) in the general N-robot case, is equivalent to:

\[
\begin{align*}
\min_{x_{k|k}, x_{k+1|k}} & \quad \left\| \hat{x}_{k|k} - x_{k|k}^* \right\|^2 + \left\| \hat{x}_{k+1|k} - x_{k+1|k}^* \right\|^2 \\
\text{subject to} & \quad p_{i|k}^* - p_{1|k}^* = a_{i1k}, \quad \forall i = 2, \ldots, N
\end{align*}
\]  

(3.56)

where

\[
a_{i1k} = p_{i|k}^* - p_{1|k}^* - \sum_{\tau = k_{o}}^{k-1} (p_{i|\tau}^* - p_{1|\tau}^*) + \sum_{\tau = k_{o}}^{k-1} (p_{1|\tau}^* - p_{1|\tau-1}^*)
\]

(3.57)

**Proof.** See Appendix B.3. \( \square \)

It should be pointed out that here assume that all the robots are connected in the RMG (otherwise, the isolated robots, which neither have measurements nor are observed by any other robots, will not impose any constraint). Now we employ the technique of Lagrangian multipliers [16] to solve the problem (3.56)-(3.57). Specifically, the Lagrangian function can be constructed as:

\[
L(x_{k|k}, x_{k+1|k}, \lambda_2, \ldots, \lambda_N) =
\]

\[
\left\| \hat{x}_{k|k} - x_{k|k}^* \right\|^2 + \left\| \hat{x}_{k+1|k} - x_{k+1|k}^* \right\|^2 + \sum_{i=2}^{N} \lambda_{ik}^T (p_{i|k}^* - p_{1|k}^* - a_{i1k})
\]

(3.58)

By setting the derivatives of the Lagrange function with respect to the optimization variables to zero, we have:

\[
\frac{\partial L}{\partial p_{1|k}^*} = -2(\hat{p}_{1|k} - p_{1|k}^*) - \sum_{i=2}^{N} \lambda_{ik} = 0
\]

(3.59)

\[
\frac{\partial L}{\partial p_{i|k}^*} = -2(\hat{p}_{i|k} - p_{i|k}^*) + \lambda_{ik} = 0, \quad \forall i = 2, \ldots, N
\]

(3.60)

\[
\frac{\partial L}{\partial \lambda_{ik}} = p_{i|k}^* - p_{1|k}^* - a_{i1k} = 0, \quad \forall i = 2, \ldots, N
\]

(3.61)

\[
\frac{\partial L}{\partial x_{\text{other}}^*} = -2(\hat{x}_{\text{other}} - x_{\text{other}}^*) = 0
\]

(3.62)
where $x_{\text{other}}^*$ denotes all the optimization variables except the ones in (3.59)-(3.61). From the above equations, we obtain the optimal solution in closed form as follows:

\[
\begin{align*}
    p_{1_k|k}^* &= \hat{p}_{1_k|k} + \frac{\sum_{i=2}^{N} \lambda_{i_k}}{2}, \quad p_{i_k|k}^* = \hat{p}_{i_k|k} - \frac{\lambda_{i_k}}{2}, \quad x_{\text{other}}^* = \hat{x}_{\text{other}}
\end{align*}
\]

where the Lagrangian multipliers are attained by solving a linear system. In particular, substituting the above optimal linearization points (3.63) into (3.61), we have the following set of equations with respect to $\lambda_{i_k}$ ($i = 2, \ldots, N$):

\[
\begin{align}
    \lambda_{j_k} + \frac{1}{2} \sum_{i=2, i\neq j}^{N} \lambda_{i_k} &= \left( \hat{p}_{j_k|k} - \hat{p}_{1_k|k} \right) - a_{j1_k} =: b_j, \quad \forall j = 2, \ldots, N \tag{3.64}
\end{align}
\]

By stacking the above equations into a matrix form, we have

\[
\begin{bmatrix}
    I & \frac{1}{2} I & \cdots & \frac{1}{2} I \\
    \frac{1}{2} I & I & \cdots & \frac{1}{2} I \\
    \vdots & \vdots & \ddots & \vdots \\
    \frac{1}{2} I & \frac{1}{2} I & \cdots & 2 I \\
    I & & & A
\end{bmatrix}
\begin{bmatrix}
    \lambda_{2_k} \\
    \lambda_{3_k} \\
    \vdots \\
    \lambda_{N_k}
\end{bmatrix}
= \begin{bmatrix}
    b_2 \\
    b_3 \\
    \vdots \\
    b_N
\end{bmatrix} \quad \Rightarrow \quad \lambda_k = A^{-1} b \tag{3.65}
\]

Using the optimal linearization points (3.63), we compute the state-propagation Jacobians in the similar form as in the two-robot case [see (3.54)-(3.55)], while the measurement Jacobians are calculated in the same way as in the standard EKF [see (3.11)].

### 3.5.3 OC-EKF3

We now describe our OC-EKF3 algorithm. In particular, the OC-EKF3 directly computes the measurement Jacobian by projecting the most accurate measurement Jacobian onto the observable subspace, while it calculates the propagation Jacobian identically as the standard EKF [see (3.6)]. By doing so, it ensures that the EKF-CL system model has an observable subspace of correct dimensions.

Specifically, in analogy to the OC-EKF3 for SLAM (see Section 2.5.3), we aim to find the measurement Jacobian closest to the ideal one while satisfying the observability constraint (2.41), i.e.,

\[
\begin{balign}
    \min_{H_{k+1}} ||H_o - H_{k+1}||_F^2 \\
    \text{subject to } H_{k+1} \Phi_k \cdots \Phi_{k_o} N = 0
\end{align}
\]

\[
\begin{align}
    \min_{H_{k+1}} ||H_o - H_{k+1}||_F^2 \\
    \text{subject to } H_{k+1} \Phi_k \cdots \Phi_{k_o} N = 0 \tag{3.66}
\end{align}
\]
where $H_o$ ideally is the measurement Jacobian evaluated at the true states. However, since in practice the true states are generally not available, we instead compute it using the current best state estimates as in the standard EKF (3.11), i.e., $H_o = H_o(\hat{x}_{k+1|k})$. The optimal solution is obtained by application of the following lemma:

**Lemma 3.5.4.** The optimal solution to the constrained minimization problem (3.66)-(3.67) is:

$$H''_{k+1} = H_o \left( I_{\text{dim}(x)} - V(V^T V)^{-1}V^T \right)$$

(3.68)

where $V \triangleq \Phi_k \cdots \Phi_{k_o} N$.

**Proof.** Analogous to the proof of Lemma 2.5.4.

Note that $V$ in the above lemma is the propagated unobservable subspace at time-step $k + 1$, and $(I_{\text{dim}(x)} - V(V^T V)^{-1}V^T)$ is the subspace orthogonal to $V$, i.e., the observable subspace. Hence, as seen from (3.68), the measurement Jacobian of the OC-EKF3 is the projection of the best-available measurement Jacobian onto the observable subspace. It is also important to observe that in the case of $N > 2$ robots, each measurement only depends on the poses of the observing robot and the observed robot and hence the measurement Jacobian $H''_{k+1}$ typically has sparse structure [see (3.11)]. Based on this observation and by exploiting the sparse structure of the Jacobian matrix, we only need to consider the nonzero submatrices of the measurement Jacobian and solve a reduced-size problem similar to (3.66)-(3.67). Once the optimal solution is attained, we can easily construct the full measurement Jacobian by padding it with zeros [see (3.11)].

**Remarks** It is important to point out that, as compared to the standard EKF, the only change in the OC-EKFs is the way in which the state-propagation and measurement Jacobians are computed [see (3.45), (3.54), (3.55), and (3.68)], while the state estimates and covariance are propagated and updated in the same way as in the standard EKF. For clarity, the steps of the OC-EKF CL algorithms are outlined in Algorithms 2, and a simple CL example with two robots using the unicycle motion model and relative distance and bearing measurements is provided in Appendix B.4. We stress that even though a complete RMG (i.e., each robot can observe all others) is assumed at every time step in the preceding analysis, this is not a necessary assumption for the OC-EKFs, as the analysis can easily be extended to the case of limited sensor range, where multiple propagation steps occur between updates (see Section 3.7). We also point out that the
Algorithm 2 Observability-Constrained (OC)-EKF for CL

**Require:** Initial state estimates and covariance

1: **loop**
2: **Propagation:** If proprioceptive (e.g., odometric) measurements are available,
3: propagate the state estimates [see (3.2) and (3.3)]
4: compute the propagation Jacobian [see (3.45) for OC-EKF1, (3.54)-(3.55) for OC-EKF2, and (3.6) for OC-EKF3]
5: propagate the state covariance:
   \[ P_{k+1|k} = \Phi_k P_{k|k} \Phi_k^T + G_k Q_k G_k^T \]  
   (3.69)
6: **Update:** If exteroceptive measurements are available,
7: compute the measurement residual:
   \[ r_{k+1} = z_{k+1} - h(\hat{x}_{k+1|k}) \]  
   (3.70)
8: compute the measurement Jacobian [see (3.11) for OC-EKF1/2, and (3.68) for OC-EKF3]
9: compute the residual covariance and the Kalman gain:
   \[ S_{k+1} = H_{k+1} P_{k+1|k} H_{k+1}^T + R_{k+1} \]  
   (3.71)
   \[ K_{k+1} = P_{k+1|k} H_{k+1}^T S_{k+1}^{-1} \]  
   (3.72)
10: update the state estimate and covariance:
    \[ \hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1} r_{k+1} \]  
    (3.73)
    \[ P_{k+1|k+1} = P_{k+1|k} - K_{k+1} S_{k+1|k+1} K_{k+1}^T \]  
    (3.74)
11: **end loop**
new OC-EKFs are causal and realizable in practice, since they do not utilize any knowledge of the future and true state. Interestingly, even though the proposed filters do not use the latest state estimates for computing the Jacobians (and thus the Jacobians are less accurate than those of the standard EKF), they exhibit better consistency than the standard EKF. As a final remark, it is straightforward to extend the proposed OC-EKFs to C-SLAM. In particular, by performing observability analysis, we can show that the unobservable subspace of the ideal-EKF linearized system (as well as the underlying nonlinear system) has three d.o.f. corresponding to the global translation and rotation, while the system model employed by the standard EKF has unobservable subspace of dimension two. As is the case for SLAM and CL, this is the primary cause of filter inconsistency. Thus, we can adapt the same observability-based methodology and develop OC-EKFs for C-SLAM.

3.6 Simulation results

A series of Monte-Carlo comparison studies were conducted under various conditions, in order to validate the preceding theoretical analysis and to demonstrate the capability of the OC-EKF estimators to improve the consistency of EKF-CL. The metrics used to evaluate filter performance are RMSE and NEES [14]. It is known that the NEES of an $M$-dimensional Gaussian random variable follows a $\chi^2$ distribution with $M$ d.o.f. Therefore, if a certain filter is consistent, we expect that the average NEES for each robot pose will be close to 3 for all time steps. The larger the deviation of the NEES from these values is, the worse the inconsistency of the filter is. By studying both the RMSE and NEES of all the filters considered here, we obtain a comprehensive picture of the filters’ performance.

In the simulation tests, we consider a CL scenario in which four robots move randomly in an area of size 20 m × 20 m. 50 Monte-Carlo simulations were performed, and during each run, all filters process the same data, to ensure a fair comparison. The five estimators compared are: (1) the ideal EKF, (2) the standard EKF, (3) the OC-EKF1, (4) the OC-EKF2, and (5) the OC-EKF3.

For the results presented in this section, four identical robots with a simple differential drive model move on a planar surface, at a constant linear velocity of $v = 0.25$ m/sec, while the rotational velocity is drawn from the uniform distribution over $[-0.5, 0.5]$ rad/sec. The two drive wheels are equipped with encoders, which measure their revolutions and provide noisy
measurements of velocity (i.e., right and left wheel velocities, $v_r$ and $v_l$, respectively), with standard deviation equal to $\sigma = 5\%v$ for each wheel. These measurements are used to obtain linear and rotational velocity measurements for each robot, which are given by $v = \frac{v_r + v_l}{2}$ and $\omega = \frac{v_r - v_l}{\alpha}$, where $\alpha = 0.5$ m is the distance between the drive wheels. Thus, the standard deviations of the linear and rotational velocity measurements are $\sigma_v = \sqrt{\frac{\sigma}{2}}$ and $\sigma_\omega = \sqrt{\frac{\sigma}{\alpha}}$, respectively.

Each robot records distance and bearing measurements to all other robots. Note that for
Figure 3.2: CL Monte-Carlo simulation results for the average NEES of the robot poses. In these plots, the dotted lines correspond to the ideal EKF, the solid lines with circles to the standard EKF, the dash-dotted lines to the OC-EKF1, the dashed lines to the OC-EKF2, and the solid lines to the OC-EKF3. Note that the NEES of the ideal EKF and the OC-EKFs are almost identical, which makes the corresponding lines difficult to distinguish.

simplicity we assume that all measurements occur at every time step in our simulations (but this is not the case in our real-world experiments in Section 3.7). The standard deviation of the distance and bearing measurement noise was set to $\sigma_d = 0.1$ m and $\sigma_\theta = 5$ deg, respectively.

Fig. 3.1 shows the orientation estimation errors for one of the robots, obtained from a typical simulation (the results for the other three robots are very similar and thus omitted for clarity). Clearly, the standard-EKF errors grow significantly faster than those of the ideal EKF and the OC-EKFs, which indicates that the standard EKF tends to diverge. Note also that although the
orientation errors of the ideal EKF and the OC-EKFs remain well within their corresponding $3\sigma$ bounds, those of the standard EKF exceed them. Most importantly, in contrast to those of the OC-EKFs, the $3\sigma$ bounds of the standard EKF (computed from the square-root of the corresponding element of the estimated covariance matrix) remain almost constant as if the orientation of the robot was observable. However, as discussed in Section 3.4, the robots have no
Table 3.1: CL simulation results for robot pose estimation performance

<table>
<thead>
<tr>
<th></th>
<th>Ideal-EKF</th>
<th>Std-EKF</th>
<th>OC-EKF1</th>
<th>OC-EKF2</th>
<th>OC-EKF3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Robot Position RMSE (m)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot 1:</td>
<td>0.9378</td>
<td>2.5069</td>
<td>1.0331</td>
<td>1.0432</td>
<td>0.9388</td>
</tr>
<tr>
<td>Robot 2:</td>
<td>0.8807</td>
<td>2.2965</td>
<td>0.9575</td>
<td>0.9667</td>
<td>0.8861</td>
</tr>
<tr>
<td>Robot 3:</td>
<td>0.9533</td>
<td>2.4369</td>
<td>1.0286</td>
<td>1.0378</td>
<td>0.9594</td>
</tr>
<tr>
<td>Robot 4:</td>
<td>0.8950</td>
<td>2.3567</td>
<td>0.9728</td>
<td>0.9824</td>
<td>0.9013</td>
</tr>
<tr>
<td><strong>Robot Heading RMSE (rad)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot 1:</td>
<td>0.1356</td>
<td>0.3751</td>
<td>0.1495</td>
<td>0.1511</td>
<td>0.1358</td>
</tr>
<tr>
<td>Robot 2:</td>
<td>0.1358</td>
<td>0.3751</td>
<td>0.1498</td>
<td>0.1514</td>
<td>0.1362</td>
</tr>
<tr>
<td>Robot 3:</td>
<td>0.1357</td>
<td>0.3744</td>
<td>0.1493</td>
<td>0.1509</td>
<td>0.1356</td>
</tr>
<tr>
<td>Robot 4:</td>
<td>0.1355</td>
<td>0.3742</td>
<td>0.1490</td>
<td>0.1506</td>
<td>0.1362</td>
</tr>
<tr>
<td><strong>Robot Pose NEES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot 1:</td>
<td>3.7566</td>
<td>52.4160</td>
<td>4.1204</td>
<td>4.1440</td>
<td>3.9173</td>
</tr>
<tr>
<td>Robot 2:</td>
<td>3.7004</td>
<td>48.3953</td>
<td>4.0329</td>
<td>4.0559</td>
<td>3.8379</td>
</tr>
<tr>
<td>Robot 3:</td>
<td>3.7691</td>
<td>49.6612</td>
<td>4.0607</td>
<td>4.0759</td>
<td>3.9933</td>
</tr>
<tr>
<td>Robot 4:</td>
<td>3.7878</td>
<td>55.5077</td>
<td>4.2080</td>
<td>4.2341</td>
<td>3.9783</td>
</tr>
</tbody>
</table>

access to absolute orientation information and thus the orientation covariance should continuously grow (as is the case for the ideal EKF and the OC-EKFs). The results of Fig. 3.1 clearly demonstrate that the incorrect observability properties of the standard EKF cause an unjustified reduction of the orientation uncertainty.

Figs. 3.2 and 3.3 show the average NEES and RMSE, respectively, for all four robots. These plots show the average errors over all Monte-Carlo runs, plotted over time, while Table 3.1 presents the average error values over all time steps. As evident, the performance of both the OC-EKFs is almost identical to that of the ideal EKF, and substantially better than the standard EKF, both in terms of RMSE and NEES. This occurs even though the Jacobians used in the OC-EKFs are less accurate than those used in the standard EKF, as explained in the preceding section. This fact indicates that the errors introduced by the use of inaccurate Jacobians have a less detrimental effect on consistency than the use of an error-state system model with
observable subspace of dimension higher than that of the actual CL system.

3.7 Experimental results

In what follows, we describe one real-world experiment performed to further validate the OC-EKF algorithms. During the test, a team of four Pioneer I robots move in a rectangular area of 2.5 m × 4.5 m, within which the positions of the robots are being tracked by an overhead camera. For this purpose, rectangular targets are mounted on top of the robots and the vision system is calibrated in order to provide ground-truth measurements of the robots’ poses in a global coordinate frame. The standard deviation of the noise in these measurements is approximately 0.5 deg for orientation and 0.01 m, along each axis, for position. The robots were commanded to move at a constant velocity of \( v = 0.1 \) m/sec while avoiding collision with the boundaries of the arena as well as with their teammates. Fig. 3.4(a) shows the experimental setup. The trajectories of the four robots are shown in Fig. 3.4(b), where only partial trajectories are plotted in order to keep the figure clear.

Although four identical robots were used, calibration of their odometric sensors showed that the accuracy of the wheel-encoders’ measurements is not identical for all robots. Specifically, the measurement errors are well-modeled as Gaussian zero-mean white noise processes.
Figure 3.5: CL experimental results for the NEES of the robot poses. In these plots, the solid lines with circles correspond to the standard EKF, the dash-dotted lines to the OC-EKF1, the dashed lines to the OC-EKF2, and the solid lines to the OC-EKF3. Note that the NEES of the two OC-EKFs are almost identical, which makes the corresponding lines difficult to distinguish.

and the standard deviation of the velocity measurements ranges from $\sigma_{v_{\text{min}}} = 3.8\%v$ for the most accurate odometer to $\sigma_{v_{\text{max}}} = 6.9\%v$ for the robot with the highest noise levels. Similarly, the standard deviations of the rotational velocity measurements have values between $\sigma_{\omega_{\text{min}}} = 0.0078 \text{ rad/sec}$ and $\sigma_{\omega_{\text{max}}} = 0.02 \text{ rad/sec}$ for the four robots. We observe that as a result of the variability of sensor characteristics, attributed to manufacturing imperfections, the experiment involves a heterogeneous robot team, despite all robots being the same model, equipped with the same sensors. This gives us the opportunity to test the performance of the
Figure 3.6: CL experimental results for the estimation errors of the robot poses. In these plots, the solid lines with circles correspond to the standard EKF, the dash-dotted lines to the OC-EKF1, the dashed lines to the OC-EKF2, and the solid lines to the OC-EKF3. Note that the estimation errors of the OC-EKFs are almost identical, which makes the corresponding lines difficult to distinguish.

OC-EKF algorithms in a realistic scenario. We stress that the derivations of the OC-EKFs in Section 3.5 require neither the homogeneity of robot teams, nor a complete RMG at every time step. Besides the previous simulations in which a homogeneous robot team was used, this experiment demonstrates the superior performance of the OC-EKFs versus the standard EKF also for heterogeneous robot teams.

Relative distance-and-bearing measurements are produced synthetically using the differences in the positions of the robots, as these are recorded by the overhead camera, with the
### Table 3.2: CL experimental results for robot pose estimation performance

<table>
<thead>
<tr>
<th></th>
<th>Std-EKF</th>
<th>OC-EKF1</th>
<th>OC-EKF2</th>
<th>OC-EKF3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Robot Position RMSE (m)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot 1:</td>
<td>0.2132</td>
<td>0.1070</td>
<td>0.1066</td>
<td>0.1121</td>
</tr>
<tr>
<td>Robot 2:</td>
<td>0.2127</td>
<td>0.1083</td>
<td>0.1080</td>
<td>0.1060</td>
</tr>
<tr>
<td>Robot 3:</td>
<td>0.2104</td>
<td>0.1076</td>
<td>0.1073</td>
<td>0.1105</td>
</tr>
<tr>
<td>Robot 4:</td>
<td>0.2699</td>
<td>0.1317</td>
<td>0.1313</td>
<td>0.1301</td>
</tr>
<tr>
<td><strong>Robot Heading RMSE (rad)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot 1:</td>
<td>0.1721</td>
<td>0.0785</td>
<td>0.0782</td>
<td>0.0800</td>
</tr>
<tr>
<td>Robot 2:</td>
<td>0.1694</td>
<td>0.0760</td>
<td>0.0757</td>
<td>0.0776</td>
</tr>
<tr>
<td>Robot 3:</td>
<td>0.1732</td>
<td>0.0794</td>
<td>0.0791</td>
<td>0.0808</td>
</tr>
<tr>
<td>Robot 4:</td>
<td>0.1749</td>
<td>0.0810</td>
<td>0.0807</td>
<td>0.0827</td>
</tr>
<tr>
<td><strong>Robot Pose NEES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robot 1:</td>
<td>24.2458</td>
<td>4.4080</td>
<td>4.4289</td>
<td>5.0305</td>
</tr>
<tr>
<td>Robot 3:</td>
<td>25.3439</td>
<td>4.6060</td>
<td>4.6270</td>
<td>5.2248</td>
</tr>
<tr>
<td>Robot 4:</td>
<td>27.6313</td>
<td>4.9182</td>
<td>4.9501</td>
<td>5.7714</td>
</tr>
</tbody>
</table>

The addition of noise. For the experimental results shown in this section, the distance and bearing measurements are corrupted by zero-mean white Gaussian noise processes, with standard deviation $\sigma_d = 0.05$ m and $\sigma_\theta = 2$ deg, respectively.

Four filters were implemented: (1) the standard EKF, (2) the OC-EKF1, (3) the OC-EKF2, and (4) the OC-EKF3. Comparative results for the three filters are presented in Figs. 3.5 and 3.6, while Table 3.2 shows the averaged NEES and RMSE of the robot pose, respectively. From the experimental results it becomes clear that the three OC-EKFs outperform the standard EKF, in terms of both accuracy and consistency, while both perform almost identically. This agrees with the simulation results presented in the preceding section. Both the real-world and simulation results thus support our conjecture that the mismatch in the dimension of the unobservable subspace between the linearized CL system and the underlying nonlinear system is a fundamental cause of filter inconsistency.
3.8 Summary

In this chapter, we have studied in depth the consistency issue of EKF-CL from an observability perspective. By comparing the observability properties of the linearized error-state model employed in the EKF with those of the underlying nonlinear CL system, we proved that the observable subspace of the standard EKF system model is always of higher dimension than that of the actual CL system. As a result, the estimated covariance of the EKF undergoes reduction in directions of the state space where no information is available, thus leading to inconsistency. Moreover, based on the analysis, we proposed three new OC-EKF algorithms, which significantly improve the consistency of EKF-CL. The design methodology followed is based on appropriately computing the EKF Jacobians to ensure that the observable subspace of the linearized error-state system model is of the same dimensions as that of the underlying nonlinear system. Extensive simulation tests and real-world experiments have verified that the proposed OC-EKFs perform better, in terms of both accuracy and consistency, than the standard EKF.
Chapter 4

Quadratic-Complexity
Observability-Constrained UKF for SLAM

In this chapter, we adapt the observability-based methodology presented in the previous chapters to the UKF, and develop an Observability-Constrained (OC)-UKF to improve the UKF consistency. Moreover, we introduce a new sampling scheme to reduce the UKF computational complexity, which samples only a small (constant-size) subset of the states involved in the process and measurement models at each time step. As a result, when applied to the SLAM problem, the proposed UKF with the new sampling strategy attains quadratic complexity. Parts of this chapter have been published in [68, 71].

4.1 Introduction

For autonomous vehicles exploring unknown environments, the ability to perform simultaneous localization and mapping (SLAM) is essential. Among the algorithms developed thus far to solve the SLAM problem, the EKF remains a popular choice and has been used in many applications [92, 125, 169], primarily due to its relative low computational complexity and ease of implementation. However, EKF-based SLAM is vulnerable to linearization errors, which
can cause poor performance or even divergence, and its state estimates are typically \textit{inconsistent} \cite{12, 66, 70, 72, 78, 79, 85}. As defined in \cite{14}, a state estimator is \textit{consistent} if the estimation errors are zero-mean, and have covariance smaller or equal to the one calculated by the estimator. Consistency is one of the primary criteria for evaluating the performance of any estimator; if an estimator is inconsistent, then the accuracy of the computed state estimates is unknown, which in turn makes the estimator unreliable. In order to reduce the estimation errors due to linearization, the UKF \cite{84} was introduced. The UKF has been shown to generally perform better than the EKF in nonlinear estimation problems, and one would expect similar gains in the case of SLAM.

However, one of the main limitations of the standard (i.e., original) UKF algorithm \cite{84} is its computational complexity, which is \textit{cubic} in the size of the state vector. In the case of SLAM, where hundreds of landmarks are typically included in the state vector, this increased computational burden can preclude real-time operation. Moreover, when applied to SLAM, the performance gains of the UKF over the EKF are generally not overwhelming (see \cite{62, 63, 110}). Most importantly, empirical evidence suggests \cite{62, 63, 71, 110} that the UKF also results in inconsistent estimates in SLAM, even though its performance is better than the EKF in this respect.

Our objective in this chapter is to address the aforementioned limitations of UKF-based SLAM. In particular, the main contributions of this work are the following:

\begin{itemize}
  \item We introduce a new sampling strategy for UKF-based SLAM that has \textit{constant} computational cost, regardless of the number of landmarks included in the state vector. This sampling scheme is provably optimal, in the sense that it minimizes the expected squared error between the nonlinear function and its linear approximation employed by the UKF. Using this strategy, the computational cost of UKF-based SLAM becomes \textit{linear} during propagation and \textit{quadratic} during update, which is of the same order as that of EKF-based SLAM. We stress that this new UKF sampling strategy is applicable to a large class of nonlinear estimation problems (not only the SLAM problem) where the measurements at each time step are of dimension lower than the state.
  \item We analytically examine the consistency of UKF-based SLAM, by studying the observability properties of the statistically-linearized (i.e., linear-regression-based) system
model employed by the UKF. This analysis identifies a mismatch between the observability properties of this model and those of the underlying nonlinear system, which is a fundamental cause of inconsistency. Based on this theoretical analysis, we propose a novel UKF-based SLAM algorithm, termed Observability-Constrained (OC)-UKF SLAM. By imposing the appropriate observability constraints on the linear regression carried out by the UKF, the proposed OC-UKF ensures that its system model has observability properties similar to those of the underlying nonlinear SLAM system. As a result, the OC-UKF outperforms the standard UKF as well as other state-of-the-art algorithms, in terms of accuracy and consistency, as validated by both simulation and experimental tests.

4.2 Related work

The SLAM problem has received considerable attention over the past two decades. Since [144] first introduced a stochastic-mapping solution to this problem, rapid and exciting progress has been made, resulting in many competing solutions, including both filtering and smoothing approaches. In particular, filtering methods such as the EKF and the UKF recursively estimate a state vector consisting of the current robot pose and the observed landmarks [11, 43, 155, 157]. Due to the fact that any (implicit or explicit) linearization-based filter marginalizes out the previous robot poses, it cannot relinearize the nonlinear system and measurement models at the past states, which may result in large linearization errors and thus degrade the filter’s performance.

To better deal with nonlinearity, batch iterative optimization methods can be applied to the SLAM problem [36, 53–55, 95, 100, 150]. These methods, following the paradigm of bundle-adjustment (BA) algorithms originally developed in photogrammetry and computer vision [20–22, 52, 59, 153, 163], iteratively minimize a cost function involving the residuals of all the measurements, with respect to the entire robot trajectory and all landmarks (i.e., with no marginalization). These BA-based approaches exploit the sparsity of the measurement graph so as to speed up computation. However, for large-scale SLAM problems, a batch solution may be too computationally expensive to obtain in real time [87].

In order to reduce the computational complexity of BA, different approximate methods have been developed that either use a subset of the data to optimize over only few variables, or solve the BA problem only intermittently. Specifically, sliding-window filters (e.g., [67, 142]), compute a solution for a constant-size, sliding window of states (robot poses and landmark positions)
using only the measurements corresponding to that time interval. Similarly, keyframe-based approaches (e.g., [93, 94, 96]), perform batch optimization over only a subset of views/keyframes. On the other hand, incremental approaches to BA such as the iSAM algorithm [88] reduce computation by employing factorization-updating methods which allow reusing the information matrix factorization available from previous time steps. Computationally demanding procedures, such as relinearization and batch factorization, are only performed intermittently. Alternatively, the iSAM2 algorithm [87] uses the Bayes tree data structure [86], which allows for fluid or just-in-time relinearization (i.e., relinearizing only when the linearization point significantly deviates from the current estimate), as well as partial variable reordering at every update (instead of only periodic batch reordering as in iSAM [88]). Nevertheless, incremental methods can also suffer from increased computational cost. For example, due to the accumulation of fill-in between periodic batch steps, iSAM’s efficiency degrades with frequent loop closures (e.g., if the number of constraints is more than five times the number of poses as reported in [87]); while in iSAM2, since typically many variables are affected by every fluid relinearization, the complexity of the algorithm can be negatively impacted [87].

Even though both filtering and smoothing approaches have been widely used, to this date, very little is known about which conditions favor the use of one over the other. In particular, Strasdat et al. [149, 150] recently argued that BA is, in general, better than filtering in terms of accuracy and efficiency. However, their analysis focused exclusively on the restrictive scenario of “small-scale” visual SLAM where overlapping views of the same scene are assumed over a short trajectory (less than 16 camera poses in total) and without any loop closure. Clearly, based on this limiting case study, one cannot make inferences about the relative accuracy and efficiency of filtering and smoothing algorithms in more realistic SLAM scenarios (i.e., lengthy paths with varying number of visible landmarks and loop closure events).

Although such a general study is beyond the scope of this work, in this chapter we have compared the proposed OC-UKF and the state-of-the-art iSAM algorithm [88] in various SLAM scenarios, both in simulations and in real-world datasets. In particular, as shown in Sections 4.7 and 4.8, iSAM does not necessarily perform better than the proposed OC-UKF (in terms of estimation accuracy/consistency and computational cost). Specifically, while BA methods are certainly preferable in problems involving thousands of landmarks and few loop closures, filtering-based methods are still competitive in the case of sparser environments (e.g., tens to a few hundreds of landmarks), long-term operation, and frequent loop closures. This is due to the fact
that, in the latter scenario, the computational cost of smoothing methods will continuously in-
crease with the length of the robot’s path, while the runtime of filtering algorithms will remain
bounded. It is worth noting that many applications of interest (e.g., a service robot operating
inside a home for an extended time period) fall under the second category.

Since in this work, we primarily focus on the computational complexity and consistency of
UKF-based SLAM, in what follows, we discuss in more detail the closely related work within
this category.

4.2.1 UKF computational complexity

A number of researchers have applied the standard UKF to the SLAM problem (e.g., [29, 104,
110]). However, this requires computing the square root of the state covariance matrix at each
time step, which has computational complexity cubic in the number of landmarks, and thus is
not suitable for real-time operation in larger environments. To address this problem, Holmes
et al. [62, 63] proposed the square-root UKF (SRUKF) for monocular visual SLAM, which has
computational complexity quadratic both in the propagation and in the update phases. This
approach offers a significant improvement in terms of computational complexity, at the cost
of a considerably more complicated implementation. Additionally, as shown in [62, 63], the
algorithm is an order of magnitude slower than the standard EKF, due to the need to carry out
expensive numerical computations.

Andrade-Cetto et al. [6] presented a “hybrid” EKF/UKF algorithm, where the EKF is em-
ployed in the update phase, while the UKF is used during propagation for computing only the
robot pose estimate and its covariance. The cross-correlation terms during propagation are
handled in a fashion identical to the EKF. Even though this algorithm achieves computational
complexity linear during propagation and quadratic during updates, the positive definiteness of
the state covariance matrix cannot be guaranteed during propagation. Moreover, the use of the
EKF for updates makes the approach vulnerable to large linearization errors.

In contrast to the aforementioned approaches, the proposed algorithm described in Sec-
tion 4.4 employs the unscented transformation both in the propagation and update phases, is
simple to implement, and attains computational complexity linear during propagation, and
quadratic during update.
4.2.2 UKF consistency

The consistency of UKF-based SLAM has received limited attention in the literature. In [62, 63, 110], the consistency of the UKF was empirically examined, but, to the best of our knowledge, no theoretical analysis exists to date. On the other hand, the consistency of EKF-based SLAM has been studied in a number of publications [12, 66, 70, 72, 78, 79, 85]. In particular, in our recent work [66, 70, 72] (also see Chapter 2), we have presented an analytical study of this issue from the perspective of the observability properties of the EKF linearized system model.

In this chapter, we extend this analysis to the case of UKF-based SLAM. We analytically show that the implicit (statistical) linearization performed by the UKF results in a system model with “incorrect” observability properties, which is a fundamental cause of inconsistency. Moreover, we introduce the OC-UKF, which attains better performance than the standard UKF, by ensuring that the observability requirements on the filter’s system model are satisfied. It is important to point out that, as compared to our previously-developed OC-EKF [72], the OC-UKF proposed in this chapter introduces a new paradigm for computing filter Jacobians. Specifically, the OC-EKF employs a derivative-based approach to find the filter Jacobians, and subsequently optimizes the selection of linearization points. In contrast, the OC-UKF uses statistical linearization and directly calculates the optimal (inferred) Jacobians by solving an observability-constrained optimization (linear-regression) problem.

4.3 LRKF and UKF

In this section, we present the UKF in the context of the LRKF. As shown in [106], the UKF is closely related to the LRKF (with its sample points chosen deterministically, instead of randomly in the LRKF) and it can be viewed as performing an implicit statistical linearization of the nonlinear propagation and update models. In what follows, we present the details of this linearization mechanism, which will be instrumental in the development of the quadratic-complexity UKF in Section 4.4.

4.3.1 Linear regression

The LRKF seeks to approximate a nonlinear function \( y = g(x) \) with a linear model \( y \approx Ax + b \), where \( A \) and \( b \) are the regression matrix and vector, respectively, and \( e \triangleq y - \)
\((Ax + b)\) denotes the linearization error. Once this linear approximation is computed, the LRKF proceeds by applying the regular Kalman filter equations. In particular, in computing the linear approximation of \(g(x)\), it aims to minimize the expected value of the linearization error square:

\[
\min_{A, b} \int_{-\infty}^{+\infty} [y - (Ax + b)]^T [y - (Ax + b)] p(x) \, dx
\]  

(4.1)

where \(p(x)\) is the probability density function (pdf) of the state \(x\). Due to the nonlinearity of \(y = g(x)\), it is generally intractable to compute the optimal solution of this minimization problem in closed form. To solve this problem, the LRKF instead first selects \(r + 1\) weighted sample points, \(\{X_i, w_i\}_{i=0}^{r}\), so that their sample mean and covariance are equal to the mean and covariance of \(x\):

\[
\bar{x} = \sum_{i=0}^{r} w_i X_i = \mathbb{E}(x)
\]

(4.2)

\[
\bar{P}_{xx} = \sum_{i=0}^{r} w_i (X_i - \bar{x})(X_i - \bar{x})^T = \mathbb{E}[(x - \bar{x})(x - \bar{x})^T]
\]

(4.3)

where \(\mathbb{E}(\cdot)\) denotes the expectation operator. Then, using the standard sample-based approximation \(p(x) \simeq \sum_{i=0}^{r} w_i \delta(x - X_i)\), where \(\delta(\cdot)\) is the Dirac delta function, the linear regression problem (4.1) becomes:

\[
\min_{A, b} \sum_{i=0}^{r} w_i [Y_i - (A X_i + b)]^T [Y_i - (A X_i + b)]
\]

(4.4)

where \(Y_i \triangleq g(X_i)\) are the regression points. We denote the linearization error corresponding to the sample point \(X_i\) by \(e_i \triangleq Y_i - (A X_i + b)\). Note that the above cost function is identical to the one in [106], and hence the optimal solutions for \(A\) and \(b\) are given by [106]:

\[
A = \bar{P}_{yy} \bar{P}_{xx}^{-1}, \quad b = \bar{y} - A \bar{x}
\]

(4.5)

---

1 Throughout this chapter, \(\bar{x}\) and \(\bar{P}_{xx}\) denote the sample mean and covariance of sample points \(X_i\), drawn from the pdf of the random variable \(x\). \(\bar{P}_{xy}\) denotes the sample cross-correlation between the sets of samples \(X_i\) and \(Y_i\), drawn from the pdfs of the random variables \(x\) and \(y\), respectively.
where

\[
\bar{y} = \sum_{i=0}^{r} w_i Y_i \quad (4.6)
\]

\[
\bar{P}_{yx} = \sum_{i=0}^{r} w_i (Y_i - \bar{y}) (X_i - \bar{x})^T \quad (4.7)
\]

\[
\bar{P}_{yy} = \sum_{i=0}^{r} w_i (Y_i - \bar{y}) (Y_i - \bar{y})^T \quad (4.8)
\]

In addition, using (4.5), (4.7) and (4.8), the sample covariance of the linearization errors is computed by:

\[
\bar{P}_{ee} = \sum_{i=0}^{r} w_i e_i e_i^T = \bar{P}_{yy} - A \bar{P}_{xx} A^T \quad (4.9)
\]

During recursive estimation, the LRKF employs the above statistical linearization procedure to approximate the nonlinear process and measurement models. It is important to note that, in this case, the regression matrix \(A\) serves as an inferred Jacobian matrix, analogous to the Jacobian matrices in the EKF. The details are explained next.

### 4.3.2 LRKF propagation

During propagation, the LRKF approximates the nonlinear process model by a linear function:

\[
x_{k+1} = f(x_k, o_k) \quad (4.10)
\]

\[
= \bar{\Phi}_k x_k + \bar{\Gamma}_k o_k + b_k + e_k \quad (4.11)
\]

\[
\begin{bmatrix}
\bar{\Phi}_k & \bar{\Gamma}_k
\end{bmatrix}
\begin{bmatrix}
x_k \\
o_k
\end{bmatrix}
+ b_k + e_k \quad (4.12)
\]

where \(x_\ell\) is the state vector at time-step \(\ell \in \{k, k+1\}\), \(o_k = o_{m_k} - w_k\) is the control input (e.g., odometry), \(o_{m_k}\) is the corresponding measurement, and \(w_k\) is the process noise vector, assumed to be zero-mean white Gaussian, with covariance matrix \(Q_k\). The matrices \(\bar{\Phi}_k\) and \(\bar{\Gamma}_k\) can be viewed as inferred Jacobians, in an analogy to the corresponding Jacobians in the EKF. We hereafter use the symbol “\(\bar{\cdot}\)” to denote the inferred Jacobians.

In the LRKF propagation step, \(r + 1\) sample points \(\{x_i(k|k)\}_{i=0}^{r}\) are selected based on the augmented vector that comprises the filter state and the control input [see (4.12)]. The sample
mean and sample covariance of \( \{X_i(k|k)\}_{i=0}^r \) are thus chosen as:

\[
\bar{x}_{k|k} = \left[ \hat{x}_{k|k} \right] , \quad P_{xx_{k|k}} = \left[ \begin{array}{cc} P_{k|k} & 0 \\ 0 & Q_k \end{array} \right] \tag{4.13}
\]

Subsequently, the LRKF produces the regression points, \( \{Y_i(k + 1|k) = f(X_i(k|k))\}_{i=0}^r \), by passing the sample points through the nonlinear process function (4.10). The sample mean, \( \bar{y}_{k+1|k} \), and sample covariance, \( \bar{P}_{yy_{k+1|k}} \), of the regression points \( Y_i \) are used as the mean, \( \hat{x}_{k+1|k} \), and covariance, \( P_{k+1|k} \), of the propagated state estimates, respectively, i.e.,

\[
\hat{x}_{k+1|k} = \bar{y}_{k+1|k} \quad \text{and} \quad P_{k+1|k} = \bar{P}_{yy_{k+1|k}} \tag{4.14}
\]

Moreover, the inferred Jacobian matrices, \( \tilde{\Phi}_k \) and \( \tilde{G}_k \), which will be needed later on, are given by [see (4.5) and (4.12)]:

\[
A = \begin{bmatrix} \tilde{\Phi}_k & \tilde{G}_k \end{bmatrix} = \bar{P}_{yx_{k|k}} \bar{P}_{xx_{k|k}}^{-1} \tag{4.15}
\]

where \( \bar{P}_{yx_{k|k}} \) is computed as in (4.7). Substituting (4.5) in (4.11) and using (4.13), (4.14) and (4.15), we have:

\[
x_{k+1} = \hat{\Phi}_k x_k + \hat{G}_k o_k + \bar{y}_{k+1|k} - A \hat{x}_{k|k} + e_k = \hat{x}_{k+1|k} - \left[ \begin{bmatrix} \hat{\Phi}_k & \hat{G}_k \end{bmatrix} \right] \left[ \begin{bmatrix} \hat{x}_{k|k} \\ o_{m_k} \end{bmatrix} \right] + e_k
\]

\[
\Rightarrow \hat{x}_{k+1|k} = \hat{\Phi}_k x_k + \hat{G}_k w_k + e_k \tag{4.16}
\]

This last equation describes the linearized (based on regression) error-state propagation model used by the LRKF.

### 4.3.3 LRKF update

During update, the LRKF employs statistical linearization to approximate the nonlinear measurement function:

\[
z_{k+1} = h(x_{k+1}) + v_{k+1} = \tilde{H}_{k+1} x_{k+1} + b'_k + e'_{k+1} + v_{k+1} \tag{4.17}
\]
where $z_{k+1}$ is the measurement and $v_{k+1}$ is the zero-mean white Gaussian measurement noise, with covariance matrix $R_{k+1}$. A set of $r + 1$ sample points, $\{\mathcal{X}_i(k+1|k)\}_{i=0}^r$, are selected, whose sample mean and sample covariance are equal to $\hat{x}_{k+1|k}$ and $P_{k+1|k}$, respectively, i.e.,

$$\bar{x}_{k+1|k} = \hat{x}_{k+1|k} , \quad \bar{P}_{xx_{k+1|k}} = P_{k+1|k}$$

(4.19)

We pass these sample points through the nonlinear measurement function in (4.17), to obtain the regression points, $\{Z_i(k+1|k) = h(\mathcal{X}_i(k+1|k))\}_{i=0}^r$. The regression matrix (i.e., inferred measurement Jacobian) $\tilde{H}_{k+1}$ is computed by [see (4.5)]:

$$\tilde{H}_{k+1} = \bar{P}_{zx_{k+1|k}} \bar{P}_{xx_{k+1|k}}^{-1}$$

(4.20)

where $\bar{P}_{zx_{k+1|k}}$ is computed as in (4.7). Subsequently, the state and covariance are updated using the EKF update equations:

$$S_{k+1} = \bar{P}_{zz_{k+1|k}} + R_{k+1}$$

(4.21)

$$K_{k+1} = P_{k+1|k} \tilde{H}_{k+1}^T S_{k+1}^{-1}$$

(4.22)

$$\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1}(z_{k+1} - \bar{z}_{k+1|k})$$

(4.23)

$$P_{k+1|k+1} = P_{k+1|k} - K_{k+1} S_{k+1} K_{k+1}^T$$

(4.24)

where $\bar{z}_{k+1|k}$ and $\bar{P}_{zz_{k+1|k}}$ are computed from (4.6) and (4.8), respectively.

### 4.3.4 UKF sampling

In contrast to the LRKF [106], where the sample points are drawn randomly, in the UKF, $r + 1 = 2n + 1$ so-called sigma points $\mathcal{X}_i$ are deterministically chosen along with their weights $w_i$, $i = 1, \ldots, n$, according to the following equations [84]:

$$\mathcal{X}_0(\ell|k) = \bar{x}_{\ell|k} , \quad w_0 = \frac{2\kappa}{2(n + \kappa)}$$

(4.25)

$$\mathcal{X}_i(\ell|k) = \bar{x}_{\ell|k} + \sqrt{(n + \kappa)\bar{P}_{xx_{\ell|k}}^i} , \quad w_i = \frac{1}{2(n + \kappa)}$$

$$\mathcal{X}_{i+n}(\ell|k) = \bar{x}_{\ell|k} - \sqrt{(n + \kappa)\bar{P}_{xx_{\ell|k}}^i} , \quad w_{i+n} = \frac{1}{2(n + \kappa)}$$

where $n$ is the dimension of $\bar{x}_{\ell|k}$ [see (4.13) and (4.19)], $\sqrt{(n + \kappa)\bar{P}_{xx_{\ell|k}}^i}$ is the $i$-th column of the matrix $\sqrt{(n + \kappa)\bar{P}_{xx_{\ell|k}}}$, $\ell \in \{k, k+1\}$, and $\kappa$ is a design parameter in the selection of the sigma points, usually chosen so that $n + \kappa = 3$. This set of sigma points captures the moments of the underlying distribution up to the third-order for the Gaussian case [84].
4.4 Quadratic-Complexity UKF SLAM

In this section, we show how the computational cost of the UKF, when applied to the SLAM problem, can be reduced. In particular, in this chapter we focus on 2D SLAM, in which the state vector consists of the robot pose (position and orientation) and the positions of \( M \) landmarks:

\[
x_k = \begin{bmatrix} T \\ R_k \\ p_L \end{bmatrix}^T \quad (4.26)
\]

\[
= \begin{bmatrix} x_k^T \\ R_k \\ p_{L_1}^T \\ \cdots \\ p_{L_M}^T \end{bmatrix}^T \quad (4.27)
\]

where \( x_k^R_k \triangleq \begin{bmatrix} p_{R_k}^T \\ \phi_{R_k} \end{bmatrix}^T \) denotes the robot pose (position and orientation), and \( p_{L_i} \) \((i = 1 \ldots M)\) is the position of the \( i \)-th landmark.

In the UKF algorithm presented in the preceding section, the main bottleneck is the computation of the square root of the covariance matrix [see (4.25)], which has complexity \( O(M^3) \). Clearly, in a scenario where a large number of landmarks are included in the state vector, carrying out this operation during each propagation and update would incur an unacceptable computational burden. To address this problem, we here propose a new sampling scheme for the UKF, which has computational cost \( O(1) \), and hence reduces the complexity of the propagation and update steps to linear and quadratic, respectively. The derivation of this sampling scheme is based on the observation that, during SLAM, only a small subset of the state vector appears in the nonlinear propagation and measurement models. In particular, during propagation only the robot state changes, while at each update, every measurement involves only the robot pose and one observed landmark.\(^{2}\)

To take advantage of this important property, we employ the following lemma:

**Lemma 4.4.1.** Consider a nonlinear function \( y = g(x) = g(x_1) \), where only the state entries \( x_1 \) of the vector \( x \) partitioned as \( x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \) appear in \( g(x) \). Moreover, consider the regression matrix \( A \) of the linear regression problem (4.4) accordingly partitioned as \( A = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix} \), i.e.,

\[
y = Ax + b + e = A_1 x_1 + A_2 x_2 + b + e \quad (4.28)
\]

\(^{2}\) When more than one landmarks are detected concurrently, their measurements can be processed sequentially, given that the measurement noise in different observations is independent.
Then, the optimal solution to (4.4) is:

\[ A_1 = \hat{P}_{yx_1} P_{x_1x_1}^{-1}, \quad A_2 = 0, \quad b = \hat{y} - A_1 \hat{x}_1 \]  

(4.29)

Proof. See Appendix C.1.

This lemma shows that, in order to minimize the expected squared error of the statistical linearization (4.4), it suffices to draw sample points from the pdf of \( x_1 \). As mentioned before, in SLAM the number of states participating in the nonlinear process and measurement models is constant. Thus, we can reduce the cost of UKF sampling to \( O(1) \) by applying the unscented transformation only to the pertinent state entries, instead of sampling over the whole state. Compared to the EKF-SLAM, the proposed UKF-SLAM only incurs a small computational overhead (for computing the square roots of constant-size matrices), and has computational complexity of the same order. In the following, we present in detail this new sampling strategy used in the UKF-SLAM. We stress again that apart from the particular problem of SLAM treated in this chapter, this new UKF sampling scheme is applicable to any problem where the measurements are of lower dimension than the state.

### 4.4.1 Propagation

During propagation, only the robot pose and the control input (odometry) participate in the process model [see (4.10)]. Therefore, we are able to reduce the computational complexity by applying the unscented transformation only to the part of the state comprising the robot pose and the control input, instead of the full state vector. The resulting Jacobians are then used for efficiently propagating the covariance matrix corresponding to the entire state.

We start by drawing the sigma points \( X_i(k|k) \) based on the vector with the following mean and covariance [see (4.13)]:

\[
\begin{align*}
\bar{x}_{k|k} &= [\hat{x}_{Rk|k} \ \ o_{mk}] \ , \\
\bar{P}_{xx_{k|k}} &= \begin{bmatrix} P_{RRk|k} & 0 \\ 0 & Q_{k} \end{bmatrix}
\end{align*}
\]

(4.30)

where \( P_{RRk|k} \) is the covariance matrix corresponding to the robot pose, obtained by partitioning the state covariance matrix as follows [see (4.26)]:

\[
P_{k|k} = \begin{bmatrix} P_{RRk|k} & P_{RLk|k} \\ P_{RLk|k}^T & P_{LLk|k} \end{bmatrix}
\]

(4.31)
Note that the vector \( \bar{x}_{k|k} \) in (4.30) is of dimension \( n = 5 \) (assuming that the odometry measurement \( o_{mk} \) is two-dimensional), and thus the computational cost of computing the sigma points is very low.

Subsequently, we transform the sigma points, \( \{ \mathcal{X}_i (k|k) \}_{i=0}^{10} \), using the process model (4.10), to obtain the regression points of the propagated robot pose, \( \{ \mathcal{Y}_i (k+1|k) = f(\mathcal{X}_i (k|k)) \}_{i=0}^{10} \). This enables us to compute the mean, \( \hat{x}_{R_{k+1|k}} = \bar{y}_{k+1|k} \), and covariance, \( P_{R_{R_{k+1|k}}} = \bar{P}_{yy_{k+1|k}} \), of the propagated robot pose, in the same way as in the standard LRKF/UKF [see (4.14)]. Moreover, we can evaluate the inferred robot state and odometry Jacobians as [see (4.29) and (4.15)]:

\[
A_1 = P_{yx_{k|k}} P_{xx_{k|k}}^{-1} = \begin{bmatrix} \bar{\Phi}_R & \bar{G}_R \end{bmatrix} \tag{4.32}
\]

while \( A_2 = 0 \).

Next, using (4.16), we compute the propagated cross-correlation between the robot and the landmarks as follows:

\[
P_{RL_{k+1|k}} = \mathbb{E} \left[ \bar{x}_{R_{k+1|k}} \bar{P}_{L_{k|k}}^T \right] = \mathbb{E} \left[ \left( \bar{\Phi}_R \bar{x}_{R_{k|k}} + \bar{G}_R w_k + e_k \right) \bar{p}_{L_{k|k}}^T \right] = \bar{\Phi}_R P_{RL_{k|k}} \tag{4.33}
\]

Thus, the propagated state covariance matrix is given by:

\[
P_{k+1|k} = \begin{bmatrix} \bar{P}_{yy_{k+1|k}} & \bar{\Phi}_R P_{RL_{k|k}} \\ P_{RL_{k|k}}^T & P_{LL_{k|k}} \end{bmatrix} \tag{4.34}
\]

which is evaluated with cost only linear in the size of the state vector, similarly to the EKF.

The matrix \( \bar{\Phi}_R \) derived in (4.32) is the inferred propagation Jacobian for the robot state. To compute the inferred Jacobian matrix for the entire SLAM state vector, which will be useful for our ensuing analysis, we use (4.9), (4.30) and (4.32) to write

\[
\bar{P}_{yy_{k+1|k}} = A_1 \bar{P}_{xx_{k|k}} A_1^T + \bar{P}_{ee_k} = \bar{\Phi}_R P_{RR_{k|k}} \bar{\Phi}_R^T + \bar{G}_R Q_k \bar{G}_R^T + \bar{P}_{ee_k} \tag{4.35}
\]

and therefore, (4.34) can equivalently be written as:

\[
P_{k+1|k} = \bar{\Phi}_k P_{k|k} \bar{\Phi}_k^T + Q_k^* \tag{4.36}
\]
where

\[
Q_k^* = \begin{bmatrix}
G_{R_k} Q_k G_{R_k}^T + \bar{P}_{e_0} & 0 \\
0 & 0
\end{bmatrix}
\]  \hspace{1cm} (4.37)

\[
\Phi_k = \begin{bmatrix}
\bar{\Phi}_{R_k} & 0 \\
0 & I_{2M}
\end{bmatrix}
\]  \hspace{1cm} (4.38)

In the above expression, \( \Phi_k \) is the inferred propagation Jacobian matrix for the SLAM state vector comprising the robot pose and the landmark positions.

### 4.4.2 Update

Any measurement used for updating involves only the robot pose and the position of the observed landmark. Therefore, we can apply the unscented transformation only to this subset of states so as to reduce the computational cost. In particular, assume that the \( j \)-th landmark, \( L_j \), is observed at time-step \( k + 1 \). Then, the set of sigma points \( \{X_{i}(k + 1|k)\}_{i=0}^{10} \) are drawn from a distribution with the following mean and covariance:

\[
\bar{x}_{k+1|k} = \begin{bmatrix}
\hat{x}_{R,k+1|k} \\
\hat{x}_{L_j,k+1|k}
\end{bmatrix}, \quad \bar{P}_{xx,k+1|k} = \begin{bmatrix}
P_{RR,k+1|k} & P_{RL,j,k+1|k} \\
P_{L_j R,k+1|k} & P_{L_j L,j,k+1|k}
\end{bmatrix}
\]  \hspace{1cm} (4.39)

where \( P_{RR,k+1|k} \) and \( P_{L_j L,j,k+1|k} \) are the covariance matrices of the robot and the landmark, respectively, while \( P_{RL,j,k+1|k} = P_{L_j R,k+1|k}^T \) is the corresponding cross-correlation matrix, obtained from the following partitioning of the state covariance matrix:

\[
P_{k+1|k} = \begin{bmatrix}
P_{RR,k+1|k} & \cdots & P_{RL,j,k+1|k} & \cdots & P_{RL,M,k+1|k} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
P_{L_j R,k+1|k} & \cdots & P_{L_j L,j,k+1|k} & \cdots & P_{L_j L,M,k+1|k} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
P_{L_M R,k+1|k} & \cdots & P_{L_M L,j,k+1|k} & \cdots & P_{L_M L,M,k+1|k}
\end{bmatrix}
\]

Note that the matrix used for generating the sigma points has constant size [see (4.39)], regardless of the number of landmarks in the state vector.

Once the set of sigma points are generated, the linear regression of the LRKF update (see Section 4.3.3) is applied to obtain the inferred measurement Jacobian for the pertinent
states [see (4.20) and (4.29)]:

$$A_1 = P_{x|x_{k+1}|k} P_{x|x_{k+1}|k}^{-1} = \begin{bmatrix} \tilde{H}_{R_{k+1}} & \tilde{H}_{L_{j,k+1}} \end{bmatrix}$$  \hspace{1cm} (4.40)$$

where the submatrix $\tilde{H}_{R_{k+1}}$ corresponds to the robot pose, while $\tilde{H}_{L_{j,k+1}}$ corresponds to the $j$-th landmark. To construct the inferred measurement Jacobian for the entire state vector, we note that according to the new sampling scheme the unscented transformation is not applied to the landmarks that are not currently observed (their regression matrices are zero according to Lemma 4.4.1). Therefore, the inferred measurement Jacobian for the entire SLAM state vector is:

$$\tilde{H}_{k+1} = \begin{bmatrix} \tilde{H}_{R_{k+1}} & 0 & \cdots & 0 & \tilde{H}_{L_{j,k+1}} & 0 & \cdots & 0 \end{bmatrix}$$  \hspace{1cm} (4.41)$$

Once this matrix is available, (4.21)-(4.24) are applied to update the state estimate and covariance in the UKF. It is important to point out that the computational cost of the proposed UKF update equations is dominated by the covariance update (4.24), and hence is quadratic in the number of landmarks, similarly to the EKF.

4.4.3 Landmark initialization

Suppose that the $j$-th landmark, $L_j$, is first observed at time-step $k_0$. The corresponding measurement is given by:

$$z_{k_0} = h(x_{R_{k_0}}, p_{L_j}) + v_{k_0} = z_{k_0}^* + v_{k_0}$$  \hspace{1cm} (4.42)$$

By solving $z_{k_0}^* = h(x_{R_{k_0}}, p_{L_j})$ for $p_{L_j}$, we can express the landmark position as a (generally nonlinear) function of the robot pose and the noiseless measurement:

$$p_{L_j} = g(x_{R_{k_0}}, z_{k_0}^*)$$  \hspace{1cm} (4.43)$$

---

3 To preserve the clarity of presentation, we consider the case where a single measurement suffices to initialize the landmark. This includes the distance-bearing measurement model, commonly used in practice. However, this is not a necessary assumption and our analysis can be extended to the case where multiple measurements at different time steps are needed to initialize the new landmark (e.g., bearing-only or distance-only measurements).
In order to carry out the landmark initialization in the LRKF/UKF framework, we approximate this nonlinear initialization function by a linear function:

\[
p_{Lj} = A_x x_{Rko} + A_z z_{k0}^* + b''_{k0} + e''_{k0}
\]

which becomes:

\[
= \begin{bmatrix} A_x & A_z \end{bmatrix} \begin{bmatrix} x_{Rko} \\ z_{k0}^* \end{bmatrix} + b''_{k0} + e''_{k0}
\]

(4.44)

(4.45)

where \(A_x\) and \(A_z\) are the regression matrices corresponding to the robot pose and the measurement, respectively. These matrices are computed by statistical linearization, similarly to the cases of propagation and update.

Specifically, it becomes clear from (4.43) that only the robot pose and the measurement of the newly detected landmark are involved in the initialization process. Therefore, we can apply the result of Lemma 4.4.1 to draw the sigma points based on the vector with the following mean and covariance:

\[
\bar{x}_{ko|ko-1} = \begin{bmatrix} \hat{x}_{Rko|ko-1} \\ \bar{z}_{k0} \end{bmatrix}, \quad \bar{P}_{xx|ko-1} = \begin{bmatrix} P_{RRko|ko-1} & 0 \\ 0 & P_{zz|ko-1} \end{bmatrix}
\]

(4.46)

Suppose the measurement vector is of dimension \(m\). Then, the UKF will choose \(r+1 = 2 \times (3+m)+1\) sigma points, \(\{X_i|k_0\}_{i=0}^{r+1}\), and transform them through the nonlinear initialization model (4.43) to obtain the regression points of the new landmark position \(\{\mathcal{Y}_i|k_0-1 = g(X_i|k_0-1)\}_{i=0}^{r+1}\). The sample mean of the regression points is used to initialize the new landmark position:

\[
\hat{p}_{Lj,k_0|k_0} = \bar{y}_{k_0|k_0-1}
\]

(4.47)

In order to compute the covariance matrix of the augmented state vector comprising the robot pose, the previously initialized landmarks, and the new landmark, we first note that the regression matrix in (4.45) is [see (4.29)]:

\[
A_1 = \begin{bmatrix} A_x & A_z \end{bmatrix} = \bar{P}_{xx|ko-1}^{-1} \bar{P}_{xx|ko-1}^{-1}
\]

(4.48)

Subsequently, using (4.44), (4.46), (4.47), and (4.5), we compute the error in the posterior estimate for the position of the \(j\)-th landmark:

\[
\hat{p}_{Lj,k_0|k_0} = p_{Lj} - \hat{p}_{Lj,k_0|k_0}
\]

\[
= A_x x_{Rko} + A_z z_{k0}^* + b''_{k0} + e''_{k0} - A_x \hat{x}_{Rko|ko-1} - A_z z_{k0} - b''_{k0}
\]

\[
= A_x \hat{x}_{Rko|ko-1} + A_z v_{k0} + e''_{k0}
\]

(4.49)
Based on (4.49), the cross-correlation terms between the new landmark and the robot and the old landmarks are given by:

\[
P_{L_j R_{k_o}|k_o} = \mathbb{E} \left[ \tilde{p}_{L_j,k_0|k_o} \tilde{x}_{R_{k_o}|k_o}^T \right] = A_x P_{R R_{k_o}|k_o-1} \quad (4.50)
\]

\[
P_{L_j L'_{j',k_o}|k_o} = \mathbb{E} \left[ \tilde{p}_{L_j,k_0|k_o} \tilde{p}_{L'_{j',k_o}|k_o}^T \right] = A_x P_{R L'_{j',k_o}|k_o-1} \quad (4.51)
\]

for \( j' = 1, \ldots, M \) and \( j' \neq j \). Hence, the covariance matrix of the augmented state vector becomes:

\[
P_{k_o|k_o} = \begin{bmatrix}
P_{k_o|k_o-1} & P_{k_o|k_o-1} \times A_x^T \\
A_x & 0_{2 \times 2M}
\end{bmatrix} \times P_{L_j L'_{j',k_o}|k_o}
\]

(4.52)

where \( P_{L_j L'_{j',k_o}|k_o} = \hat{P}_{y y_{k_0|k_o-1}} \) is the sample covariance of the set of the regression points \( \{Y_i(k_0|k_o-1)\}_{i=0} \). Note that the computational complexity of the UKF landmark initialization is linear in the number of landmarks, which is of the same order as in the EKF.

For our derivations in the following sections, it will be necessary to compute the inferred measurement Jacobian matrices, \( \hat{H}_{R_{k_o}} \) and \( \hat{H}_{L_j,k_o} \), which correspond to the measurement used for initializing the landmark. For this purpose, by solving (4.44) for \( z'_{k_o} \) and then substituting in (4.42), we have:

\[
z_{k_o} = -A_z^{-1} A_x x_{R_{k_o}} + A_z^{-1} p_{L_j} - A_z^{-1} b''_{k_o} - A_z^{-1} e''_{k_o} + v_{k_o}
\]

(4.53)

We thus conclude that the inferred measurement Jacobians corresponding to this measurement are:

\[
\hat{H}_{R_{k_o}} = -A_z^{-1} A_x , \quad \hat{H}_{L_j,k_o} = A_z^{-1}
\]

(4.54)

### 4.5 SLAM observability analysis

As discussed in Section 4.3, the UKF carries out recursive state estimation based on a linear approximation (i.e., using sigma points) of the nonlinear system model. In this section, we examine the observability properties of the UKF linear-regression-based system model, since they can affect the filter’s performance. To the best of our knowledge, no such analysis has appeared in the literature prior to [71].
4.5.1 Background

Our motivation arises from our previous work [66, 70, 72], where it was shown that the observability properties of the EKF’s linearized system model greatly impact the filter’s consistency in SLAM. Specifically, we have proven in [66, 70, 72] that the system model of an ideal EKF, whose Jacobians are evaluated at the true state, has 3 unobservable degrees of freedom (d.o.f.). These correspond to the global position and orientation, and match the unobservable directions of the underlying nonlinear SLAM system [72, 105]. Moreover, it was shown that the ideal EKF exhibits excellent performance in terms of consistency. By contrast, the system model of the (standard) EKF, which uses the current state estimates for computing the Jacobians, has only 2 unobservable d.o.f., corresponding to the global position. As a result, the standard EKF becomes inconsistent since it acquires non-existent information along the direction of the global orientation. Based on this analysis, in [66, 70], we derived the First-Estimates Jacobian (FEJ)-EKF, which, by evaluating the Jacobians at the first available state estimates, achieves the desired observability properties (i.e., its system model has 3 unobservable d.o.f.). However, the first state estimates may be inaccurate and result in large linearization errors, thus degrading the filter’s performance. To improve the FEJ-EKF, in [72], we developed the Observability-Constrained (OC)-EKF which instead selects linearization points that not only ensure the linearized system model has the correct number of unobservable d.o.f., but also minimize the linearization errors. As a result, the OC-EKF attains consistency better than that of the FEJ-EKF and comparable to that of the ideal EKF.

In this work, we adopt an analogous approach where we first examine the observability properties of the UKF-SLAM system model and compare them to those of the underlying nonlinear SLAM system. Based on this analysis, we introduce an efficient algorithm for computing the appropriate inferred measurement Jacobians that preserve the dimensions of the unobservable subspace, thus improving consistency.
4.5.2 UKF-SLAM observability

To examine the observability properties of the UKF-SLAM system model, we form the observability matrix [112] for the time interval \([k_0, k_0 + k]\) as follows:

\[
M = \begin{bmatrix}
\tilde{H}_{k_0}

\tilde{H}_{k_0 + 1}\Phi_{k_0}

\vdots

\tilde{H}_{k_0 + k}\Phi_{k_0 + k - 1}\ldots\Phi_{k_0}
\end{bmatrix}
\]

(4.55)

where the inferred measurement Jacobian, \(\tilde{H}_{k_0 + \ell}, \ell \in \{0, \ldots, k\}\), and inferred state propagation Jacobian, \(\Phi_{k_0 + \ell - 1}, \ell \in \{1, \ldots, k\}\), are computed based on the UKF regression matrices [see (4.32), (4.38), (4.40), and (4.41)].

Since the UKF approximates the nonlinear SLAM model by a regression-based linearized system [see (4.12) and (4.18)], it is desirable that its observability properties match those of the underlying nonlinear system, and thus those of the ideal EKF. That is, the UKF-SLAM system model should have 3 unobservable d.o.f., or equivalently its observability matrix, \(M\), should have a nullspace of dimension 3.

However, this is generally not the case. In fact, when numerically computing the dimension of the nullspace of \(M\), we find that it is 3 only at time-step \(k_0\), when a landmark is initialized. At that time, the observability matrix comprises only the first inferred measurement Jacobian, i.e., \(M = \tilde{H}_{k_0}\), which is a \(2 \times 5\) matrix and thus generally has a nullspace of dimension 3. Later on and as more measurements become available, the dimension of the nullspace of the observability matrix decreases fast. Typically, the observability matrix \(M\) becomes full-rank after two time steps of consecutive observations.

A full-rank observability matrix indicates that the linear-regression-based system model employed by the UKF is observable, which contradicts the observability analysis of the nonlinear SLAM system [72, 105]. In practice, this implies that the UKF obtains “spurious” information, in all directions of the state space, even in directions where no information is available, such as the global position and orientation. This, in turn, leads to an unjustified reduction of the state estimates’ covariance matrix, which cannot be compensated for by the noise covariance increase that the UKF uses to account for linearization errors [see (4.36)]. As shown in the simulation and experimental results in Sections 4.7 and 4.8, the inconsistency due to the mismatch between the observability properties of the UKF linear-regression-based system model and the
nonlinear (or equivalently the ideal EKF) system model, causes a significant degradation in the filter’s performance.

### 4.6 Observability-Constrained (OC)-UKF SLAM

In this section, we introduce a novel OC-UKF algorithm that employs a linear-regression-based system model with observability properties similar to those of the underlying nonlinear SLAM system. Specifically, we construct the “inferred” Jacobians of the UKF in such a way that the resulting system model has an unobservable subspace of dimension 3.

In particular, the propagation phase of the OC-UKF is identical to that of the standard UKF. The difference arises in the update phase, where, instead of employing the unconstrained minimization of (4.4) for computing the regression matrix, we formulate a constrained minimization problem that enforces the desired observability properties. Specifically, if the first landmark was observed at time-step \( k_o \), we require that [see (4.55)]:

\[
MN = 0 \iff \begin{cases} 
\bar{H}_{k_o}N = 0, \text{ for } \ell = 0 \\
\bar{H}_{k_o+\ell}\bar{\Phi}_{k_o+\ell-1} \cdots \bar{\Phi}_{k_o}N = 0, \text{ for } \ell > 0
\end{cases}
\]  

In the above expressions, \( N \) is a \((3+2M) \times 3\) matrix, whose columns span the desired nullspace. These constraints ensure that all the block rows of the observability matrix \( M \) (4.55) have the same nullspace, which coincides with the unobservable subspace of the filter’s system model. By ensuring that its inferred system model has an unobservable subspace of dimension 3, the OC-UKF avoids the infusion of erroneous information, and is empirically shown to attain significantly improved consistency (see Sections 4.7 and 4.8).

In what follows, we show how the nullspace matrix \( N \) is determined, and based on that, we compute the inferred measurement Jacobians.

#### 4.6.1 Computing the nullspace matrix \( N \)

Consider the following partitioning of the matrix \( N \):

\[
N = \left[ N^T_R \quad N^T_{L_1} \quad \cdots \quad N^T_{L_M} \right]^T
\]  

(4.58)
where $N_R$ is a $3 \times 3$ submatrix corresponding to the robot pose, and $N_{L_i}$, $i = 1, \ldots, M$, are $2 \times 3$ submatrices corresponding to the $i$-th landmark. It is important to note that landmarks are typically observed and initialized at different time instants, and hence the number of submatrices comprising $N$ will increase over time, as new landmarks are included into the state vector.

**Initialization of the first landmark**

When the first landmark is initialized at time-step $k_0$, we choose $N$ to be a matrix whose columns span the nullspace of the $2 \times 5$ inferred Jacobian $\hat{H}_{k_0} = [\hat{H}_{R_{k_0}} \hat{H}_{L_{1,k_0}}]$ [see (4.54)], i.e.,

$$\text{null}(\hat{H}_{k_0}) = \text{span}(N) \Rightarrow \begin{bmatrix} \hat{H}_{R_{k_0}} & \hat{H}_{L_{1,k_0}} \end{bmatrix} \begin{bmatrix} N_R \\ N_{L_1} \end{bmatrix} = 0 \quad (4.59)$$

Thus, $N$ can be readily computed via the singular value decomposition (SVD) of $\hat{H}_{k_0}$ [49].

**Initialization of subsequent landmarks**

Suppose that the $j$-th landmark is detected for the first time at time-step $k_0 + k$. This implies that the state vector already contains the first $(j - 1)$ landmarks and thus $N_R$ and $N_{L_i}$ ($i = 1, \ldots, j - 1$) have been computed. The nullspace matrix $N$ now will have to be augmented by $N_{L_j}$, corresponding to the new landmark, $L_j$. To determine $N_{L_j}$, we first notice that, based on the structure of the measurement and state-propagation inferred Jacobians [see (4.41) and (4.38)], the corresponding block row of the observability matrix at this time step, denoted by $M_{k_0+k}$, can be obtained as [see (4.55)]:

$$M_{k_0+k} \triangleq \begin{bmatrix} \hat{H}_{R_{k_0+k}} & \Phi_{R_{k_0+k-1}} & \cdots & \Phi_{k_0} \\ \hat{H}_{R_{k_0+k}} & \Phi_{R_{k_0+k-1}} & \cdots & \Phi_{R_{k_0}} & 0 & \cdots & 0 & \hat{H}_{L_{j,k_0+k}} \end{bmatrix} \quad (4.60)$$

Since this is the newest landmark, it is appended at the end of the state vector. Then, we compute $N_{L_j}$ based on the requirement that each block row of the observability matrix $M$ has the same nullspace, spanned by $N$, i.e.,

$$\text{null}(M_{k_0+k}) = \text{span}(N) \Rightarrow M_{k_0+k}N = 0 \quad (4.61)$$
Substitution of (4.58) (using $M = j$) and (4.60) in (4.61) yields:

$$
\begin{align*}
\hat{H}_{R_{k_0+k}} \hat{\Phi}_{R_{k_0+k-1}} \cdots \hat{\Phi}_{R_{k_0}} N_R + \hat{H}_{L_{j,k_0+k}} N_{L_j} &= 0 \Rightarrow \\
N_{L_j} &= -\hat{H}_{L_{j,k_0+k}}^{-1} \hat{H}_{R_{k_0+k}} \hat{\Phi}_{R_{k_0+k-1}} \cdots \hat{\Phi}_{R_{k_0}} N_R 
\end{align*}
$$

(4.62)

### 4.6.2 Computing the inferred measurement Jacobians

We know from Lemma 4.4.1 that we only need to determine the regression matrix $A_1$, instead of the full regression matrix $A$, in order to compute the inferred measurement Jacobians [see (4.40) and (4.41)]. Therefore, once the nullspace matrix $N$ is available, at each update step, we formulate the following *constrained* linear-regression problem with respect to $A_1$ and $b$ [see (4.4)]:

$$
\begin{align*}
\min_{A_1, b} & \sum_{i=0}^{10} w_i [Z_i - (A_1 X_i + b)]^T [Z_i - (A_1 X_i + b)] \\
\text{s.t.} & \ A_1 \hat{\Phi}_{k_0+k-1} \cdots \hat{\Phi}_{k_0} N_j = 0 
\end{align*}
$$

(4.63)

(4.64)

where $\hat{\Phi}_{k_0+\ell} \triangleq \begin{bmatrix} \hat{\Phi}_{R_{k_0+\ell}} & 0 \\ 0 & I_2 \end{bmatrix}$, $\ell = 0, \ldots, k - 1$, denotes the reduced-size regression matrix obtained from propagation [see (4.32) and (4.38)], corresponding to the part of the state comprising only the robot pose and the observed $j$-th landmark at time-step $k_0 + \ell$; and $N_j \triangleq \begin{bmatrix} N_{T_R}^T \\ N_{L_j}^T \end{bmatrix}$ [see (4.58)] contains the corresponding block rows of $N$. The sigma points used in the minimization problem (4.63) are computed by the procedure described in Section 4.4.2. The optimal solution of $A_1$ is obtained in *closed form* using the following lemma:

**Lemma 4.6.1.** The optimal solution to the constrained minimization problem (4.63)-(4.64) is given by:

$$
A_1 = \begin{bmatrix} \hat{H}_{R_{k_0+k}} & \hat{H}_{L_{j,k_0+k}} \end{bmatrix} \\
= \hat{\Pi}_{xx_{k_0+k|k_0+k-1}} L^T \left( L \hat{\Pi}_{xx_{k_0+k|k_0+k-1}} L^T \right)^{-1} L 
$$

(4.65)

with

$$
L = \begin{bmatrix} I_m & 0_{m\times(5-m)} \end{bmatrix} (I_5 - U(U^T U)^{-1} U^T) \\
U \triangleq \hat{\Phi}_{k_0+k-1} \cdots \hat{\Phi}_{k_0} N_j
$$

(4.66)

(4.67)

where $m$ is the dimension of the measurement vector.
Proof. See Appendix C.2.

Lastly, once we construct the full inferred measurement Jacobian matrix \( \hat{H}_{k_0+k} \) in (4.41) from the regression matrix \( A_1 \) in (4.65), we update the state estimate and covariance based on (4.21)-(4.24). In summary, the main steps of the OC-UKF SLAM are outlined in Algorithm 3.

We stress that if multiple landmarks are observed concurrently, the above process for determining the inferred measurement Jacobians is repeated sequentially for each of the landmarks. Note also that the maximum dimension of all the matrices involved in (4.65)-(4.66) is 5 [see (4.39)], and thus computing the regression matrix \( A_1 \) incurs only a constant computational overhead, regardless of the number of landmarks in the state. As a result, the overall computational cost of the OC-UKF update step remains quadratic (as is the case for EKF-SLAM).

**Algorithm 3** Observability-Constrained (OC)-UKF SLAM

**Require:** Initial state estimate and covariance

1: loop
2: Propagation: When an odometry measurement is received,
3: determine sigma points by (4.25) with mean and covariance (4.30).
4: produce regression points by passing the sigma points through (4.10).
5: compute the state estimate (4.14).
6: compute the regression matrix via (4.32).
7: compute the propagated covariance via (4.34).

8: Update: When a robot-to-landmark measurement is received,
9: determine sigma points by (4.25) with mean and covariance (4.39).
10: produce regression points by passing the sigma points through the nonlinear function in (4.17).
11: compute the regression matrix via (4.65) and (4.40).
12: update the state and covariance via (4.21)-(4.24).

13: Initialization: When a new landmark is detected,
14: determine sigma points by (4.25) with mean and covariance (4.46).
15: produce regression points by passing the sigma points through (4.43).
16: compute the inferred Jacobian matrices via (4.54).
17: initialize the new landmark position (4.47) and update the state covariance (4.52).
18: if this is the first observed landmark, compute the nullspace matrix \( N \) via (4.59), else augment the nullspace matrix \( N \) with \( N_{L_j} \), corresponding to the new landmark (4.62).
19: end loop
4.7 Simulation results

A series of Monte-Carlo comparison studies were conducted under various conditions, in order to verify the preceding consistency analysis and to compare the performance of the proposed OC-UKF to that of the standard UKF/EKF and the OC-EKF [72] as well as the iSAM algorithm [88], in terms of consistency and accuracy. The metrics used to evaluate estimation performance are RMSE and NEES [14]. The former provides a measure of accuracy, while the latter is a standard criterion for evaluating estimator consistency. Specifically, it is known that the NEES of an $N$-dimensional Gaussian random variable follows a $\chi^2$ distribution with $N$ d.o.f.. Therefore, if an estimator is consistent, we expect that the average NEES for the robot pose will be close to 3 for all time steps, and the average landmark NEES will be close to 2. The larger the deviations of the NEES from these values, the worse the inconsistency of the estimator. Note that when two estimators produce comparable RMSE, the one whose NEES value is closer to the expected is also the one whose estimated covariance is closer to the true one.\footnote{It is important to stress that knowing the uncertainty of the computed estimates is often as important as the estimates themselves. An inconsistent estimator that reports covariance values smaller than the true ones can be unreliable for use in practice.}

4.7.1 SLAM with range-and-bearing measurements

In the simulation tests presented in this section, a robot with a simple differential-drive model drove on a planar surface, at a constant velocity of $v = 0.25$ m/sec. The two drive wheels were equipped with encoders, which measure their revolutions and provide measurements of velocity (i.e., right and left wheel velocities, $v_r$ and $v_l$, respectively), with standard deviation equal to $\sigma = 2\%v$ for each wheel. These measurements were used to obtain the linear and rotational velocity measurements for the robot, which are given by:

$$v = \frac{v_r + v_l}{2}, \quad \omega = \frac{v_r - v_l}{a}$$

where $a = 0.5$ m is the distance between the active wheels. The robot recorded distance and bearing measurements to landmarks lying within its sensing range of 5 m. The standard deviation of the distance-measurement noise was equal to 10\% of the robot-to-landmark distance, while the standard deviation of the bearing-measurement noise was set to 10 deg. It should be
noted that the sensor-noise levels selected for the simulations are larger than what is typically encountered in practice. This was done on purpose in order to make the effects of inconsistency more apparent.

For the results shown here, a SLAM scenario with multiple loop closures was considered, where during each run, the robot executed 10 loops on a circular trajectory, and observed 20 landmarks in total. The reported results were averaged over 50 Monte-Carlo trials. During the test, six estimators processed the same data, to ensure a fair comparison. The compared estimators were: (i) the ideal EKF, (ii) the standard EKF, (iii) the OC-EKF [72], (iv) the standard UKF, (v) the OC-UKF, and (vi) the iSAM algorithm [88]. Note that, as shown in [87], the performance of iSAM is very similar to (or even slightly better than) that of iSAM2 in landmark-based SLAM, which is the case considered in this work. Hence, in this test, we compared our algorithm to iSAM [88], using version 1.6 of its open-source implementation [89] with standard parameters, i.e., solving at every time step and reordering/relinearizing every 100 time steps. We also point out that, in order to ensure a fair comparison, we report the current-state estimates (instead of the final batch estimates) of the iSAM algorithm at each time step, which are computed by processing the measurements up to the current time step, without using any future measurements’ information. Clearly, these incremental causal estimates are of more practical importance in any real-time robotic operation. Lastly, it is important to note that the ideal EKF is not realizable in practice since its Jacobians are evaluated at the (unknown) true values of the state. However, we included it as a benchmark in our simulations, since it has been shown to possess the correct observability properties and exhibit the best performance in terms of both consistency and accuracy [66, 70–72].

The comparative results for all the estimators are presented in Fig. 4.1 and Table 4.1. Specifically, Figs. 4.1(a) and 4.1(b) show the average NEES and RMS E, respectively, over all Monte-Carlo runs for each time step for the robot pose. On the other hand, Table 4.1 presents the average values of all relevant performance metrics for the landmarks and the robot. For the landmarks, we computed the average RMSE and NEES by averaging over all Monte-Carlo runs, all landmarks, and all time steps. For the robot position and orientation RMSEs and the robot pose NEES, we averaged the corresponding quantities over all Monte-Carlo runs and all

---

5 In [72], the OC-EKF was shown to perform better, in terms of accuracy and consistency, than both the FEJ-EKF [70] and the robocentric mapping algorithm [27], which aims at improving the consistency of EKF-SLAM by expressing the landmarks in a robot-relative frame. Therefore, in this chapter we omitted the comparison between the proposed OC-UKF and the FEJ-EKF as well as the robocentric mapping filter.
Table 4.1: [Simulation Results. Range-and-bearing SLAM] Robot pose and landmark position estimation performance

<table>
<thead>
<tr>
<th></th>
<th>Ideal-EKF</th>
<th>Std-EKF</th>
<th>OC-EKF</th>
<th>Std-UKF</th>
<th>OC-UKF</th>
<th>iSAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot Position RMSE (m)</td>
<td>0.6297</td>
<td>1.2664</td>
<td>0.6771</td>
<td>1.1002</td>
<td>0.6635</td>
<td>0.7587</td>
</tr>
<tr>
<td>Robot Heading RMSE (rad)</td>
<td>0.0648</td>
<td>0.1070</td>
<td>0.0696</td>
<td>0.0954</td>
<td>0.0680</td>
<td>0.0760</td>
</tr>
<tr>
<td>Landmark Position RMSE (m)</td>
<td>0.6071</td>
<td>1.2552</td>
<td>0.6539</td>
<td>1.0890</td>
<td>0.6325</td>
<td>0.7732</td>
</tr>
</tbody>
</table>
Several interesting conclusions can be drawn from these results. Firstly, it becomes clear that the performance of the proposed OC-UKF is very close to that of the ideal EKF, and substantially better than both the standard EKF and the standard UKF, in terms of both RMSE (accuracy) and NEES (consistency). The observed performance gain indicates that the observability properties of the linear-regression-based system model employed in the UKF play a key role in determining the filter consistency: When these properties differ from those of the underlying nonlinear system, which is the case for the standard EKF and UKF, the filter’s consistency is negatively impacted.

A second observation is that both the OC-UKF and the OC-EKF attain slightly better performance than the iSAM algorithm, in terms of consistency and accuracy (see Fig. 4.1 and Table 4.1). This can be justified by the fact that in order to reduce its processing requirements, the iSAM algorithm does not iteratively update the whole measurement Jacobian matrix (and thus the square-root information matrix) at every time step. Instead, it reuses partial results from
the previous time steps and only updates the Jacobian matrix incrementally by appending to it new rows corresponding to the most recent measurements. However, the previously-computed parts of the Jacobian matrix can be quite inaccurate (especially right before a loop closure event or in the presence of large measurement noise). Moreover, incremental updating process does not guarantee the appropriate observability properties. These factors can lead to significant estimation errors, which will propagate in time and degrade the iSAM algorithm’s performance for all time steps except the ones where batch relinearization is applied. Clearly, this issue can be mitigated by performing periodic relinearization more frequently, which, however, will significantly increase the computational cost.

Lastly, the OC-UKF also outperforms the OC-EKF [72], by a smaller margin, in terms of both RMSE and NEES. It is interesting to note that the advantage of the OC-UKF over the OC-EKF is more pronounced in terms of NEES. This indicates that the OC-UKF provides a more accurate uncertainty measure (covariance) than the OC-EKF, and also implies that the filter’s inconsistency primarily affects the covariance, rather than the state estimates. To further highlight this performance difference, in the next section, we also compare these algorithms in the case of bearing-only SLAM (BOSLAM), whose severe nonlinearities make the need for a better linearization scheme, such as the one offered by the OC-UKF, more evident.

4.7.2 SLAM with bearing-only measurements

In this BOSLAM simulation test, we employed the same simulation setup as in the preceding case, with some changes in the parameters. Specifically, the robot moved on a circular trajectory at a constant velocity of \( v = 0.5 \text{ m/sec} \), with wheel-velocity measurement noise standard deviation equal to \( \sigma = 1\%v \), while the standard deviation of the bearing-measurement noise was set to 2 deg. Note that we doubled the robot velocity in this simulation, because a larger linear velocity increases the baseline between two consecutive time steps, leading to a more reliable triangulation-based landmark initialization [10].

The comparative results\(^6\) of the robot pose and landmark position estimation are shown in Fig. 4.2 and Table 4.2. As evident, in the case of BOSLAM where the measurement nonlinearity is more significant than that of the range-and-bearing SLAM considered earlier, the standard UKF performs substantially better than the standard EKF, in terms of both consistency

\(^6\) Since the current implementation of iSAM [89] does not include the bearing-only case, in this test we omit the comparison of the OC-UKF to the iSAM algorithm while focusing on that to the OC-EKF.
Table 4.2: [Simulation Results. Bearing-only SLAM] Robot pose and landmark position estimation performance

<table>
<thead>
<tr>
<th></th>
<th>Ideal-EKF</th>
<th>Std-EKF</th>
<th>OC-EKF</th>
<th>Std-UKF</th>
<th>OC-UKF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot Position RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0427</td>
<td>0.1132</td>
<td>0.0529</td>
<td>0.0707</td>
<td>0.0455</td>
</tr>
<tr>
<td>Robot Heading RMSE (rad)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0045</td>
<td>0.0130</td>
<td>0.0055</td>
<td>0.0075</td>
<td>0.0043</td>
</tr>
<tr>
<td>Robot Pose NEES</td>
<td>2.6054</td>
<td>12.6715</td>
<td>4.4730</td>
<td>4.8453</td>
<td>2.6917</td>
</tr>
<tr>
<td>Landmark Position RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1066</td>
<td>0.1770</td>
<td>0.1305</td>
<td>0.1630</td>
<td>0.1471</td>
</tr>
<tr>
<td>Landmark Position NEES</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.8964</td>
<td>12.7627</td>
<td>12.6085</td>
<td>6.1927</td>
<td>4.3216</td>
</tr>
</tbody>
</table>
Figure 4.2: [Simulation Results. Bearing-only SLAM] Monte-Carlo results for a SLAM scenario with multiple loop closures: (a) average NEES of the robot-pose errors, and (b) average RMSE for the robot pose (position and orientation). In these plots, the dotted lines correspond to the ideal EKF, the solid lines with circles to the standard EKF, the dashed lines to the OC-EKF, the solid lines with crosses to the standard UKF, and the solid lines to the OC-UKF. Note that the RMSE of the ideal EKF and the OC-UKF are almost identical, which makes the corresponding lines difficult to distinguish.

(NEES) and accuracy (RMSE). This performance gain is also shared by the OC-UKF over the OC-EKF. We thus see that the OC-UKF combines the benefits of the OC-EKF (i.e., correct observability properties) with those of the UKF (i.e., better linearization), to form an estimator whose performance is comparable to that of the ideal EKF.

4.8 Experimental results

To further test the proposed OC-UKF SLAM algorithm, we also conducted real-world experiments in both indoor and outdoor environments. These tests also allow us to examine the algorithm’s runtime, as compared to the OC-EKF and the state-of-the-art iSAM algorithm. All the timing results presented in this section were obtained on a Mac laptop with an Intel i5 processor at 2.53 GHz, and 4GB of RAM.
4.8.1 Indoor environment

We first present the results of the indoor experiment conducted in an office building. The robot was commanded to perform 11 loops around a square with sides approximately equal to 20 m (see Fig. 4.3). This trajectory was selected since repeated re-observation of the same landmarks tends to make the effects of inconsistency more apparent, and facilitates discerning the performance of the various estimators. A Pioneer robot equipped with a SICK LMS200 laser range-finder and wheel encoders was used in this experiment. From the laser-range data, corner features were extracted and used as landmarks, while the wheel encoders provided the linear and rotational velocity measurements. In particular, this dataset was recorded over about 40 minutes, and contains 23425 robot poses and 63 landmarks with 11392 measurements to them.

Since no ground truth for the robot pose could be obtained using external sensors (e.g.,
overhead cameras) in this experiment, we obtained a reference trajectory, treated as ground truth, by utilizing the known map of the area where the experiment took place. Specifically, the exact locations of 20 corners were known from the blueprints of the building. Measurements to these corners, as well as all other measurements obtained by the robot (including those to corners whose locations were not known \textit{a priori}), were processed offline using a batch MAP estimator [91] to obtain an accurate estimate of the entire trajectory. This estimate, as well as the locations of the known corners, are shown in Fig. 4.3. This constitutes the ground truth against which the performance of the following five estimators was compared: (i) the standard EKF, (ii) the OC-EKF, (iii) the standard UKF, (iv) the OC-UKF, and (v) the iSAM. Clearly, due to the way the ground truth is computed, the estimation errors are expected to have some correlation to the errors in the ground truth. However, since these correlations are the same for all estimators, we can still have a fair comparison of their relative performance.

The comparative results for all estimators are presented in Figs. 4.4(a) and 4.4(b), while Table 4.3 shows the averaged NEES and RMSE of the robot pose and landmark position, respectively. We point out that during the experiment the robot detected a number of landmarks that were \textit{not} included in the set of 20 known corners (e.g., movable objects such as furniture). Since no ground truth was available for these objects, we only used the 20 known corners for computing the landmarks’ error statistics. From the experimental results, it becomes evident that the OC-UKF outperforms both the standard EKF and UKF, and also achieves better accuracy than the OC-EKF. This agrees with the simulation results presented in the preceding section. It should be noted that the reported NEES in Fig. 4.4(a) was computed only from a single run (i.e., this is not an average over many Monte-Carlo runs as in the simulations). To evaluate an estimator’s consistency, the average NEES over many Monte-Carlo runs is a suitable metric, while the NEES values in a single experiment do not dictate which estimator is consistent or not. Regardless, we show these results mainly to demonstrate the large difference in performance between the OC-EKF/UKF and the standard EKF/UKF. These experimental results, along with those from the simulations, further support our conjecture that the mismatch in the dimension of the unobservable subspace between the statistically-linearized SLAM system and the underlying nonlinear system is a fundamental cause of filter inconsistency.

As evident from Fig. 4.4(b) and Table 4.3, the OC-EKF/UKF achieve similar accuracy to, and better consistency than, the iSAM algorithm. As mentioned in the previous section, one possible explanation for this is that the iSAM algorithm does not iteratively update the whole
Table 4.3: [Indoor Experiment] Robot pose and landmark position estimation performance and runtime

<table>
<thead>
<tr>
<th></th>
<th>Std-EKF</th>
<th>OC-EKF</th>
<th>Std-UKF</th>
<th>OC-UKF</th>
<th>iSAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot Position RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7323</td>
<td>0.5896</td>
<td>0.7268</td>
<td>0.5384</td>
<td>0.6108</td>
</tr>
<tr>
<td>Robot Heading RMSE (rad)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0512</td>
<td>0.0392</td>
<td>0.0508</td>
<td>0.0349</td>
<td>0.0388</td>
</tr>
<tr>
<td>Robot Pose NEES</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landmark Position RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9929</td>
<td>0.8438</td>
<td>0.9894</td>
<td>0.8183</td>
<td>0.6528</td>
</tr>
<tr>
<td>Landmark Position NEES</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.3180</td>
<td>6.0354</td>
<td>7.2928</td>
<td>7.0123</td>
<td>9.6627</td>
</tr>
<tr>
<td>Total CPU Execution Time (sec)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>304.761</td>
<td>304.251</td>
<td>306.689</td>
<td>307.930</td>
<td>350.379</td>
</tr>
</tbody>
</table>
At this point we should note that in this indoor experiment (as well as the outdoor experiment presented in the next section) the measurement correspondences were known. If not, then to solve the data association problem, the iSAM algorithm would need to recover marginal covariances, which will significantly increase its processing requirements [88]. By contrast, since measurement Jacobian at each time step, which may incur large linearization and thus estimation errors. Inaccuracies in the measurement Jacobian propagate into the covariance estimated by the iSAM algorithm, which results in significantly higher NEES values as compared to the OC-EKF/UKF. Interestingly, as seen from Table 4.3, the OC-UKF has a lower computational cost than the iSAM in this experiment, although all the algorithms attain faster-than-real-time performance. This can be justified by the fact that the computational cost of the iSAM algorithm increases as the robot trajectory grows. Moreover, the 11 loop-closing events occurring along the robot trajectory in this experiment significantly increase fill-in in the square-root information matrix and thus the computational complexity for solving the system.

Figure 4.4: [Indoor Experiment] Experimental results: (a) NEES of the robot-pose errors, and (b) estimation errors of the robot pose (position and orientation). In these plots, the solid lines with circles correspond to the standard EKF, the dashed lines to the OC-EKF, the solid lines with crosses to the standard UKF, the solid lines to the OC-UKF, and the dash-dotted lines to the iSAM algorithm. Note that the NEES and estimation error values of the standard EKF and the standard UKF are almost identical, and the estimation errors of the OC-UKF, the OC-EKF and the iSAM algorithm are also very close to each other, which makes the corresponding lines difficult to distinguish.
the covariance matrix is maintained in the OC-EKF/UKF, the marginal covariances are immediately available and hence the maximum-likelihood data association incurs minimal overhead.

Lastly, it is very important to observe from Table 4.3 that the two UKFs (i.e., the standard UKF and the proposed OC-UKF) have similar timing performance as the two EKFs (i.e., the standard EKF and the OC-EKF). This is attributed to the proposed sampling strategy (see Lemma 4.4.1), which results in the UKF having computational complexity of the same order as that of the EKF.

### 4.8.2 Outdoor environment

To further examine the performance of the proposed OC-UKF, we tested our algorithm on a publicly available SLAM dataset, the Sydney Victoria Park dataset. The experimental platform was a 4-wheeled vehicle equipped with a kinematic GPS, a laser sensor, and wheel encoders. The GPS system was used to provide ground truth for the robot position. Wheel encoders were used to provide odometry measurements, and propagation was carried out using the Ackerman model. In this particular application, since the most common features in the environment were trees, the profiles of trees were extracted from the laser data, and the centers of the trunks were then used as the point landmarks. It should be pointed out that in this test, to ensure a fair comparison with the iSAM algorithm, we employed the preprocessed dataset which is also available in the iSAM package [89]. This preprocessed dataset contains 6969 robot poses and 151 landmarks with 3640 measurements, recorded over 26 minutes.

Since the OC-EKF and the OC-UKF were already shown in the preceding simulations and experiment to perform significantly better, in terms of accuracy and consistency, than the standard EKF and UKF, in this test, we omitted the comparison to the two latter filters for clarity of

<table>
<thead>
<tr>
<th></th>
<th>iSAM</th>
<th>OC-EKF</th>
<th>OC-UKF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot Position RMSE (m)</td>
<td>4.2111</td>
<td>5.9069</td>
<td>3.8084</td>
</tr>
<tr>
<td>Total CPU Execution Time (sec)</td>
<td>31.5482</td>
<td>35.6811</td>
<td>34.6138</td>
</tr>
</tbody>
</table>
Figure 4.5: [Outdoor Experiment] Experimental results: (a) Robot trajectory and landmark estimates as compared to the GPS data, and (b) robot position estimation errors. Note that, since in this test the GPS satellite signals were not always available, we computed the estimation errors only when GPS was available. In these plots, the dash-dotted lines and stars correspond to the iSAM estimates of the trajectory and the landmarks, respectively, the dashed lines and triangles to the OC-EKF, and the solid lines and circles to the OC-UKF, while the dots denote the sparse GPS data points.

presentation. Instead, we focus on the accuracy comparison of the OC-UKF with the OC-EKF and the iSAM algorithm. In this experiment, true landmark positions and true robot orientations were not available. We hence only compared the position-estimation performance of the three approaches (i.e., the OC-EKF, the OC-UKF, and the iSAM algorithm). Note also that, as mentioned in Section 4.8.1, the NEES computed from a single experimental run is not well-suited for analyzing the consistency of the estimators, and thus we hereafter focus on the comparison of accuracy and processing requirements. Specifically, Fig. 4.5(a) depicts the trajectory and landmark estimates produced by the three estimators as compared to the GPS ground truth, while Fig. 4.5(b) shows the corresponding estimation errors of the robot position. Table 4.4 shows the average estimation errors (i.e., RMSE) of robot position as well as the total CPU runtime for the three estimators compared. Clearly, the OC-UKF achieves better accuracy than both the OC-EKF and iSAM, while incurring comparable computational cost. In particular, the OC-UKF attains 36% and 10% reduction in robot position estimation errors as compared to the
OC-EKF and iSAM, respectively, while at 3% lower \(^7\) and only 10% higher computational cost. We repeat that the timing result for iSAM does not include the runtime of computing marginal covariances for data association. These results agree with what we have observed in the indoor experiment presented in Section 4.8.1.

### 4.9 Summary

This work focuses on UKF-based SLAM, and in particular on the issues of computational complexity and filter inconsistency. The first contribution of this work is the formulation of a novel UKF-based SLAM algorithm that has computational complexity of the same order as that of EKF-based SLAM. In particular, we have proposed a new sampling scheme in which the unscented transformation employed by the UKF is only applied to the subset of states that appear in the nonlinear process and measurement models, instead of the entire state. Thus, by adopting this new sampling scheme, the UKF-based SLAM requires computing the square root of small, constant-size matrices, which leads to computational complexity \textit{linear} during propagation, and \textit{quadratic} during update. Furthermore, we have shown that a mismatch between the observability properties of the linear-regression-based system model employed by the UKF, and those of the underlying nonlinear SLAM system, causes inconsistency. To address this issue, we have introduced a novel Observability-Constrained (OC)-UKF, which ensures that the UKF system model has an unobservable subspace of appropriate dimensions, by enforcing observability constraints on the filter’s \textit{inferred} Jacobians. Through extensive Monte-Carlo simulations and real-world experiments, the OC-UKF is shown to achieve comparable or better performance, in terms of consistency, accuracy and computational complexity, as compared to other state-of-the-art SLAM algorithms such as the OC-EKF and iSAM.

\(^7\) Note that in this experiment, the OC-UKF has lower cost than the OC-EKF, primarily because the Mahalanobis-distance test [14] in the OC-UKF rejects more outlier measurements than that in the OC-EKF.
Chapter 5

Observability-Constrained SWF for SLAM

In this chapter, we study the consistency issue of smoothing approaches, in particular, the sliding-window filter (SWF) when applied to the SLAM problem. By adapting our observability-based methodology that was presented within the filtering framework, we develop a novel Observability-Constrained (OC)-SWF. Part of this chapter has been published in [67].

5.1 Introduction

As discussed before, among the existing approaches for robot localization, the EKF is one of the most popular methods, which is primarily due to its ease of implementation and relatively low processing requirements. However, the EKF, as well as any linearization-based filtering approach, may suffer from the accumulation of linearization errors. This is because once linearization points are selected at a given time step for computing the filter Jacobians, they cannot be updated at later times, when more measurements become available for improving them. In contrast, a batch-MAP estimator [91] can improve the estimation accuracy by computing consistent state estimates for all time steps based on all available measurements. Under a Gaussian prior and measurement noise assumption (which is common in practice), finding the MAP estimates requires solving a nonlinear least-squares problem (see Section 5.2), whose counterpart in computer vision is known as bundle adjustment [163]. A variety of iterative algorithms have been employed for solving this problem. For example, the square-root SAM method [36] solves
the SLAM problem efficiently by using variable reordering, a well-known technique for sparse linear systems. However, since the size of the state vector in the batch-MAP estimator increases continuously over time, the processing and memory requirements become too high for real-time operation in large-scale problems (e.g., a robot exploring a large environment with millions of landmarks).

To overcome this limitation, a sliding-window filter (SWF) [142] (also called a fixed-lag smoother (FLS) [38, 111, 132]) can be used to estimate the states over a sliding time window at a fixed computational cost. The SWF concurrently processes all the measurement constraints between states in the window, and better addresses the nonlinearity of the problem by iteratively relinearizing the process and measurement equations. This approach is resource-adaptive: depending on the available computational resources, it can scale from the iterated EKF solution if only a single time step is maintained, to the optimal batch-MAP solution if the sliding window spans the entire time horizon.

The key characteristic of the SWF is the marginalization of old states from the sliding window, a process that appropriately models the uncertainty of these states [132, 142, 163]. However, due to marginalization, different estimates of the same states are used as linearization points in computing the Hessian matrix during estimation (see Section 5.3 and [38]). This results in different parameter observability properties [14] as compared to the batch-MAP estimator. Specifically, the Hessian (Fisher information matrix) of the standard SWF has a nullspace of lower dimension than that of the batch-MAP estimator. This implies that the estimator erroneously believes it has information along more directions of the state space than those contained in the measurements. This leads to inconsistent estimates, i.e., estimates whose accuracy and uncertainty measure are worse than the actual ones. This estimation inconsistency is a serious problem, since when an estimator is inconsistent, the accuracy of the produced estimates is unknown, which in turn makes the estimator unreliable [14].

In order to improve the consistency and accuracy of the SWF, in this chapter we propose an Observability-Constrained (OC)-SWF as a general smoothing framework. In particular, we postulate that by ensuring the Hessian matrix has a nullspace of appropriate dimension, we can avoid the influx of spurious information in the unobservable directions of the parameter (state) space, thus improving the consistency of the estimates. Based on this insight, the OC-SWF extends the observability-based methodology for designing consistent EKFs (see Chapter 2
and [72]). The key idea behind our approach is to select the linearization points for computing the Jacobians, and thus the Hessian, so as to ensure that its nullspace dimension does not arbitrarily decrease.

It should be pointed out that a prior-linearization (PL)-SWF for motion estimation was proposed in [38]. In particular, the PL-SWF computes the Hessian using the prior, instead of the current, estimates, for the states connected via measurements to marginalized states. This ensures the same estimates for the same states are used, and the appropriate dimension of the Hessian’s nullspace is preserved. However, if the prior estimates are inaccurate, the linearization errors will be large and may degrade the estimator’s performance. In contrast, the proposed OC-SWF selects optimal linearization points for computing the Hessian, in the sense that they not only ensure the correct dimension for the nullspace of the Hessian, but also minimize the linearization errors. We stress that apart from the SLAM problem treated in this work, the proposed OC-SWF is applicable to a large class of nonlinear estimation problems in robotics and computer vision, such as visual odometry [126] and vision-aided inertial navigation [120].

5.2 SLAM batch-MAP formulation

In this section, we describe the batch-MAP formulation of the SLAM problem, which forms the basis for the ensuing derivations of the SWF. In particular, we aim at estimating the entire robot trajectory up to the current time-step \( k \), as compared to the only current robot pose in the filtering approaches, as well as the positions of all observed landmarks [see (2.1)]:

\[
    \mathbf{x}_{0:k} = [\mathbf{x}_{R_0}^T \mathbf{x}_{R_1}^T \ldots \mathbf{x}_{R_k}^T \mathbf{p}_{L_1}^T \ldots \mathbf{p}_{L_M}^T]^T \tag{5.1}
\]

In what follows, we start by presenting the general motion and measurement models that are similar to the ones used in the EKF-SLAM (see Section 2.3). Subsequently, we describe the batch-MAP estimator.

5.2.1 Motion model

Consider a robot equipped with an odometry sensor moving on a plane. The odometry serves as the control input to propagate the robot pose, according to the following motion model [also
see (2.2) and (2.3):

\[ p_{R_k} = p_{R_{k-1}} + C(\phi_{R_{k-1}}) R_{k-1} p_{R_k} \]  

(5.2)

\[ \phi_{R_k} = \phi_{R_{k-1}} + R_{k-1} \phi_{R_k} \]  

(5.3)

where \( C(\cdot) \) denotes the 2 × 2 rotation matrix, and \( u_{k-1} = R_{k-1} x_{R_k} = [R_{k-1} p_{R_k}^T R_{k-1} \phi_{R_k}]^T \) is the true odometry (control input), i.e., the robot’s motion between time-steps \( k - 1 \) and \( k \), expressed with respect to the robot’s frame at time-step \( k - 1 \), \( \{R_{k-1}\} \). The corresponding odometry measurement, \( u_{m_{k-1}} \), is assumed to be corrupted by zero-mean white Gaussian noise, \( w_{k-1} = u_{k-1} - u_{m_{k-1}} \), with covariance \( Q_{k-1} \). This motion model is described by the following generic nonlinear function:

\[ g(x_{0:k}, u_{k-1}) = x_{R_k} - f(x_{R_{k-1}}, u_{m_{k-1}} + w_{k-1}) = 0 \]  

(5.4)

To employ the batch-MAP estimator, it is necessary to linearize (5.4) and compute the Jacobians with respect to the state vector (5.1) and the noise, respectively, i.e.,

\[ \Phi_{k-1} \triangleq \frac{\partial g}{\partial x_{0:k}} \bigg|_{\{x_{0:k}, 0\}} = \begin{bmatrix} 0_{3 \times 3} & \cdots & \Phi_{R_{k-1}} & I_3 & 0_{3 \times 2} & \cdots & 0_{3 \times 2} \end{bmatrix} \]  

(5.5)

\[ G_{k-1} \triangleq \frac{\partial g}{\partial w_{k-1}} \bigg|_{\{x_{0:k}, 0\}} = \begin{bmatrix} C^*(\phi_{R_{k-1}}) & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \end{bmatrix} \]  

(5.6)

with

\[ \Phi_{R_{k-1}} = - \begin{bmatrix} I_2 & J (p_{R_k}^* - p_{R_{k-1}}^*) \\ 0_{1 \times 2} & 1 \end{bmatrix} \]  

(5.7)

where \( x_{0:k}^* \) denotes the linearization point for the state (5.1), while a zero vector is used as the linearization point for the noise. Clearly, the values of the Jacobian matrices depend on the choice of linearization points, which is the key fact our approach relies on.

### 5.2.2 Measurement model

As discussed before, the robot-to-landmark measurements in SLAM are a function of the relative position of the observed landmark with respect to the robot [also see (2.10)]:

\[ z_{ij} = h_{ij}(x_{0:k}) + v_{ij} = h(R_{j} p_{L_i}) + v_{ij} \]  

(5.8)
where $R_j p_{L_i} = C^T(\phi_{R_j})(p_{L_i} - p_{R_j})$ is the position of the $i$-th landmark with respect to the robot at time-step $j$, and $v_{ij}$ is zero-mean Gaussian measurement noise with covariance $R_{ij}$.

In this work, we allow $h(\cdot)$ to be any measurement function (e.g., a direct measurement of relative position, a pair of range and bearing measurements, bearing-only measurements, etc.). In general, the measurement function is nonlinear, and its Jacobian matrix is computed as:

$$H_{ij} = \frac{\partial h_{ij}}{\partial x_{0:k}^∗} = \begin{bmatrix} 0 & \ldots & H_{R_{ij}} & 0 & \ldots & H_{L_{ij}} & 0 & \ldots & 0 \end{bmatrix}$$

(5.9)

with

$$H_{R_{ij}} = (\nabla h_{ij})C^T(\phi_{R_j}^∗) \begin{bmatrix} -I_2 & -J(p_{L_i}^∗ - p_{R_j}^∗) \end{bmatrix}$$

(5.10)

$$H_{L_{ij}} = (\nabla h_{ij})C^T(\phi_{R_j}^∗)$$

(5.11)

where $H_{R_{ij}}$ and $H_{L_{ij}}$ are the Jacobians with respect to the robot pose at time-step $j$ and the $i$-th landmark position, respectively, and $\nabla h_{ij}$ denotes the Jacobian of $h_{ij}$ with respect to the robot-relative landmark position, $R_j p_{L_i}$, evaluated at the linearization point, $x_{0:k}^∗$.

### 5.2.3 Batch-MAP estimator

The batch-MAP estimator utilizes all the available information to estimate the state vector (5.1). The information used includes: (i) the prior information about the initial state, described by a Gaussian pdf with mean $\hat{x}_{0|0}$ and covariance $P_{0|0}$, (ii) the motion information (5.4), and (iii) the sensor measurements (5.8). In particular, the batch-MAP estimator seeks to determine the estimate $\hat{x}_{0:k|k}$ that maximizes the posterior pdf:

$$p(x_{0:k}|Z_{0:k}) \propto p(x_{R_0}) \prod_{\kappa=1}^{k} p(x_{R_{\kappa}}|x_{R_{\kappa,-1}}) \prod_{\text{z}_{ij} \in \mathcal{Z}_{0:k}} p(z_{ij}|x_{R_j}, p_{L_i})$$

(5.12)
where $Z_{0:k}$ denotes all the available measurements in the time interval $[0, k]$. For Gaussian state and measurement noise [see (5.4), and (5.8), respectively], this pdf (5.12) can be written as:

$$p(x_{0:k} | z_{0:k}) \propto \frac{1}{\sqrt{(2\pi)^n|P_{0:0}|}} \exp \left( -\frac{1}{2} ||x_{R_0} - \hat{x}_{0:0}||_P^2 \right) \times \prod_{\kappa=1}^{k} \frac{1}{\sqrt{(2\pi)^3|Q'_{\kappa-1}|}} \exp \left( -\frac{1}{2} ||x_{R_\kappa} - f(x_{R_{\kappa-1}}, u_{m_{\kappa-1}})||_{Q'_{\kappa-1}}^2 \right) \times \prod_{z_{ij} \in Z_{0:k}} \frac{1}{\sqrt{(2\pi)^m|R_{ij}|}} \exp \left( -\frac{1}{2} ||z_{ij} - h_{ij}(x_{0:k})||_{R_{ij}}^2 \right)$$

where $n = \dim(x_{R_0})$ is the dimension of the prior state $x_{R_0}$, and $m = \dim(z_k)$ is the dimension of the measurement $z_k$. In the above expression, we have also employed the notations, $||a||_M^2 \triangleq a^T M^{-1} a$ and $Q'_{\kappa} \triangleq G_{R_\kappa} Q_{\kappa} G_{R_\kappa}^T$ [see (5.4)]. Hence, maximizing (5.13) is equivalent to minimizing the following cost function:

$$c(x_{0:k}) = \frac{1}{2} ||x_{R_0} - \hat{x}_{0:0}||_P^2 + \sum_{\kappa=1}^{k} \frac{1}{2} ||x_{R_\kappa} - f(x_{R_{\kappa-1}}, u_{m_{\kappa-1}})||_{Q'_{\kappa-1}}^2 + \sum_{z_{ij} \in Z_{0:k}} \frac{1}{2} ||z_{ij} - h_{ij}(x_{0:k})||_{R_{ij}}^2$$

The cost function $c(x_{0:k})$ is nonlinear, and a standard approach to determine its minimum is to employ Gauss-Newton iterative minimization [163]. Specifically, at the $\ell$-th iteration of this method, a correction, $\delta x_{0:k}^{(\ell)}$, to the current estimate, $\hat{x}_{0:k|k}^{(\ell)}$, is computed by minimizing the second-order Taylor-series approximation of the cost function which is given by:

$$c(\hat{x}_{0:k|k}^{(\ell)} + \delta x_{0:k}) \simeq c(\hat{x}_{0:k|k}^{(\ell)}) + b_{\delta x_{0:k}}^{(\ell)} \delta x_{0:k} + \frac{1}{2} \delta x_{0:k}^T A_{\delta x_{0:k}}^{(\ell)} \delta x_{0:k}$$

where

$$b_{\delta x_{0:k}}^{(\ell)} \triangleq \nabla_{x_{0:k}} c(\cdot) \bigg|_{x_{0:k} = \hat{x}_{0:k|k}^{(\ell)}}$$

$$A_{\delta x_{0:k}}^{(\ell)} \triangleq \nabla^2_{x_{0:k}} c(\cdot) \bigg|_{x_{0:k} = \hat{x}_{0:k|k}^{(\ell)}}$$
are the gradient and Hessian of $c(\cdot)$ with respect to $x_{0:k}$, evaluated at the current state estimate $\hat{x}_{0:k}^{(\ell)}$, i.e., $\mathbf{x}^{(\ell)} = \hat{x}_{0:k}^{(\ell)}$. Specifically, at the $\ell$-th iteration, $b_{\ell}^{(\ell)}$ is [see (5.5) and (5.9)]:

$$b_{\ell}^{(\ell)} = \Pi^T P_{0|0}^{-1} \left( \hat{x}_{R0|k}^{(\ell)} - \hat{x}_{0|0} \right) - \sum_{z_{ij} \in Z_{0:k}} H_{ij}^{(\ell)} R_{ij}^{-1} \left( z_{ij} - h_{ij}(\hat{x}_{0:k}^{(\ell)}) \right) + \sum_{\kappa=1}^{k} \Phi_{\kappa-1}^{(\ell)} Q_{\kappa-1}^{-1} \left( \hat{x}_{R_{\kappa}|k}^{(\ell)} - f(\hat{x}_{R_{\kappa-1}|k}, u_{m_{\kappa-1}}) \right)$$

where $\Pi = \begin{bmatrix} I_n & 0 & \cdots & 0 \end{bmatrix}$. On the other hand, the Hessian matrix, $A_{\ell}^{(\ell)}$, is approximated in the Gauss-Newton method by [see (5.5) and (5.9)]:

$$A_{\ell}^{(\ell)} \approx \Pi^T P_{0|0}^{-1} \Pi + \sum_{z_{ij} \in Z_{0:k}} H_{ij}^{(\ell)} R_{ij}^{-1} H_{ij}^{(\ell)} + \sum_{\kappa=1}^{k} \Phi_{\kappa-1}^{(\ell)} Q_{\kappa-1}^{-1} \Phi_{\kappa-1}^{(\ell)}$$

which is a good approximation for small-residual problems [163]. Due to the sparse structure of the matrices $H_{ij}^{(\ell)}$ and $\Phi_{\kappa}$ [see (5.5) and (5.9)], the matrix $A_{\ell}^{(\ell)}$ is also sparse, which can be exploited to speed-up the solution of the linear system in (5.20) [163]. The value $\delta x_{0:k}^{(\ell)}$ that minimizes (5.15) is found by solving the following linear system:

$$A_{\ell}^{(\ell)} \delta x_{0:k}^{(\ell)} = -b_{\ell}^{(\ell)}$$

Once $\delta x_{0:k}^{(\ell)}$ is found, the new state estimate is computed as:

$$\hat{x}_{0:k}^{(\ell+1)} = \hat{x}_{0:k}^{(\ell)} + \delta x_{0:k}^{(\ell)}$$

Given an initial estimate $\hat{x}_{0:k}^{(0)}$ that resides within the attraction basin of the global optimum, this iterative algorithm will compute the global minimum (i.e., MAP estimate) for the entire state given all measurements up to time-step $k$.

### 5.3 SWF-based SLAM

It is clear from the preceding section that, as the robot continuously moves and observes new landmarks, the size of the state vector of the batch-MAP estimator, $x_{0:k}$, increases. Consequently, the computational cost of obtaining a state estimate continuously grows, and at some point it will inevitably become too high for real-time operation. In order to adapt to the available computational resources, marginalization [38, 132, 142] can be used to discard old, matured states. This results in a constant-cost SWF which maintains a constant-size window of
states \cite{142, 143}. In this section, we describe the effects of the marginalization used by the standard SWF on the system’s observability properties. This analysis forms the basis for our proposed algorithm (see Section 5.4). For more details on the derivation of the marginalization equations, the interested reader is referred to \cite{38}.

We consider a general scenario where marginalization of old states is carried out at time-step $k_o$, when all the measurements during the time interval $[0, k_o]$ are available. Subsequently the robot keeps moving and collects new measurements in the time interval $[k_o + 1, k]$, and estimation takes place again at time-step $k$. The old states that are marginalized out at time-step $k_o$ are denoted by:

$$x_M \triangleq [x_{R_{0:km}}^T \ldots p_{L_{Mm}}^T]^T$$

Note that it is not necessary to sequentially marginalize out the old robot poses, $x_{R_{0:km}}$; instead, we can selectively discard the most matured (i.e., accurately estimated) ones. The remaining states that stay active in the sliding window after marginalization are denoted by:

$$x_R \triangleq [x_{R_{k_o+1:k}}^T \ldots p_{L_{Rr}}^T]^T$$

Upon marginalization, all the states in $x_M$, as well as all the measurements that involve these states (denoted by $Z_M$) are discarded. In their place, we maintain a Gaussian pdf, that describes the information that the discarded measurements convey about the active states, $x_R$. The information matrix of this Gaussian is given by:

$$A_p(k_o) = A_{RR}(k_o) - A_{RM}(k_o)A_{MM}^{-1}(k_o)A_{MR}(k_o) \quad (5.22)$$

where the matrices appearing in the above equation are defined as the partitions of the following matrix:

$$A_m(k_o) = \Pi^T P_{0|0}^{-1} \Pi + \sum_{n=0}^{k_m-1} \Phi_n^T(k_o)Q_n^{-1}\Phi_n(k_o) + \sum_{z_{ij} \in Z_M} H_{ij}^T(k_o)R_{ij}^{-1}H_{ij}(k_o) \quad (5.23)$$

$$=:\begin{bmatrix} A_{MM}(k_o) & A_{MR}(k_o) \\ A_{RM}(k_o) & A_{RR}(k_o) \end{bmatrix} \quad (5.24)$$

Close inspection reveals that $A_m(k_o)$ is the matrix describing the information contained in all the discarded measurements (odometry, robot-to-landmark, and prior). Thus, $A_p(k_o)$, which is the Schur complement of $A_{MM}(k_o)$ in $A_m(k_o)$, describes the information that the discarded measurements give us about $x_R$. We also note that, in the above, the time index $(k_o)$ has been
added to denote the fact that all the Jacobians are computed using the estimate $\hat{x}_{0:k_o|k_o}$ as the linearization point.

After marginalization the robot continues moving in its environment, and new states are added to the state vector during $[k_o + 1, k]$. These are denoted by:

$$x_N \triangleq \begin{bmatrix} x_{R_{k_o+1:k}}^T & p_{L_{N_1}}^T & \cdots & p_{L_{N_n}}^T \end{bmatrix}^T$$

Now, at time step $k$, the “active states” are $x_R$ and $x_N$. In order to compute estimates for the active states, the SWF employs the “active” measurements, $Z_A = Z_{0:k} \setminus Z_M$, along with the motion model and the information from the marginalized states [expressed by $A_p(k_o)$ in (5.22)] [38].

As described above, the key idea in the SWF is that the information of all the marginalized measurements is represented using a single Gaussian distribution. While this entails an approximation, it also enables the SWF to maintain constant computational complexity, that depends only on the number of currently active states, and not on the past history of marginalized states.

### 5.3.1 Parameter observability properties

We now examine the parameter observability properties [14] of the standard SWF-based SLAM, which, for the time being, is considered as a parameter (instead of state) estimation problem. The study of parameter observability examines whether the information provided by the available measurements is sufficient for estimating the parameters without ambiguity. When parameter observability holds, the Fisher information matrix (i.e., the Hessian matrix) is invertible. Since the Fisher information matrix describes the information available in the measurements, by studying its nullspace we can gain insight about the directions in the parameter (state) space along which the estimator acquires information. In what follows, we will compare the parameter observability properties of the standard SWF with those of the batch-MAP estimator, to draw conclusions about the estimator’s consistency.

We first notice that the nullspace of the Hessian matrix of the batch-MAP estimator (5.19)
at time-step \( k \), is given by:

\[
\text{null} \left( \mathbf{A}_b(k) \right) = \text{span}_{\text{col.}} \begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_R|k} \\
\mathbf{0}_{1 \times 2} & 1 \\
\vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_R|k} \\
\mathbf{0}_{1 \times 2} & 1 \\
\vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_L|k} \\
\vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_L|k}
\end{bmatrix}
\]

which is of dimension three. This agrees with the fact that in SLAM, three d.o.f. corresponding to the global translation and rotation are unobservable (see Chapter 2 and [72]). However, as shown below, this is not the case for the standard SWF.

In the standard SWF, the matrix that describes the information for the \textit{entire} history of states, 
\( \mathbf{x}_{0:k} = \begin{bmatrix} \mathbf{x}_{M}^T & \mathbf{x}_{R}^T & \mathbf{x}_{N}^T \end{bmatrix} \), is given by [38]:

\[
\mathbf{A}(k) = \sum_{\kappa=0}^{k_m-1} \Phi_{\kappa}^T(k_o) \mathbf{Q}_{\kappa}^{-1} \Phi_{\kappa}(k_o) + \sum_{\mathbf{z}_{ij} \in \mathcal{Z}_M} \mathbf{H}_{ij}^T(k_o) \mathbf{R}_{ij}^{-1} \mathbf{H}_{ij}(k_o)
\]

\[
\quad + \sum_{\kappa=k_m}^{k-1} \Phi_{\kappa}^T(k) \mathbf{Q}_{\kappa}^{-1} \Phi_{\kappa}(k) \sum_{\mathbf{z}_{ij} \in \mathcal{Z}_A} \mathbf{H}_{ij}^T(k) \mathbf{R}_{ij}^{-1} \mathbf{H}_{ij}(k)
\]

where the matrix \( \mathbf{A}_1(k_o) \) contains all the information pertaining to the marginalized states, and \( \mathbf{A}_2(k) \) the information pertaining to the active states at time-step \( k \). Again, we note that the time indices \( (k_o) \) and \( (k) \) indicate the state estimates (\( \mathbf{x}_{0:k|k} \) and \( \mathbf{x}_{0:k|k} \), respectively) used as linearization points in computing each of the above terms. The Hessian \( \mathbf{A}(k) \) in (5.26) has the

\[\text{null (A}_b(k)) = \text{span}_{\text{col.}} \begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_R|k} \\
\mathbf{0}_{1 \times 2} & 1 \\
\vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_R|k} \\
\mathbf{0}_{1 \times 2} & 1 \\
\vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_L|k} \\
\vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}_{\hat{p}_L|k}
\end{bmatrix}
\]

1. Since we are interested in the information contained in the available measurements, the case without prior (i.e., \( \mathbf{P}_{0|0} \rightarrow \infty \)) is considered here.
following interesting structure:

$$A(k) = \begin{bmatrix}
A_{MM}(k_0) & A_{MR}(k_0) & 0 \\
A_{RM}(k_0) & A_{RR}(k_0) & 0 \\
0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & A_{RR}(k) & A_{RN}(k) \\
0 & A_{NR}(k) & A_{NN}(k)
\end{bmatrix}
$$

(5.27)

It is clear now that different estimates, $\hat{x}_R(k_0)$ and $\hat{x}_R(k)$, are used in computing the Hessian matrix. This occurs because some of the states in $x_R$ are involved in measurements both in $Z_M$ and $Z_A$. As a result of the above structure, it can be shown that the last column of the matrix in (5.25) does not belong in the nullspace of $A(k)$ [38]. Instead, the nullspace of $A(k)$ is spanned by only the first two columns of (5.25), which in turn shows that the rank of the Hessian in the SWF is higher than the rank of the Hessian of the batch MAP. Clearly, this difference is not desirable, since both estimators process the same measurements, and thus have access to the same amount of information.

### 5.4 Observability-Constrained (OC)-SWF SLAM

As seen from the preceding section, due to marginalization, the standard SWF possesses different parameter observability properties from the batch-MAP estimator, since its Hessian has a nullspace of lower dimension than that of the batch-MAP estimator. This implies that the standard SWF acquires spurious information along one direction of the state space (the one corresponding to global orientation), which can lead to inconsistency. To address this issue, we adopt the idea of observability-based rules for choosing linearization points that was originally proposed in our previous work [72] (also see Section 2.5), and develop a new Observability-Constrained (OC)-SWF within the smoothing framework.

The key idea of the proposed approach is that the linearization points used in computing the Hessian matrix are selected so as to ensure that the Hessian has a nullspace of the same dimension as that of the batch-MAP estimator [see (5.25)]. Different approaches for selecting linearization points are possible to satisfy this observability condition. For example, the prior-linearization (PL)-SWF proposed in [38] employs a simple linearization scheme to achieve
this goal based on [70]. Specifically, when computing the Hessian, it uses the prior estimates, \( \hat{x}_R(k_o) \), instead of the current estimates \( \hat{x}_R(k) \), for the states in \( x_R \) that are connected to marginalized states. By doing so, it is guaranteed that the same estimate is used as the linearization point for each of these states. However, even though the PL-SWF typically performs substantially better than the standard SWF (see Section 5.5), the prior estimates \( \hat{x}_R(k_o) \) used as linearization points could be inaccurate, and thus can result in large linearization errors, which can degrade the estimator’s performance. Therefore, in the proposed OC-SWF, we select the linearization points for the states \( x_R \) and \( x_N \) (i.e., the states that are still “active” in the minimization), in a way that not only ensures the correct dimension for the nullspace of the Hessian matrix, but also minimizes their difference from the current best available estimates (see [72]). This can be formulated as the following constrained minimization problem:\(^2\)

\[
\min_{x_R^*, x_N^*} \left\| x_R^* - \hat{x}_R(k) \right\|^2 + \left\| x_N^* - \hat{x}_N(k) \right\|^2
\]

subject to \( A(k)N_k = 0 \) \( (5.29) \)

In this formulation, \( N_k \) is a design choice that defines the desired nullspace with correct dimension. Ideally, we would like to have the same nullspace as (5.25). However, this is not possible, as in the SWF some of the old states have been marginalized, and thus we do not maintain the up-to-date estimates for them. We next describe our choice of estimates used for constructing \( N_k \), and denote these estimates by the symbol “\( \bar{\cdot} \)”. Specifically, during the \((\ell + 1)\)-th Gauss-Newton iteration, we use the following estimates to construct the matrix \( N_k \): (i) For the new states, \( x_N \), as well as those states in \( x_R \) for which no prior exists, we use the estimates from the \( \ell \)-th iteration, i.e., \( \bar{x}_i = \hat{x}_i(\ell) \); (ii) For all marginalized states, \( x_M \), as well as for states in \( x_R \) for which a prior exists, we use the prior estimate, i.e., \( \bar{x}_i = \hat{x}_i(k_o) \). By replacing the pertinent state estimates in (5.25) by the estimates selected above, \( \bar{x}_{0:k} = \begin{bmatrix} \bar{x}_M^T & \bar{x}_R^T & \bar{x}_N^T \end{bmatrix}^T \), we obtain the desired nullspace, \( N_k = N_k(\bar{x}_{0:k}) \).

By construction, the nullspace \( N_k(\bar{x}_{0:k}) \) always satisfies the equality \( A_1(k_o)N_k = 0 \). Thus,\(^2\)

\(^2\) For the clarity of presentation, hereafter the superscript \((\ell)\) is dropped, since, without loss of generality, we consider the \((\ell + 1)\)-th iteration in Gauss-Newton given that the results from the \( \ell \)-th iteration are available.
Therefore, the problem (5.28)-(5.29) can be simplified as:

\[ A_2(k)N_k = 0 \]

\[ \Rightarrow \left( \sum_{\kappa=k_m}^{k-1} \Phi_\kappa^T Q_\kappa^{-1} \Phi_\kappa + \sum_{z_{ij} \in Z_A} H_{ij}^T R_{ij}^{-1} H_{ij} \right) N_k = 0 \]

\[ \Rightarrow \begin{cases} \Phi_\kappa N_k = 0, & \forall \kappa = k_m, \ldots, k-1 \\ H_{ij} N_k = 0, & \forall z_{ij} \in Z_A \end{cases} \]  \hspace{1cm} \text{(5.30)}

Using the structure of the Jacobians \( \Phi_\kappa \) and \( H_{ij} \) [see (5.5) and (5.9)] and that of the matrix \( N_k \) (5.25), the above constraints (5.30) can be written as follows:

\[ \Phi_\kappa N_k = 0 \Rightarrow p_{\kappa}^* - \bar{p}_{\kappa} + \bar{p}_{\kappa+1} - p_{\kappa+1}^* = 0 \]  \hspace{1cm} \text{(5.31)}

\[ H_{ij} N_k = 0 \Rightarrow p_{ij}^* - \bar{p}_{ij} + \bar{p}_{li} - p_{li}^* = 0 \]  \hspace{1cm} \text{(5.32)}

Therefore, the problem (5.28)-(5.29) can be simplified as:

\[ \min_{x_R, x_N} ||x_R(k) - \tilde{x}_R(k)||^2 + ||x_N(k) - \tilde{x}_N||^2 \]  \hspace{1cm} \text{(5.33)}

subject to \( \begin{cases} p_{\kappa}^* - \bar{p}_{\kappa} + \bar{p}_{\kappa+1} - p_{\kappa+1}^* = 0, & \forall \kappa = k_m, \ldots, k-1 \\ p_{ij}^* - \bar{p}_{ij} + \bar{p}_{li} - p_{li}^* = 0, & \forall z_{ij} \in Z_A \end{cases} \)  \hspace{1cm} \text{(5.34)}

We now derive an analytical solution to the constrained minimization problem (5.33)-(5.34). In particular, the approach of Lagrangian multipliers [16] is employed. The Lagrangian function is constructed as follows:

\[ L = ||x_R^* - \tilde{x}_R(k)||^2 + ||x_N^* - \tilde{x}_N(k)||^2 \]  \hspace{1cm} \text{(5.35)}

\[ + \sum_{\kappa=k_m}^{k-1} \mu_{\kappa} \left( p_{\kappa}^* - \bar{p}_{\kappa} + \bar{p}_{\kappa+1} - p_{\kappa+1}^* \right) + \sum_{(i,j), z_{ij} \in Z_A} \lambda_{ij}^T \left( p_{ij}^* - \bar{p}_{ij} + \bar{p}_{li} - p_{li}^* \right) \]

By setting the derivatives with respect to the state and Lagrangian-multiplier variables equal to zero, we have:

\[ \frac{\partial L}{\partial p_{\kappa}} = \begin{cases} 2(p_{\kappa}^* - \bar{p}_{\kappa}) + \mu_{\kappa} + \sum_{i, z_{ik} \in Z_A} \lambda_{ik} = 0, & \text{if } \kappa = k_m \\ 2(p_{\kappa}^* - \bar{p}_{\kappa}) - \mu_{\kappa-1} + \sum_{i, z_{ik} \in Z_A} \lambda_{ik} = 0, & \text{if } \kappa = k \\ 2(p_{\kappa}^* - \bar{p}_{\kappa}) + \mu_{\kappa} - \mu_{\kappa-1} + \sum_{i, z_{ik} \in Z_A} \lambda_{ik} = 0, & \text{else} \end{cases} \]  \hspace{1cm} \text{(5.36)}
\[
\frac{\partial L}{\partial p_{L_{i}}} = 2(p_{L_{i}}^\star - \bar{p}_{L_{i}|k}) - \sum_{j, z_{ij} \in Z} \lambda_{ij} = 0
\] (5.37)
\[
\frac{\partial L}{\partial \mu_{\kappa}} = p_{R_{\kappa}}^\star - \bar{p}_{R_{\kappa}} + \ddot{p}_{R_{\kappa+1}} - \dot{p}_{R_{\kappa+1}}^\star = 0
\] (5.38)
\[
\frac{\partial L}{\partial \lambda_{ij}} = p_{R_{j}}^\star - \bar{p}_{R_{j}} + \ddot{p}_{L_{i}} - p_{L_{i}}^\star = 0
\] (5.39)
\[
\frac{\partial L}{\partial x_{\text{other}}}^\star = 2(x_{\text{other}}^\star - \dot{x}_{\text{other}}(k)) = 0
\] (5.40)

where \( x_{\text{other}} \) denotes all the state variables except the ones involved in (5.36)-(5.39). Solving (5.36), (5.37), and (5.40) yields the following optimal solutions:

\[
p_{R_{\kappa}}^\star = \bar{p}_{R_{\kappa}|k} - \frac{1}{2} \left[ \delta \mu_{\kappa} + \sum_{i, z_{in} \in Z_A} \lambda_{in} \right]
\] (5.41)
\[
p_{L_{i}}^\star = \bar{p}_{L_{i}|k} + \frac{1}{2} \left[ \sum_{j, z_{ij} \in Z_A} \lambda_{ij} \right]
\] (5.42)
\[
x_{\text{other}}^\star = \dot{x}_{\text{other}}(k)
\] (5.43)

where

\[\delta \mu_{\kappa} = \begin{cases} 
\mu_{\kappa} , & \text{if } \kappa = k_m \\
-\mu_{\kappa-1} , & \text{if } \kappa = k \\
\mu_{\kappa} - \mu_{\kappa-1} , & \text{else}
\end{cases}\]

Substituting (5.41)-(5.43) into (5.38) and (5.39) yields the following linear equations in terms of the Lagrangian multipliers:

\[
\Delta \mu_{\kappa} + \sum_{i, z_{in} \in Z_A} \lambda_{in} - \sum_{i, z_{i(n+1)} \in Z_A} \lambda_{i(n+1)} = 2 \left( \bar{p}_{R_{\kappa}|k} - \ddot{p}_{R_{\kappa}} + \ddot{p}_{R_{\kappa+1}} - \dot{p}_{R_{\kappa+1}|k} \right) \delta \mu_{\kappa} + \sum_{i, z_{in} \in Z_A} \lambda_{in} + \sum_{j, z_{ij} \in Z_A} \lambda_{ij}
\] (5.44)
\[
= 2 \left( \bar{p}_{R_{\kappa}|k} - \ddot{p}_{R_{\kappa}} + \ddot{p}_{L_{i}} - \dot{p}_{L_{i}|k} \right)
\] (5.45)
where

$$\Delta \mu_\kappa = \begin{cases} 
2\mu_\kappa - \mu_{\kappa+1}, & \text{if } \kappa = k_m \\
2\mu_\kappa - \mu_{\kappa-1}, & \text{if } \kappa = k - 1 \\
-\mu_{\kappa-1}, & \text{if } \kappa = k \\
2\mu_\kappa - \mu_{\kappa-1} - \mu_{\kappa+1}, & \text{else}
\end{cases}$$

In order to determine the Lagrangian multipliers, $\mu_\kappa$ and $\lambda_{ij}$, we stack equations (5.44)-(5.45) for all the measurements (constraints) into matrix-vector form and solve the resulting linear system. Once the Lagrangian multipliers are specified, the optimal linearization points can be obtained based on (5.41)-(5.43). Subsequently, the Jacobian and Hessian matrices are computed using the optimal linearization points, and then the standard Gauss-Newton steps are carried out (see Section 5.2.3). It should be pointed out that, as compared to the standard SWF and the PL-SWF, the OC-SWF only requires an additional computational overhead of linearly solving for the Lagrangian multipliers, which in general is cubic in the number of active proprioceptive and exteroceptive measurements.

### 5.5 Simulation results

A series of Monte-Carlo simulations were conducted under different conditions, in order to validate the capability of the proposed OC-SWF to improve estimation performance. As before, the metrics used to evaluate the estimator’s performance were RMSE and NEES [14]. In simulation tests presented in this section, we conducted 50 Monte-Carlo simulations, and compared four different estimators: (1) the batch-MAP estimator, (2) the standard SWF, (3) the PL-SWF [38], and (4) the proposed OC-SWF. In the simulation setup, a robot with a simple 3-wheel (2 active and 1 caster) kinematic model moves on a planar surface, at a constant velocity of $v = 0.5$ m/sec. The two active wheels are equipped with encoders, which measure their revolutions and provide measurements of velocity (i.e., right and left wheel velocities, $v_r$ and $v_l$, respectively), with standard deviation equal to $\sigma = 1\%v$ for each wheel. These measurements are used to obtain linear and rotational velocity measurements for the robot, which are given by $v = \frac{v_r + v_l}{2}$ and $\omega = \frac{v_r - v_l}{a}$, where $a = 0.5$ m is the distance between the active wheels. The standard deviation of the linear and rotational velocity measurement noise is thus equal to $\sigma_v = \frac{\sigma}{\sqrt{2}}$ and $\sigma_\omega = \frac{\sqrt{2}\sigma}{a}$, respectively. We considered a SLAM scenario where a robot
Figure 5.1: Monte-Carlo simulation results. It is clear that both the PL-SWF and OC-SWF perform significantly better than the standard SWF, in terms of both consistency (NEES) and accuracy (RMSE). Note also that the OC-SWF attains better performance than the PL-SWF.

moves along a circular trajectory of total length of about 500 m, and measures bearing angles to landmarks that lie within its sensing range of 10 m. There are 50 landmarks in total which are randomly generated along the robot trajectory. This can arise, for example, in the case in which a robot moves inside corridors and tracks its position and corners (landmarks) using a monocular camera. At each time step, approximately 10 landmarks are visible. In the SWFs we chose to maintain a sliding window comprising 20 robot poses and at most 10 active landmarks. To ensure a fair comparison among the SWF algorithms, all three of them process the same data and maintain the same states in their windows. In this simulation, the landmarks to be marginalized are chosen such that at least two “old” landmarks always remain in the window, to ensure that the uncertainty does not continuously increase. The batch-MAP estimator processes all measurements, and is used as the benchmark.

For the results presented here, we considered a case with relatively large measurement noise, compared to what is typically encountered in practice, since larger noise levels can lead to larger estimation errors, and thus less accurate linearization, which will make the effects of inconsistency more apparent. Specifically, the standard deviation of the bearing measurement noise was set to 10 deg. Fig. 5.1 shows the results for the robot pose based on the compared estimators, while Table 5.1 depicts the average NEES and RMSE for the landmark positions (averaged over all the landmarks). First notice that as expected, the batch-MAP estimator attains
Table 5.1: Landmark position estimation performance

<table>
<thead>
<tr>
<th></th>
<th>Batch-MAP</th>
<th>Std-SWF</th>
<th>PL-SWF</th>
<th>OC-SWF</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE for Landmark Position (m)</td>
<td>0.5184</td>
<td>2.7449</td>
<td>2.6713</td>
<td>2.6235</td>
</tr>
<tr>
<td>NEES for Landmark Position</td>
<td>3.7769</td>
<td>42.1306</td>
<td>12.3615</td>
<td>9.5719</td>
</tr>
</tbody>
</table>

the best performance, since it utilizes all the available information, while the SWFs discard the measurements belonging to the inactive measurement set, $Z_M$, due to marginalization. More importantly, the two observability-constrained smoothers (i.e., PL-SWF and OC-SWF) perform substantially better than the standard SWF, in terms of both consistency (NEES) and accuracy (RMSE). This is attributed to the fact that the appropriate parameter observability properties are preserved in the proposed observability-based smoothing framework. We also note that the OC-SWF achieves better performance than the PL-SWF. This is due to the fact that when the noise is large, the prior estimates used as linearization points in the PL-SWF are inaccurate (i.e., the linearization errors become significant), which degrades the estimator’s performance. In contrast, the OC-SWF employs, by construction, the optimal linearization points and thus yields better estimation accuracy.

5.6 Experimental results

To experimentally validate the performance of the OC-SWF, the estimator was tested on the original Victoria Park dataset courtesy of Nebot and Guivant. The experimental platform was a 4-wheeled vehicle equipped with a kinematic GPS, a laser sensor, and wheel encoders. The GPS system was used to provide ground truth for the robot position. Wheel encoders were used to provide odometric measurements, and propagation was carried out using the Ackerman model. In this particular application, since the most common feature in the environment were trees, the profiles of trees were extracted from the laser data, the centers of the trunks were then

---

3 It is available at: http://www-personal.acfr.usyd.edu.au/nebot/victoria_park.htm. Note that, to ensure the comparison to the batch MAP estimator, we here considered the first half of the dataset.
Figure 5.2: Experimental results: (a) The robot trajectory estimates as compared to the GPS data, and (b) estimation errors of robot position. It is clear that the OC-SWF performs more accurately than the standard SWF and the PL-SWF.

used as the point landmarks, and distance and bearing measurements to them were used for estimation [56].

In this test, we compared the same four estimators as in the preceding simulation: (1) the batch-MAP estimator, (2) the standard SWF, (3) the PL-SWF [38], and (4) the proposed OC-SWF. Since in this experiment, both true landmark positions and true robot orientations were unavailable, we only compared the robot position estimation performance, which is shown in Fig. 5.2. Specifically, Fig. 5.2(a) depicts the trajectory estimates produced by the four estimators as compared to the GPS ground truth, while Fig. 5.2(b) shows the estimation errors of the robot position over time. Note that since the GPS satellite signal was not always available, we computed the estimation errors only at the times when the GPS was available. As evident from Fig. 5.2, the OC-SWF performs significantly better than the standard SWF and the PL-SWF [38]. These results, along with those of the simulations presented in the previous section, show that it is essential for an estimator to ensure appropriate observability properties in order to improve its performance.
5.7 Summary

In this chapter, we addressed the consistency issue of the standard SWF. Even though the SWF is an appealing smoothing algorithm well-suited for real-time applications where the effects of nonlinearity of the measurements are significant, it can suffer from inconsistency. In particular, due to marginalization, the standard SWF uses different estimates for the same states as linearization points when computing the Hessian matrix, which results in its Hessian having a nullspace of lower dimension than the batch-MAP estimator. This implies that the standard SWF acquires spurious information and thus may become inconsistent. To address this issue, we have introduced an observability-based smoothing framework, which extends the methods presented in Chapter 2 for EKFs to the case of the SWF. Specifically, we select the linearization points at which the Hessian is evaluated, so as to ensure that the nullspace of the Hessian is of the same dimension as that of the batch-MAP estimator, while minimizing the linearization errors. Both simulation and experimental results have shown that the proposed OC-SWF performs better than the standard SWF as well as the PL-SWF [38], in terms of both accuracy and consistency.
Chapter 6

Towards General Nonlinear Systems with Partial-State Measurements

In this chapter, we study filter consistency for a broad class of nonlinear systems, i.e., observable nonlinear systems with partial-state measurements from different sources (sensors). In particular, we discover that despite the observability of such a general system, the standard EKF often become inconsistent due to the fact that it acquires spurious information from the measurements of each source. To address this issue, we adapt the observability-based methodology presented in the previous chapters, and develop new EKF algorithms to improve consistency by enforcing the filter to gain information from each source’s measurements only along the correct directions of the state space. Part of this chapter has been published in [73].

6.1 Introduction

Nonlinear filtering problems arise in numerous science and engineering fields, such as economics [34], statistical signal processing [91], radar tracking [17], and navigation and guidance systems [158]. These problems consist of estimating the state of a nonlinear stochastic system from noisy measurements. Although the EKF has been successfully applied to many nonlinear filtering problems, if the nonlinearities are significant, its variants are often used to improve performance. For example, the IEKF [14] iterates the filter update till convergence, by iteratively relinearizing the measurement function. Alternatively, the UKF [84] deterministically samples
the nonlinear function around the current state estimate, thus improving the linear approximation by linear regression. Nonlinear filtering problems are challenging for a number of reasons, and one particular difficulty is the inconsistency issue. In particular, no provably consistent filter can be constructed for a nonlinear system, and the consistency of every filter has to be evaluated experimentally. As defined in [14], a state filter is consistent if the estimation errors are zero-mean and have covariance smaller or equal to the one calculated by the filter. Consistency is one of the primary criteria for evaluating the performance of any filter; if a filter is inconsistent, then its estimation accuracy is unknown, which in turn makes the filter unreliable. In effect, significant empirical evidence shows that the standard EKF becomes inconsistent in nonlinear filtering problems such as robot localization [12, 27, 72, 75, 79, 85] (also see Chapters 2 and 3). The lack of understanding filter consistency and of algorithms for improving consistency is clearly a significant limitation.

In this chapter, we revisit the problem of filter consistency for a broad class of discrete-time nonlinear systems, by examining the directions of state space along which information is available from measurements of each source (sensor). Based on this analysis, we propose a novel methodology to improve consistency by ensuring that the filter acquires information from each source’s measurements only along the correct directions of the state space.

In particular, the Fisher information matrix (FIM) [14] for given measurements encapsulates all available information about the entire state of a stochastic system. By marginalizing all but the initial state, we obtain the corresponding FIM that contains all information available in the measurements for determining the initial state. Studying the FIM’s structure reveals the directions along which information is (un)available from the measurements. These can be exploited in the design of nonlinear estimation algorithms, i.e., enforcing estimators to gain information from measurements only along correct directions. Moreover, we show that the FIM of the initial state can be factorized in terms of the observability matrix of the corresponding deterministic system, and that these two matrices have same rank properties. Based on this key finding, in order to ensure consistent estimation, we impose the constraint of acquiring information along the correct directions on a novel decomposition (according to the different measurement sources) of the observability matrix, instead of the FIM. To this end, we introduce two different EKF algorithms that compute the appropriate filter Jacobians, either directly (i.e., by projecting the best-available Jacobians onto the information-available subspace) or indirectly (i.e., by first finding the optimal linearization points for computing the Jacobians). As a result, only
information actually available from each source’s measurements is gained, which substantially improves the estimation consistency and accuracy, as opposed to the standard EKF.

6.2 Methodology

We consider a general discrete-time nonlinear system of the following form:

\[ x_{k+1} = f(x_k, u_k) + w_k \quad \text{(6.1)} \]
\[ z_{i,k} = h(x_k, s_{i,k}) + v_{i,k}, \quad i \in \{1, \ldots, s\} \quad \text{(6.2)} \]

where \( x_k \in \mathbb{R}^n \) denotes the state of the system, \( u_k \in \mathbb{R}^n \) is the control input, and \( w_k \in \mathbb{R}^n \) is zero-mean white Gaussian process noise, i.e., \( w_k \sim \mathcal{N}(0, Q_k) \). \( z_{i,k} \in \mathbb{R}^m \) is the measurement taken from the \( i \)-th \((i \in \{1, \ldots, s\})\) measurement source (e.g., sensor), and is generally (although not necessarily) of lower dimension than the state vector, i.e., \( m < n \), which is the case of partial-state measurements we consider in this work. The parameter \( s_{i,k} \) denotes the known parameters of the \( i \)-th measurement source, such as the sensor’s location or a binary indicator of the availability of the \( i \)-th measurement. The random variable \( v_{i,k} \in \mathbb{R}^m \) is zero-mean white Gaussian measurement noise, i.e., \( v_{i,k} \sim \mathcal{N}(0, R_{i,k}) \).

We employ the EKF to recursively compute the state estimate and error covariance. Specifically, we linearize the nonlinear system at the linearization points, \( x^\star_{k|k-1} \) and \( x^\star_{k|k} \) (i.e., the linearization points before and after the update at time-step \( k \)) [see (6.1), (6.2)] and obtain the following linearized error-state system:

\[ \tilde{x}_{k+1|k} = \Phi_k \tilde{x}_{k|k} + w_k \quad \text{(6.3)} \]
\[ \tilde{z}_{i,k|k-1} = H_{i,k} \tilde{x}_{k|k-1} + v_{i,k}, \quad i \in \{1, \ldots, s\} \quad \text{(6.4)} \]

where

\[ \Phi_k = \nabla_{x_k} f \big|_{x^\star_{k|k-1}}, \quad H_{i,k} = \nabla_{x_k} h \big|_{x^\star_{k|k-1}} \quad \text{(6.5)} \]

The standard choice of linearization point is the current (and thus best) state estimate, which, however, as will be shown is not necessarily the best choice. Once the propagation and measurement Jacobians are computed, we propagate and update the state estimate and covariance,
respectively, as follows [14]:

\[
\hat{x}_{k+1|k} = f(\hat{x}_{k|k}, u_k)
\]

\[
P_{k+1|k} = \Phi_k P_{k|k} \Phi_k^T + Q_k
\]

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k r_k
\]

\[
P_{k|k} = P_{k|k-1} - K_k S_k K_k^T
\]

where \(K_k = P_{k|k-1} H_{i,k} S_k^{-1}\) is the Kalman gain, \(r_k = z_{i,k} - h(\hat{x}_{k|k-1}, s_{i,k})\) is the measurement residual, and \(S_k = H_{i,k} P_{k|k-1} H_{i,k}^T + R_{i,k}\) is the corresponding residual covariance.

### 6.2.1 Observability and Fisher information

Since the EKF is constructed based on the linearized system [see (6.3) and (6.4)], it is important to study the observability properties of the corresponding deterministic system (i.e., noise free). Observability examines whether the information provided by the available measurements is sufficient for estimating the initial state without ambiguity. In particular, the observability matrix [30, 112] for the linearized system (6.3)-(6.4) during the time interval \([0, k]\) is defined by [see (2.22)]:

\[
M = \begin{bmatrix}
H_0 \\
H_1 \Phi_0 \\
\vdots \\
H_k \Phi_{k-1} \cdots \Phi_0
\end{bmatrix}
\]

If the system is observable, then the corresponding observability matrix \(M\) is full-rank.

The FIM [14] is closely related to the system observability and precisely describes the information available in the measurements. Thus, by studying its properties, we can also gain insight about the directions in the state space along which information is actually available. To this end, we examine the structure of the Hessian (information) matrix of the corresponding batch-MAP estimation over the time interval \([0, k]\), which is known to be optimal [91]. In what follows, we show that the FIM of the initial state \(x_0\) (obtained by marginalization) has the same properties as the observability matrix, which motivates us to instead examine the observability matrix in our analysis.

As discussed in Section 5.2.3, the optimal batch-MAP estimator utilizes all available information to estimate the entire state trajectory that is formed by stacking all states in the time
Specifically, the batch-MAP estimator seeks to determine the entire state-space trajectory estimate \( \hat{x}_{0:k} \) by maximizing the following posterior pdf (assuming no prior is available):

\[
p(x_{0:k}|z_{0:k}) \propto \prod_{\kappa=0}^{k-1} p(x_{\kappa+1}|x_{\kappa}) \prod_{\kappa=0}^{k} p(z_{i,\kappa}|x_{\kappa})
\]

where \( z_{0:k} \) denotes all the sensor measurements in the time interval \([0, k]\). In the above expression, we have employed the assumption of independent state and measurement noise and the Markovian property of the system dynamics [see (6.1) and (6.2), respectively]. Moreover, using the assumption of Gaussian noise, the above posterior pdf (6.12) can be written as:

\[
p(x_{0:k}|z_{0:k}) \propto \prod_{\kappa=0}^{k-1} \frac{1}{\sqrt{2\pi Q_{\kappa}}} \exp \left( -\frac{1}{2} \left\| x_{\kappa+1} - f(x_{\kappa}, u_{\kappa}) \right\|_{Q_{\kappa}}^2 \right) \times \prod_{\kappa=0}^{k} \frac{1}{\sqrt{2\pi R_{i,\kappa}}} \exp \left( -\frac{1}{2} \left\| z_{i,\kappa} - h(x_{\kappa}, s_{i,\kappa}) \right\|_{R_{i,\kappa}}^2 \right)
\]

Due to the monotonicity of the negative logarithm, the maximization of (6.13) is equivalent to the minimization of the following cost function under mild assumptions:

\[
c(x_{0:k}) = \sum_{\kappa=0}^{k-1} \frac{1}{2} \left\| x_{\kappa+1} - f(x_{\kappa}, u_{\kappa}) \right\|_{Q_{\kappa}}^2 + \sum_{\kappa=0}^{k} \frac{1}{2} \left\| z_{i,\kappa} - h(x_{\kappa}, s_{i,\kappa}) \right\|_{R_{i,\kappa}}^2
\]

The Hessian (information) matrix is computed as [see (5.19)]:

\[
A = \sum_{\kappa=0}^{k-1} F_{\kappa}^T Q_{\kappa}^{-1} F_{\kappa} + \sum_{\kappa=0}^{k} H_{\kappa}^T R_{\kappa}^{-1} H_{\kappa}
\]

with

\[
F_{\kappa} = \begin{bmatrix} 0 & \cdots & -\Phi_{\kappa} & I_n & \cdots & 0 \end{bmatrix}
\]

\[
H_{\kappa} = \begin{bmatrix} 0 & \cdots & -H_{\kappa} & \cdots & 0 \end{bmatrix}
\]

where \( H_{\kappa} = H_{i,\kappa} \) and \( R_{\kappa} = R_{i,\kappa} \), if the \( i \)-th source provides the measurement at time-step \( \kappa \), i.e., \( z_{\kappa} = z_{i,\kappa} \) (note that hereafter we will use these notations interchangeably). It is important
to note that due to the sparse structure of $\mathcal{F}_\kappa$ and $\mathcal{H}_\kappa$ [see (6.16) and (6.17)], the FIM (6.15) has banded structure:

$$
A = 
\begin{bmatrix}
\Phi_0^T Q_0^{-1} \Phi_0 + H_0^T R_0^{-1} H_0 & -\Phi_0^T Q_0^{-1} & 0 & \cdots & 0 \\
-\Phi_0^T Q_0^{-1} & Q_0^{-1} + \Phi_1^T Q_1^{-1} \Phi_1 + H_1^T R_1^{-1} H_1 & -\Phi_1^T Q_1^{-1} & \cdots & 0 \\
& \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & -Q_{k-2}^{-1} \Phi_{k-2} & Q_{k-2}^{-1} + \Phi_{k-1}^T Q_{k-1}^{-1} \Phi_{k-1} + H_{k-1}^T R_{k-1}^{-1} H_{k-1} & -\Phi_{k-1}^T Q_{k-1}^{-1} \\
0 & \cdots & 0 & -Q_{k-1}^{-1} \Phi_{k-1} & Q_{k-1}^{-1} + H_k^T R_k^{-1} H_k \\
\end{bmatrix}
$$

(6.18)

We now show that the Schur complement of the full FIM with respect to the initial state $x_0$ (i.e., the information matrix of $x_0$, denoted by $A_0$), has the following relation to the observability matrix $M$:

**Lemma 6.2.1.** The FIM of the initial state $x_0$, i.e., the corresponding Schur complement of the full FIM, can be factorized as:

$$
A_0 = M^T \Sigma M
$$

(6.19)

where $M$ is the observability matrix and $\Sigma$ is a nonsingular (full-rank) real symmetric block-diagonal matrix.

**Proof.** See Appendix D.1.

From this lemma as well as the linear algebra theory [49], studying the FIM of the initial state is equivalent to examining the observability matrix. Therefore, the FIM essentially can be seen as the “observability gramian” for the corresponding stochastic system. Note also that the stochastic system (6.1)-(6.2) is observable if and only if the corresponding deterministic system is observable. In the following, we will exploit this result and decompose the observability matrix in a novel way (i.e., based on the measurement sources), which inspires the proposed approaches for improving filter consistency.
6.2.2 Algorithms

Due to the additive property of the measurement information, we decompose the FIM according to the measurements originated from each of the $s$ sources [see (6.15)]:

$$
A = \sum_{\kappa=0}^{k-1} F_{\kappa} Q_{\kappa}^{-1} F_{\kappa} + \sum_{i=1}^{s} k \sum_{\kappa=0}^{k} H_{i,\kappa}^{T} R_{i,\kappa}^{-1} H_{i,\kappa}
$$

$$
= \sum_{i=1}^{s} \left( \sum_{\kappa=0}^{k-1} F_{\kappa} Q'_{\kappa}^{-1} F_{\kappa} + \sum_{\kappa=0}^{k} H_{i,\kappa}^{T} R_{i,\kappa}^{-1} H_{i,\kappa} \right) \quad \text{(6.20)}
$$

where $Q'_{\kappa} \triangleq s Q_{\kappa}$ denotes the inflated state-noise covariance for the each of the $s$ sources, used in order to compensate for the decomposition. Hence, $A_i$ is the full FIM constructed using measurements only from the $i$-th source. Based on Lemma 6.2.1, the corresponding FIM of the initial state $A_{0i}$ can be written as:

$$
A_{0i} = M_i^{T} \Sigma M_i \quad \text{(6.21)}
$$

It is important to note that in (6.21), $M_i$ is the “observability matrix” which is constructed using the measurements only from the $i$-th source, but padded with zeros for the measurements from the other sources, in order to match the dimension of the full observability matrix $M$ [e.g., see (6.23)]. This immediately results in $M_i^{T} M_j = 0$ for $i \neq j$. Note also that we directly use $\Sigma$ in (6.21), since zeros in $M_i$ will cancel out the corresponding submatrices in $\Sigma$ to the measurements from the $j$-th source ($j \neq i$) [see (D.14)]. Therefore, this result (6.21) leads to the following decomposition of the observability matrix:

**Lemma 6.2.2.** The observability matrix is decomposed as:

$$
M = \sum_{i=1}^{s} M_i \quad \text{(6.22)}
$$

*Proof.* Using the fact that $M_i^{T} M_j = 0$ for $i \neq j$, we have [see Lemma 6.2.1, (6.20) and (6.21)]:

$$
M^{T} \Sigma M = A_0 = \sum_{i=1}^{s} A_{0i} = \sum_{i=1}^{s} M_i^{T} \Sigma M_i \Rightarrow M = \sum_{i=1}^{s} M_i
$$

$\square$
We thus see that based on the decomposition of the FIM of the initial state according to the measurement sources, the observability matrix can be accordingly decomposed. For instance, if the $i$-th source provides measurement intermittently at even time steps only, then the $i$-th decomposition of the observability matrix, $M_i$, assumes the following form (by assuming $k$ is even):

$$M_i = \begin{bmatrix}
     H_{i,0} & 0 & \cdots & \cdots \\
     0 & \ddots & \cdots & \cdots \\
     \vdots & \ddots & \ddots & \cdots \\
     H_{i,k-2}\Phi_{k-3}\cdots\Phi_0 & \cdots & \cdots & 0 \\
     0 & \cdots & \cdots & H_{i,k}\Phi_{k-1}\cdots\Phi_0
\end{bmatrix}$$  \hspace{1cm} (6.23)

It is interesting to note that in many cases (e.g., see Section 6.3) the decomposition of the observability matrix (6.23), $M_i$, is rank-deficient, although the observability matrix (6.10), $M$, is full-rank, i.e., the linearized system (6.3)-(6.4) is observable. The right nullspace of the matrix, $M_i$, and thus the decomposition of the FIM (6.21), $A_{0i}$, dictates the directions of the state space along which no information is available from the measurements of the $i$-th source. If these directions are incorrect, the filter acquires spurious information from the $i$-th source’s measurement, and hence is expected to become inconsistent. Therefore, to ensure consistent estimation, the filter should have $M_i$, and hence $A_{0i}$, of correct nullspace, for $i = 1, \ldots, s$, so that no nonexistent information is gained from the measurements available from each source. To this end, in computing the filter Jacobians at each time step, we explicitly enforce the following constraint on the decompositions of the observability matrix, i.e., each $M_i$ has correct nullspace denoted by $N_i$ [see (6.23)]:

$$M_iN_i = 0 \iff \begin{cases}
     H_{i,0}N_i = 0, & \text{if } \kappa = 0 \\
     H_{i,\kappa}\Phi_{\kappa-1}\cdots\Phi_0N_i = 0, & \text{if } \kappa > 0
\end{cases}$$  \hspace{1cm} (6.24)

In particular, $N_i$ is a design choice which defines the desired nullspace for the $i$-th measurement source, and one practical choice will be the nullspace of the first measurement Jacobian $H_{i,0}$, i.e., $H_{i,0}N_i = 0$. Once $N_i$ has been selected, the next design decision is to compute the filter Jacobians appropriately, so that (6.24) is satisfied.

We first propose to compute the Jacobians indirectly, i.e., to find optimal linearization points that minimize the linearization errors of the points $x_{k|k}^*$ and $x_{k+1|k}^*$ used in computing the filter
Jacobians, $\Phi_k$ and $H_{k+1}$, at time-step $k+1$, subject to the constraint that ensures each $M_i$ to have the correct nullspace (6.24). Similarly to the OC-EKF2 in Section 2.5.2, this can be formulated as the following constrained minimization problem:

$$\min_{x_{k|k}, x_{k+1|k}} \int \|x^*_k - x_k\|^2 p(x_k|z_{0:k})dx_k + \int \|x^*_k - x_{k+1}\|^2 p(x_{k+1}|z_{0:k})dx_{k+1} \quad (6.25)$$

subject to $H_{i,k} \Phi_{k-1} \cdots \Phi_0 N_i = 0, \forall i = 1, \ldots, s \quad (6.26)$

In general, it is intractable to solve this problem analytically. However, when $p(x_k|z_{0:k})$ and $p(x_{k+1}|z_{0:k})$ are Gaussian which is the assumption employed in the EKF, this problem can be simplified based on the following lemma, and then solved analytically by using Lagrangian multipliers:

**Lemma 6.2.3.** When $p(x_k|z_{0:k})$ and $p(x_{k+1}|z_{0:k})$ are Gaussian, the constrained minimization problem (6.25) and (6.26) is equivalent to the following problem:

$$\min_{x_{k|k}, x_{k+1|k}} \|x^*_k - \hat{x}_k\|^2 + \|x^*_k - \hat{x}_k\|^2 \quad (6.27)$$

subject to $H_{i,k} \Phi_{k-1} \cdots \Phi_0 N_i = 0, \forall i = 1, \ldots, s \quad (6.28)$

**Proof.** Analogous to the proof of Lemma 2.5.3. \qed

Alternatively, we can compute the desired filter Jacobians directly. Similarly to the OC-EKF3 in Section 2.5.3, we compute the propagation Jacobian $\Phi_k (\kappa = 0, \ldots, k-1)$ in the same way as in the standard EKF, while enforcing the information constraint (6.24) for computing the measurement Jacobian:

$$\min_{H_{i,k}} \|H_{i,k} - H_o\|^2_F \quad (6.29)$$

subject to $H_{i,k} \Phi_{k-1} \cdots \Phi_0 N_i = 0, \forall i = 1, \ldots, s \quad (6.30)$

In the above expression, $H_o$ ideally is the measurement Jacobian computed using the true states, which, however, is not realizable in any practice. Hence, we employ the latest, and thus the best, state estimates for computing this Jacobian as in the standard EKF, i.e., $H_o = H_o(\hat{x}_{k|k-1})$. The optimal solution to the above problem (6.29)-(6.30) is obtained in *closed form* by application of the following lemma:
Figure 6.1: Illustration of the application of the two-radar target tracking: A target (robot) moves on a plane and two radars, \( s_1 \) and \( s_2 \), alternate between measuring distance to the target. For example, at time-step \( k = 1 \), the first radar, \( s_1 \), measures distance to the target; at time-step \( k = 2 \), the second radar, \( s_2 \), measures distance to the target; at time-step \( k = 3 \), \( s_1 \) measures distance again; and so on so forth.

**Lemma 6.2.4.** The optimal solution to the constrained minimization problem (6.29)-(6.30) is:

\[
H_{i,k} = H_a \left( I_n - U_i (U_i^T U_i)^{-1} U_i^T \right)
\]

where \( U_i = \Phi_{k-1} \cdots \Phi_0 N_i \).

Proof. Analogous to the proof of Lemma 2.5.4.

Note that \( U_i \) in (6.31) is the propagated nullspace of the \( i \)-th source at time-step \( k \), and \( (I_n - U_i (U_i^T U_i)^{-1} U_i^T) \) is the subspace orthogonal to \( U_i \), i.e., the subspace at time-step \( k \) where information is available. Hence, as seen from (6.31), \( H_{i,k} \) is the projection of the best-available measurement Jacobian onto the information-available subspace.

### 6.3 Example: Two-radar target tracking

In order to verify the preceding analysis and validate the proposed methodology, in this section, we consider a particular application of two radars tracking a target. Consider a target (robot) that moves on a plane and two radars alternatively provide distance measurements to the target (see Fig. 6.1). Using such intermittent distance measurements as well as odometry measurements, we employ the EKF to estimate the target’s pose (position and orientation) in a global frame of reference, denoted by \( x_k = \left[ p_k^T \phi_k \right]^T = \left[ x_k \ y_k \ \phi_k \right]^T \). In what follows, we describe the motion and measurement models of this system in the context of the standard EKF.
In the propagation step, the target (robot) is assumed to be equipped with an odometer that provides measurements processed to obtain an estimate of the pose change between two consecutive time steps, and then employed in the EKF to propagate the state estimate. The EKF propagation equations are identical to (2.2)-(2.3), i.e.,

\[
\hat{p}_{k+1|k} = \hat{p}_{k|k} + C(\hat{\phi}_{k|k})^T \hat{p}_{k+1}
\]

(6.32)

\[
\hat{\phi}_{k+1} = \hat{\phi}_{k|k} + k \hat{\phi}_{k+1}
\]

(6.33)

where \(C(\cdot)\) denotes the \(2 \times 2\) rotation matrix, and \(k \hat{x}_{k+1} = [k \hat{p}_{k+1}^T \ k \hat{\phi}_{k+1}]^T\) is the odometry-based estimate of the target’s motion between time-steps \(k\) and \(k + 1\). This estimate is corrupted by zero-mean white Gaussian noise \(w_k = kx_{k+1} - k\hat{x}_{k+1}\), with covariance matrix \(Q_k\). The linearized error-state propagation can be derived in analogy to (2.6), i.e.,

\[
\tilde{x}_{k+1|k} = \Phi_k \tilde{x}_{k|k} + G_k w_k
\]

(6.34)

where the state and noise Jacobians are given by

\[
\Phi_k = \begin{bmatrix} I_2 & J(\hat{p}_{k+1|k} - \hat{p}_{k|k}) \\ 0_{1 \times 2} & 1 \end{bmatrix}
\]

(6.35)

\[
G_k = \begin{bmatrix} C(\hat{\phi}_{k|k}) & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \end{bmatrix}
\]

(6.36)

The distance measurement provided by the \(i\)-th radar at time-step \(k + 1\) is given by:

\[
z_{i,k+1} = ||p_{k+1} - p_{S_i}|| + v_{i,k+1} = \sqrt{(x_{k+1} - x_{S_i})^2 + (y_{k+1} - y_{S_i})^2 + v_{i,k+1}}, \ i = 1, 2
\]

(6.37)

where \(p_{S_i} \triangleq [x_{S_i} \ y_{S_i}]^T\) is the known position of the \(i\)-th radar expressed in the global frame of reference, and \(v_{i,k+1}\) is zero-mean white Gaussian measurement noise, with variance \(\sigma_{i,k+1}^2\), i.e., \(v_{i,k+1} \sim \mathcal{N}(0, \sigma_{i,k+1}^2)\). Due to the nonlinearity of this measurement function, it is linearized for the use of EKF, which is given by:

\[
\tilde{z}_{i,k+1} \simeq H_{i,k+1} \tilde{x}_{k+1|k} + v_{i,k+1}
\]

(6.38)

where the measurement Jacobian is computed as:

\[
H_{i,k+1} = \frac{(p_{k+1|k} - p_{S_i})^T}{||p_{k+1|k} - p_{S_i}||} = \frac{(\hat{p}_{k+1|k} - p_{S_i})^T}{||\hat{p}_{k+1|k} - p_{S_i}||} \underbrace{\begin{bmatrix} I_2 & J(\hat{p}_{k+1|k} - p_{S_i}) \\ \delta_{i,k+1} \end{bmatrix}}_{\delta_{i,k+1}}
\]

(6.39)
6.3.1 Observability analysis

We now examine the observability matrix (and thus the information matrix), and show that in
the standard EKF the decompositions of the observability matrix with respect to different radars
have different nullspace than the ideal case where the true states are used in computing filter
Jacobians and which is expected to have correct observability properties.

Ideal EKF linearized system

To facilitate the ensuing analysis, we begin with the ideal case of a single radar providing
distance measurements. Proceeding analogously to Section 2.4.2, the Jacobians of the ideal
EKF are evaluated using the true values of the state variables, i.e., \( \mathbf{x}_{k|k} = \mathbf{x}_{k|k-1} = \mathbf{x}_k \), for all
\( k \). Note that all matrices evaluated using the true state values are denoted by the symbol “\( \tilde{\cdot} \)”. In
this case, by noting that \( \tilde{\mathbf{H}}_k \tilde{\mathbf{F}}_{k-1} \cdots \tilde{\mathbf{F}}_0 = \tilde{\alpha}_k \left[ \mathbf{I}_2 \cdot \mathbf{J}(\mathbf{p}_0 - \mathbf{p}_S) \right] \) \( (6.40) \)
the observability matrix is computed as [see (6.10)]:

\[
\tilde{\mathbf{M}} = \text{Diag} (\tilde{\alpha}_0, \tilde{\alpha}_1, \cdots, \tilde{\alpha}_K) \begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}(\mathbf{p}_0 - \mathbf{p}_S) \\
\mathbf{I}_2 & \mathbf{J}(\mathbf{p}_0 - \mathbf{p}_S) \\
\vdots & \vdots \\
\mathbf{I}_2 & \mathbf{J}(\mathbf{p}_0 - \mathbf{p}_S)
\end{bmatrix} \quad (6.41)
\]

Using the theorem of the rank of the matrix product [113], we can show that \( \text{rank}(\tilde{\mathbf{M}}) = 2 \) and
\( \text{null}(\tilde{\mathbf{M}}) = \begin{bmatrix} \mathbf{J}(\mathbf{p}_0 - \mathbf{p}_S) \\ 1 \end{bmatrix} \) (see Lemma 2.4.3). This implies that the distance measurements of
single radar provide information only about two d.o.f., which agrees with our intuition.

Now we extend this analysis to the ideal case where two radars alternatively provide distance
measurements to the target. Specifically, by proceeding similarly to Section 2.4.2, we can
compute the observability matrix of the ideal-EKF linearized system in this case as follows:

\[
\mathbf{\tilde{M}} = \text{Diag} (\tilde{\alpha}_1, 0, \tilde{\alpha}_2, \ldots, \tilde{\alpha}_{1,k-1}, \tilde{\alpha}_{2,k})
\]

\[
\mathbf{\tilde{D}} = \begin{bmatrix}
I_2 & J(p_0 - p_{S_1}) \\
0_{2 \times 2} & 0_{2 \times 1} \\
\vdots & \vdots \\
I_2 & J(p_0 - p_{S_1}) \\
0_{2 \times 2} & 0_{2 \times 1}
\end{bmatrix}
\]

\[
\mathbf{\tilde{D}} = \begin{bmatrix}
I_2 & J(p_1 - p_{S_2}) \\
0_{2 \times 2} & 0_{2 \times 1} \\
\vdots & \vdots \\
I_2 & J(p_1 - p_{S_2})
\end{bmatrix}
\]

where \( \tilde{M}_1 \) and \( \tilde{M}_2 \) are the decompositions of the observability matrix \( \tilde{M} \), with respect to the first and second radar, respectively. It is not difficult to see that \( \text{rank}(\tilde{M}_1) = \text{rank}(\tilde{M}_2) = 2 \), which agrees with the preceding result in the single-radar case, even though the observability matrix is full-rank, i.e., \( \text{rank}(\tilde{M}) = 3 \), and thus the ideal-EKF linearized system is observable.

**Standard EKF linearized system**

However, the ideal EKF is not realizable in practice since the true states are generally not available. Therefore, we now consider the standard EKF which computes the Jacobians using the current state estimates, and show that the preceding results do not hold for the standard EKF linearized system. Specifically, the observability matrix for the two-radar scenario under
consideration can be computed as [see (6.10)]:

\[
M = \text{Diag}(\hat{\alpha}_{1,0}, \hat{\alpha}_{2,1}, \ldots, \hat{\alpha}_{1,k-1}, \hat{\alpha}_{2,k})
\]

\[
= \hat{D} \begin{bmatrix}
I_2 & J(\hat{p}_{0|0} - p_{S_1}) \\
0_{2 \times 2} & 0_{2 \times 1} \\
\vdots & \vdots \\
I_2 & J(\hat{p}_{k-1|k-1} + \sum_{\kappa=1}^{k-2} \Delta \hat{p}_\kappa - p_{S_1}) \\
0_{2 \times 2} & 0_{2 \times 1}
\end{bmatrix}
\]

\[
+ \hat{D} \begin{bmatrix}
0_{2 \times 2} & 0_{2 \times 1} \\
I_2 & J(\hat{p}_{1|0} - p_{S_2}) \\
\vdots & \vdots \\
I_2 & J(\hat{p}_{k|k} + \sum_{\kappa=1}^{k-1} \Delta \hat{p}_\kappa - p_{S_2})
\end{bmatrix}
\]

(6.43)

where \(\Delta \hat{p}_\kappa \triangleq \hat{p}_\kappa|_\kappa - \hat{p}_\kappa|_{\kappa-1}\) is the correction in the target position due to the EKF update at time-step \(\kappa\), and in general does not vanish. As a result, the decompositions of the observability matrix becomes full-rank, i.e., \(\text{rank}(M_1) = \text{rank}(M_2) = 3\), although the observability matrix is still full-rank, \(\text{rank}(M) = 3\). This implies that the standard EKF acquires nonexistent information along one direction of the state space from each radar’s measurements, which may lead to inconsistency and thus confirms our preceding analysis. Next, we apply the algorithms presented in Section 6.2.2 to this system so as to improve EKF consistency.

### 6.3.2 Application of the algorithms

In particular, we choose the desired nullspace of the decompositions of the observability matrix for the two radars as follows (i.e., using the corresponding first state estimates when the two sensors provide their first measurements):

\[
N_1 = \begin{bmatrix}
J(\hat{p}_{0|0} - p_{S_1}) \\
1
\end{bmatrix}
\]

(6.44)

\[
N_2 = \begin{bmatrix}
J(\hat{p}_{1|0} - p_{S_2}) \\
1
\end{bmatrix}
\]

(6.45)

We first describe the indirect algorithm for computing EKF Jacobians, which finds optimal linearization points by solving the problem (6.27)-(6.28). In this case, the constraint (6.28) can
be simplified as [see (6.43)]:

\[ H_{i,k} \Phi_{k-1} \cdots \Phi_0 N_i = 0 \]

\[ \Leftrightarrow \hat{\alpha}_{i,k} \left[I_2 J \left(p_{0|0}^* + \sum_{\kappa=1}^{k} \Delta p_{\kappa}^* - p_{S_l} \right)\right] N_i = 0 \]

\[ \Leftrightarrow p_{k|k}^* = p_{k|k-1}^* - \sum_{\kappa=1}^{k} \Delta p_{\kappa}^* \quad \text{(6.46)} \]

where we have employed the definition similar to \( \Delta \hat{p}_\kappa \), i.e., \( \Delta p_{\kappa}^* \triangleq p_{\kappa|\kappa}^* - p_{\kappa|\kappa-1}^* \). Similarly to the OC-EKF2 (see Section 2.5.2), using the method of Lagrangian multipliers, we can analytically solve for the optimal solution to the problem (6.27)-(6.28):

\[ p_{k|k}^* = p_{k|k-1}^* = \hat{p}_{k|k-1}^* \]

\[ \phi_{k|k}^* = \hat{\phi}_{k|k}^* \quad \phi_{k|k-1}^* = \hat{\phi}_{k|k-1}^* \quad \text{(6.47)} \]

Alternatively, we can use the direct algorithm for computing EKF Jacobians. Specifically, we directly apply the optimal solution of the measurement Jacobian (6.31), i.e., projecting the best-available measurement Jacobian onto the information-available directions (see Lemma 6.2.4), while computing the propagation Jacobians in the same way as the standard EKF [see (6.35)].

It is important to point out that in the both proposed EKF algorithms, once the filter Jacobians are computed, the state estimates and covariance are propagated and updated in the same way as in the standard EKF. Note also that the proposed EKFs are causal and realizable in practice, since they do not use any information about the future or true states.

### 6.3.3 Numerical results

To demonstrate the capability of the proposed algorithms to improve filter consistency, we conducted 100 Monte-Carlo simulations under various conditions, and as before, employed the RMSE and NEES [14] as the metrics to evaluate the filters’ performance. In this numerical simulation test, a target (robot) with a simple differential drive model moved on a planar surface, at a constant velocity of \( v = 0.25 \text{ m/sec} \). The two-drive wheels were equipped with encoders, which measure their revolutions and provide measurements of velocity (i.e., right and left wheel velocities, \( v_r \) and \( v_l \), respectively), with standard deviation equal to \( \sigma = 1\%v \) for each wheel. These measurements were used to obtain the linear and rotational velocity measurements for the target, which are given by \( v = \frac{v_r + v_l}{2} \) and \( \omega = \frac{v_r - v_l}{a} \), where \( a = 0.5 \text{ m} \) is the...
distance between the active wheels. The standard deviations of the linear and rotational velocity measurement noise were thus equal to \( \sigma_v = \frac{\sigma}{\sqrt{2}} \) and \( \sigma_\omega = \sqrt{2} \sigma_a \), respectively. Two radars with known positions alternatively provide distance measurements to the target. The standard deviation of the distance-measurement noise was equal to 10% of the radar-to-target distance. It should be noted that the sensor-noise levels selected for the simulations are larger than what is typically encountered in practice. This was done on purpose in order to make the effects of inconsistency more apparent, since larger noise leads to larger estimation errors, and thus less accurate linearization.

Fig. 6.2 shows the Monte-Carlo results of the average NEES and RMSE for the robot (target) pose. It becomes clear that the proposed EKFs (i.e., the indirect and direct EKFs) perform much better than the standard EKF, and very close to the benchmark, the ideal EKF, in terms of both consistency (NEES) and accuracy (RMSE). This is attributed to the fact that the proposed EKFs acquire the information only along the correct directions of the state space from each radar’s measurements.
6.4 Summary

In this chapter, we have studied the filter inconsistency issue in discrete-time nonlinear systems where only partial-state measurements are available. We showed that despite the system observability, the linearized filters such as the EKF still can become inconsistent. To understand the causes of the inconsistency, we examined the FIM of the initial state (by marginalizing all but the initial state) and showed that it is closely related to the observability matrix. Moreover, we proposed a novel decomposition of the observability matrix of the linearized system with respect to different sources of measurements, and proved that when using the standard EKF, each decomposition of the observability matrix has higher rank than that of the ideal case. This implies that the filter gain spurious information from the measurements of each source, which leads to inconsistency. To address this issue, we proposed to compute the filter Jacobians in such a way that ensures that each decomposition of the observability matrix has nullspace of correct dimension. We applied the proposed algorithms to the problem of two-radar target tracking, and demonstrated the superior performance of the proposed filters over the standard approach.
Chapter 7

A Bank of MAP Estimators for Target Tracking

In this chapter, we study the consistency of nonlinear estimators from a perspective different than the system observability used in the previous chapters, i.e., finding and tracking multiple modes of the posterior pdf, and present a general framework to improve consistency for estimation problems with polynomial (nonlinear) measurement functions. The key idea of our approach is to analytically select and track state hypotheses (the modes of the posterior pdf). We apply our proposed approach to the particular problem of target tracking, i.e., estimating the kinematic state of a moving target using only range or bearing measurements from a single mobile sensor (robot) whose position and orientation are known. Parts of this chapter have been published in [76, 77].

7.1 Introduction

Nonlinear estimation problems such as target tracking are often addressed using linearized estimators (e.g., the EKF [14, 17]). These estimators suffer from linearization errors and the inability to track multimodal pdfs, which often arise in nonlinear estimation problems. Several methods have been proposed to reduce linearization errors. For example, the IEKF [14] iterates the filter update till convergence, by relinearizing the measurement function at each iteration; The UKF [84] deterministically samples the nonlinear function around the state estimate, thus improving the linear approximation. However, any (explicit or implicit) linearization-based
filtering approach marginalizes all but the current state, and hence is unable to refine past linearization points. In contrast, a batch-MAP estimator \[91\] computes the estimates for the states at all time steps using all available measurements. This allows continuous relinearization of the entire state trajectory, which greatly reduces linearization errors. However, just as the EKF and its variants, the batch-MAP estimator can only track one, of the potentially many, modes of the posterior pdf. Only a few estimators, such as the multi-hypothesis EKF (MHEKF) \[99\] and the PF \[8, 41, 58\], are specifically designed to treat multimodal distributions by simultaneously tracking a set of different state estimates. However, in most cases these hypotheses are generated randomly, thus wasting a considerable portion of the computational resources.

In this chapter, we present a \textit{parametric linearized} estimation framework that provides both relinearization and multi-hypothesis tracking, together with a highly efficient hypothesis generation scheme. Ideally, the optimal approach to the batch-MAP estimation problem would be to compute all modes of the posterior pdf, thus ensuring a globally optimal estimate. However, as our analysis will show later, this approach is computationally intractable due to the growing size of the state vector. We therefore relax the problem, and optimize only for the current state at each time step, treating the state history of each hypothesis as a constant prior. We first convert the nonlinear cost function of this subproblem into polynomial or rational form, and subsequently employ algebraic geometry techniques \[33\] to analytically compute all local minima and thus all modes of the pdf. Each mode is used to initialize a new MAP estimator in the bank, thus allowing to track the most probable hypotheses of the state trajectory, and in turn greatly improving the accuracy and consistency of the MAP estimate. At the same time, we achieve low, resource-adaptive computational cost through pruning and marginalization. The former controls the exponential growth of hypotheses, while the latter limits the size of the state vector. We successfully apply the proposed bank of MAP approach to both range-only and bearing-only target tracking. We stress that apart from the particular application of target tracking treated in this work, the proposed framework is applicable to a broad class of nonlinear estimation problems in robotics and computer vision that can be expressed in (or converted into) polynomial form.
7.2 Related work

The problem of target tracking has been studied for decades and many different estimators of both batch and recursive types have been proposed in the literature [14, 17]. Among these algorithms, the EKF is one of the most widely used methods. However, due to the fact that the EKF is unable to refine the past linearization points when new measurements become available and thus can result in large linearization errors, it gives unsatisfactory performance. This has given rise to refinements of the EKF developed specifically for bearing-only tracking, e.g., the modified polar coordinates EKF [1] and the shifted Rayleigh filter [31]. However, these EKF variants can only track a single mode (more precisely, mean) of the posterior pdf of the target state and thus suffer from the same problem as the EKF, i.e., they can potentially track an inaccurate mode of the pdf and hence become inconsistent or even diverge.

To mitigate the aforementioned issue, a MHEKF was proposed specifically for bearing-only tracking in [99] to track multiple hypotheses of the target state. The MHEKF makes an assumption about the minimum and maximum distances between the sensor and target and partitions this range interval to a number of subintervals, each representing a hypothesis regarding the true range of the target. A bank of independently operating range-parameterized EKFs are thus created, each designed for one of the hypotheses and receiving the same bearing measurement. The MHEKF determines a fixed number of EKFs at the first available measurement, and this idea was extended in [122] so that the filter bank can dynamically change its size at each time step based on the current measurement likelihood. Since no filter in the MHEKF can guarantee computing the globally optimal estimate (due to the multimodal nature of the distribution as well as its inability to relinearize the nonlinear measurement function), this approach can also become inconsistent and diverge. Note that this method assumes prior knowledge about the range interval, while this might not always be available in real applications of bearing-only tracking (e.g., using cameras). More importantly, this approach does not provide a measurable criterion about how many partitions are needed in the assumed range interval and where to choose them. In contrast, our proposed bank of MAP estimators selects most probable hypotheses of the target trajectory based on local optimality at each time step.

Considerable attention has recently been paid to the PF for both bearing-only and range-only target tracking [8, 28, 50, 57, 58, 134], because of its capability of solving nonlinear estimation
problems with multimodal pdfs. In the standard (bootstrap) PF, each particle represents a hypothesis of the target state, weighted by its measurement likelihood. If the particles sample the state space sufficiently, the PF will converge to the true distribution. However, the particles are usually initialized randomly, and if far from a mode of the pdf, their weights can decay quickly and lead to particle depletion and thus inconsistency, even if a resampling scheme is employed. This is due to the fact that the very few surviving particles may not be sufficient to represent the underlying multimodal pdf. Therefore, in order to converge to good estimates, the PF requires to use a large number of particles, thus exacerbating its computational demands. In contrast, the proposed estimator analytically computes all modes of the posterior pdf at the current time step and efficiently focuses the available computational resources on the most probable hypotheses of the state.

7.3 Problem formulation

Consider a single sensor (robot) moving in a plane and estimating the state (position, velocity, etc.) of a moving target, by processing the available range or bearing measurements. In this work, we study the case of global tracking, i.e., the position of the target is expressed with respect to a fixed (global) frame of reference, instead of a relative sensor-centered one. We hereafter assume that the pose (position and orientation) of the tracking sensor is known with high accuracy in the global frame of reference (e.g., from GPS and compass measurements). The state vector of the target at time-step $k$ is defined as a vector of dimension $2N$, where $N − 1$ is the highest order of time derivative of the target position described by a known stochastic target motion model, and can include components such as position, velocity, acceleration, etc.:

$$x_k = \begin{bmatrix} x_{T_k} & y_{T_k} & \dot{x}_{T_k} & \dot{y}_{T_k} & \ddot{x}_{T_k} & \ddot{y}_{T_k} & \cdots \end{bmatrix}^T =: \begin{bmatrix} p_{T_k}^T & d_{T_k}^T \end{bmatrix}^T$$

(7.1)

where $p_{T_k} \triangleq \begin{bmatrix} x_{T_k} & y_{T_k} \end{bmatrix}^T$ is the target position, and $d_{T_k} \triangleq \begin{bmatrix} \dot{x}_{T_k} & \dot{y}_{T_k} & \ddot{x}_{T_k} & \ddot{y}_{T_k} & \cdots \end{bmatrix}^T$ denotes all the higher-order time derivatives of the target position.

In the following, we present the target stochastic motion model and the sensor measurement model that will be used throughout this chapter. Subsequently, we describe the batch-MAP formulation of target tracking, which is similar to that of SLAM presented in Section 5.2.3.
7.3.1 Motion model

We consider the case where the target moves randomly but assume that the stochastic model describing the motion of the target (e.g., constant acceleration or constant velocity [14]) is known. In particular, the discrete-time state propagation equation is generically given by the following linear form:

$$x_k = \Phi_{k-1}x_{k-1} + G_{k-1}w_{k-1}$$  \hspace{1cm} (7.2)

where $w_{k-1}$ is zero-mean white Gaussian noise with covariance $Q_{k-1}$. The state transition matrix, $\Phi_{k-1}$, and the process noise Jacobian, $G_{k-1}$, that appear in the preceding expression depend on the motion model used [14]. We will make no further assumptions on these matrices other than that their values are known.

7.3.2 Measurement model

In this work, we are interested in the case in which a single sensor measures its distance or bearing angle to the target. The corresponding measurement equations are described below.

Range-only measurement  The range-only measurement at time-step $k$ is given by:

$$z_k = \sqrt{(x_{T_k} - x_{S_k})^2 + (y_{T_k} - y_{S_k})^2} + n_{\rho_k}$$  \hspace{1cm} \tag{7.3}

$$\triangleq h_\rho(x_k) + n_{\rho_k}$$  \hspace{1cm} \tag{7.4}

where $x_{S_k} \triangleq [p_{S_k}^T \phi_{S_k}]^T \triangleq [x_{S_k} y_{S_k} \phi_{S_k}]^T$ is the known sensor pose expressed in the global frame of reference, and $n_{\rho_k}$ is zero-mean white Gaussian measurement noise, with variance $\sigma_{\rho_k}^2$, i.e., $n_{\rho_k} \sim \mathcal{N}(0, \sigma_{\rho_k}^2)$.

Bearing-only measurement  Similarly, the bearing measurement at time-step $k$ is given by:

$$z_k = \arctan2((y_{T_k} - y_{S_k}), (x_{T_k} - x_{S_k})) - \phi_{S_k} + n_{\theta_k}$$  \hspace{1cm} \tag{7.5}

$$\triangleq h_\theta(x_k) + n_{\theta_k}$$  \hspace{1cm} \tag{7.6}

where $n_{\theta_k}$ is zero-mean white Gaussian measurement noise, with variance $\sigma_{\theta_k}^2$, i.e., $n_{\theta_k} \sim \mathcal{N}(0, \sigma_{\theta_k}^2)$. 
7.3.3 Batch-MAP optimization

Similar to the SLAM batch-MAP formulation (see Section 5.2.3), the batch-MAP estimator utilizes all available information to estimate the entire target trajectory that is given by stacking all states in the time interval \([0, k]\) [see (7.1)]:

\[
x_{0:k} = \begin{bmatrix} x_0^T & x_1^T & \cdots & x_k^T \end{bmatrix}^T
\]

Specifically, the batch-MAP estimator seeks to determine the entire state-space trajectory estimate \(\hat{x}_{0:k}\) by maximizing the posterior pdf which is equivalent to minimizing the following cost function [see (5.14)]:

\[
c(x_{0:k}) = \frac{1}{2}||x_0 - \hat{x}_{0[0]}||_P^2_0 + \sum_{k=1}^{k} \frac{1}{2}||x_k - \Phi_{k-1}x_{k-1}||_Q^2_{k-1} + \sum_{k=1}^{k} \frac{1}{2}||z_k - h(x_k)||^2_\sigma_k (7.8)
\]

where \(Q_{k-1} \triangleq G_{k-1}Q_{k-1}G_{k-1}^T\).

A standard approach for minimizing (7.8) is to employ Newton-Raphson iterative minimization [163], which relies on the Jacobian and Hessian matrices [see (5.15)]. Hence we first examine their structure that will be useful for the ensuing analysis. Specifically, at the \(\ell\)-th iteration, the Jacobian \(b^{(\ell)}\) can be obtained as:

\[
b^{(\ell)} = \Pi^T P_{0|0}^{-1} \left( \hat{x}^{(\ell)}_{0:k} - \hat{x}_{0|0} \right) + \sum_{k=1}^{k} \mathcal{F}^{(\ell)}_{k-1} Q_{k-1}^{-1} \left( \hat{x}^{(\ell)}_{0:k} - \Phi_{k-1} \hat{x}^{(\ell)}_{k-1|k} \right) + \sum_{k=1}^{k} \sigma_k^{-2} \mathcal{H}^{(\ell)}_{k} \left( z_k - h(\hat{x}^{(\ell)}_{0:k}) \right)
\]

where \(\Pi \triangleq \begin{bmatrix} I_{2N} & 0 & \cdots & 0 \end{bmatrix}\) is used to adjust the dimension of the \(2N\)-dimensional prior estimate to the dimension of the entire state \(x_{0:k}\). In the above expression, \(\mathcal{F}^{(\ell)}_{k-1}\) and \(\mathcal{H}^{(\ell)}_{k}\), are the Jacobians of the motion and measurement models [see (7.2), and (7.4) or (7.6), respectively], with respect to the entire state \(x_{0:k}\), evaluated at \(\hat{x}^{(\ell)}_{0:k}\). It is important to note that both the target motion model and the measurement function involve only a few states, i.e., the target motion only depends on two consecutive states, while the measurement only depends on the target position where it is observed. Thus, \(\mathcal{F}_{k-1}\) and \(\mathcal{H}_{k}\) have the following sparse structure (for concise notations, the iteration index \((\ell)\) is dropped here):

\[
\mathcal{F}_{k-1} = \begin{bmatrix} 0_{2N \times 2N} & \cdots & -\Phi_{k-1} & I_{2N} & \cdots & 0_{2N \times 2N} \\
0_{1 \times 2N} & \cdots & -\mathcal{H}_{k} & \cdots & 0_{1 \times 2N} \end{bmatrix} (7.10)
\]

\[
\mathcal{H}_{k} = \begin{bmatrix} 0_{1 \times 2N} & \cdots & -H_{k} & \cdots & 0_{1 \times 2N} \end{bmatrix} (7.11)
\]
where $H_{\kappa}$ is the measurement Jacobian matrix at time-step $\kappa$, given by [see (7.4) and (7.6)]:

$$H_{\kappa} = \begin{cases} \left[ \frac{(\hat{p}_{T_{\kappa}|k} - p_{S_{\kappa}})^T}{||\hat{p}_{T_{\kappa}|k} - p_{S_{\kappa}}||} \right] 0_{1 \times (2N-2)} \right], & \text{if } z_{\kappa} \text{ is range-only} \\
\left[ \frac{(\hat{p}_{T_{\kappa}|k} - p_{S_{\kappa}})^T J^T}{||\hat{p}_{T_{\kappa}|k} - p_{S_{\kappa}}||^2} \right] 0_{1 \times (2N-2)} \right], & \text{if } z_{\kappa} \text{ is bearing-only} 
\end{cases}$$

(7.12)

On the other hand, the Hessian matrix, $A$, is approximated in the Gauss-Newton method by:

$$A \simeq \Pi^T \Pi^{-1}_{0|0} \Pi + \sum_{\kappa=1}^{k} F_{\kappa-1} Q_{\kappa-1}^{-1} F_{\kappa-1} + \sum_{\kappa=1}^{k} \sigma_{\kappa}^{-2} H_{\kappa}^T H_{\kappa}$$

(7.13)

which is a good approximation for small-residual problems [163].

Note that the Hessian $A$ has dimension $2N(k + 1) \times 2N(k + 1)$ [see (7.1) and (7.7)]. However, due to the sparse structure of the matrices $H_{\kappa}$ and $F_{\kappa-1}$, the matrix $A$ is also sparse, and more importantly, it has a banded structure with upper and lower bandwidth of $4N$ (due to the Markov motion model and the range or bearing measurement only depending on the target position where it is observed). We can exploit this sparse banded structure to reduce the computational complexity of solving (5.20) to $O(N^3k)$, instead of $O(N^3k^3)$ [49].

### 7.4 Incrementally solving the batch-MAP optimization problem

We know that iterative algorithms such as Gauss-Newton are only able to converge to one local minimum, while the nonlinear batch-MAP problem of minimizing (7.8) potentially has multiple local minima. In order to guarantee global optimality, ideally we would like to analytically compute all the stationary points of the batch-MAP problem. Unfortunately, in general, it is computationally intractable to do so. In this section, we present an incremental (approximate) solution to the batch-MAP problem by intelligently generating multiple high-quality estimates used as initial guesses for an iterative algorithm. Specifically, we relax the problem by fixing the past state estimates and analytically solving a one-step minimization problem for the current state estimate, at every time step when a new measurement becomes available. This analytic optimization is carried out by converting the nonlinear cost function into polynomial or rational form which is then solved using algebraic geometry techniques. We then use the analytically-computed local minima corresponding to the current state along with the fixed past
state estimates as highly accurate initial guesses, which are refined through the iterative algorithm used to solve the batch-MAP problem.

### 7.4.1 Relaxation of the batch-MAP problem

As will become clear, by transforming the nonlinear measurement function into polynomial or rational form, we can convert the KKT optimality conditions of the batch-MAP problem into a polynomial system (see Section 7.4.2). The number of variables increases linearly with respect to the time horizon \( k \). However, since the complexity of solving multivariate polynomial systems is exponential in the number of variables [45], it is, in general, computationally intractable to solve the batch-MAP problem analytically.

For this reason, we relax the batch-MAP problem and solve it incrementally. In particular, at time-step \( k \), by fixing the past state estimates \( \hat{x}_{0:k-1|k-1} \) (i.e., assuming they are optimal), we approximate the cost function (7.8) as follows:

\[
 c(x_{0:k}) \approx c(\hat{x}_{0:k-1|k-1}) + \frac{1}{2}||x_k - \hat{x}_{k|k-1}||^2_{P_k|k-1} + \frac{1}{2}||z_k - h(x_k)||^2_{\sigma_k^2} \tag{7.14}
\]

where \( N(\hat{x}_{k|k-1}, P_{k|k-1}) \) is the prior pdf for the current new state \( x_k \), and is computed based on the linear motion model (7.2) as follows:

\[
 \hat{x}_{k|k-1} = \Phi_{k-1} \hat{x}_{k-1|k-1} \tag{7.15}
\]

\[
 P_{k|k-1} = \Phi_{k-1} P_{k-1|k-1} \Phi_{k-1}^T + Q_{k-1} \tag{7.16}
\]

Now the relaxed batch-MAP problem of minimizing (7.14) becomes equivalent to solving the following one-step minimization problem incrementally for the new state estimate:

\[
 \min_{x_k} \left[ \frac{1}{2}||x_k - \hat{x}_{k|k-1}||^2_{P_k|k-1} + \frac{1}{2}||z_k - h(x_k)||^2_{\sigma_k^2} \right] \tag{7.17}
\]

Once we find all the local minima of (7.17), we use them along with the past state estimates as accurate initial guesses in the proposed bank of MAP estimators (see Section 7.5), while in the proposed AGS-PF, they are employed to guide sampling particles (see Section 8.2). Therefore, in what follows we describe the analytic approach to determining all the local minima in detail.

### 7.4.2 Analytic determination of local minima

Observing that both relative range and bearing measurements depend only on the target position [see (7.4) and (7.6)], we can decouple the target position \( p_{T_k} \) and the remaining states \( d_{T_k} \).
in solving (7.17), so as to simplify the ensuing derivations. Specifically, using the following partitioning of the information matrix, 

\[ P^{-1}_{k|k-1} = \begin{bmatrix} \Sigma_{ppk|k-1} & \Sigma_{pdk|k-1} \\ \Sigma_{dpk|k-1} & \Sigma_{ddk|k-1} \end{bmatrix}, \]

the cost function of (7.17) can be expanded as:

\[
c(x_k) = \frac{1}{2}(p_T - \hat{p}_{T_k|k-1})^T \Sigma_{ppk|k-1} (p_T - \hat{p}_{T_k|k-1}) + \frac{1}{2}(d_T - \hat{d}_{T_k|k-1})^T \Sigma_{ddk|k-1} (d_T - \hat{d}_{T_k|k-1}) \\
+ (p_T - \hat{p}_{T_k|k-1})^T \Sigma_{dpk|k-1} (d_T - \hat{d}_{T_k|k-1}) + \frac{1}{2\sigma^2_k} (z_k - h(p_T))^2
\]  

(7.18)

We note that

\[
\min_{p_T, d_T} c(p_T, d_T) = \min_{d_T} \left( \min_{p_T} c(p_T, d_T) \right)
\]

Thus, we first solve for \(d_T\) based on its optimality condition, i.e., by setting the gradient of (7.18) with respect to \(d_T\) to zero, and obtain:

\[
d_T = \hat{d}_{T_k|k-1} - \Sigma_{ddk|k-1}^{-1} \Sigma_{dpk|k-1} (p_T - \hat{p}_{T_k|k-1})
\]  

(7.19)

Substitution of (7.19) into (7.18) yields:

\[
c(p_T) = \frac{1}{2}(p_T - \hat{p}_{T_k|k-1})^T P^{-1}_{ppk|k-1} (p_T - \hat{p}_{T_k|k-1}) + \frac{1}{2\sigma^2_k} (z_k - h(p_T))^2
\]  

(7.20)

where \(P_{ppk|k-1}\) is the covariance matrix corresponding to the target position, obtained by partitioning the covariance matrix as

\[ P_{k|k-1} = \begin{bmatrix} P_{ppk|k-1} & P_{pdk|k-1} \\ P_{dpk|k-1} & P_{ddk|k-1} \end{bmatrix}. \]

In the above expression (7.20), we have employed the following identity:

\[
P^{-1}_{ppk|k-1} = \Sigma_{ppk|k-1}^{-1} - \Sigma_{pdk|k-1} \Sigma_{ddk|k-1}^{-1} \Sigma_{dpk|k-1}
\]  

(7.21)

which follows from the block matrix inversion lemma [49].

We thus see that solving (7.17) becomes equivalent to minimizing (7.20). It is important to note that the size of the nonlinear problem has dramatically decreased from \(2N\) for (7.17) to a constant size of 2 for minimizing (7.20). Moreover, the analytic solution for the target position is independent of its higher-order time derivatives, regardless of the stochastic target motion model. In the following we present our algebraic geometry approaches for minimizing (7.20) analytically, in the cases of range-only tracking and bearing-only tracking, respectively.
Range-only tracking

In the case of range-only target tracking, i.e., $h(\cdot) = h_{\rho}(\cdot)$ [see (7.4)], by introducing a new variable $\rho = h_{\rho}(p_{Tk})$, the problem of minimizing (7.20) is equivalent to the following constrained minimization problem:

$$\min_{p_{Tk}, \rho} \left[ \frac{1}{2}(p_{Tk} - \hat{p}_{Tk|k-1})^T P_{pp|k-1}^{-1} (p_{Tk} - \hat{p}_{Tk|k-1} + \frac{1}{2\sigma_{\rho k}^2} (z_k - \rho)^2 \right]$$

subject to

$$\rho^2 = (x_{S_k} - x_{Tk})^2 + (y_{S_k} - y_{Tk})^2, \quad \rho \geq 0 \quad (7.23)$$

which can be solved by employing the method of Lagrange multipliers [16]. Specifically, without loss of generality, by assuming $P_{pp|k-1}^{-1} = \text{Diag}(s_1, s_2)$, the Lagrangian function can be constructed as follows:

$$\mathcal{L}(x_{Tk}, y_{Tk}, \rho, \lambda) = \frac{s_1}{2} (x_{Tk} - \hat{x}_{Tk|k-1})^2 + \frac{s_2}{2} (y_{Tk} - \hat{y}_{Tk|k-1})^2 + \frac{(z_k - \rho)^2}{2\sigma_{\rho k}^2} + \lambda \left( \rho^2 - (x_{S_k} - x_{Tk})^2 - (y_{S_k} - y_{Tk})^2 \right)$$

where $\lambda$ is the Lagrangian multiplier. Setting the derivatives of $\mathcal{L}(\cdot)$ with respect to the four optimization variables to zero, and performing simple algebraic manipulations, we have:

$$\frac{\partial \mathcal{L}}{\partial x_{Tk}} = 0 \Rightarrow x_{Tk} = \frac{s_1 \hat{x}_{Tk|k-1} - 2\lambda x_{S_k}}{s_1 - 2\lambda}$$

$$\frac{\partial \mathcal{L}}{\partial y_{Tk}} = 0 \Rightarrow y_{Tk} = \frac{s_2 \hat{y}_{Tk|k-1} - 2\lambda y_{S_k}}{s_2 - 2\lambda}$$

$$\frac{\partial \mathcal{L}}{\partial \rho} = 0 \Rightarrow \rho = \frac{z_k}{1 + 2\sigma_{\rho k}^2 \lambda}$$

$$\frac{\partial \mathcal{L}}{\partial \lambda} = 0 \Rightarrow 0 = \rho^2 - (x_{S_k} - x_{Tk})^2 - (y_{S_k} - y_{Tk})^2$$

---

1 We can always diagonalize $P_{pp|k-1}^{-1}$ by applying a 2D rotational transformation, which does not affect distance measurements. Moreover, we here temporarily omit the positivity constraint on $\rho$, which will be used later for determining feasible solutions.
Therefore, by substituting (7.25)-(7.27) into (7.28) and multiplying both sides of (7.28) with \((1 + 2\sigma^2 \rho)^2(s_1 - 2\lambda)^2(s_2 - 2\lambda)^2\), we obtain a fourth-order univariate polynomial in \(\lambda\):

\[
0 = f(\lambda) = \sum_{i=0}^{4} a_i \lambda^i \tag{7.29}
\]

where \(a_i, i = 0, 1, \ldots, 4\), are the coefficients expressed in terms of the known quantities \(s_1, s_2, z_k, \sigma_{\hat{p}_k}, \hat{x}_{T_k|k-1}, \hat{y}_{T_k|k-1}, x_{S_k}\), and \(y_{S_k}\). Since \(f(\lambda)\) is quartic, its roots can be found in closed form [76]. Although there exist 4 solutions for \(\lambda\) and thus 4 solutions for \(x_{T_k}, y_{T_k}\) and \(\rho\), as they depend injectively on \(\lambda\) [see (7.25)-(7.27)], we only need to consider the pairs \((x_{T_k}, y_{T_k})\) that correspond to real solutions for \(\lambda\) and to a nonnegative \(\rho\) [see (7.23)]. Moreover, since some of these solutions could be local maxima and/or saddle points, the second-order derivative test [16] is employed to extract the minima. Finally, once we determine all the local minima for the target position, we compute the corresponding estimates for the higher-order position derivatives via (7.19).

Since the maximum number of local minima for the problem (7.17) will significantly impact the computational complexity of our proposed algorithms, we seek a tighter upper bound for it. In particular, based on the finite dimensional Mountain Pass Theorem (MPT) (see Theorem 5.2 in [81]), we can show the following lemma:

**Lemma 7.4.1.** There are at most 2 local minima for the problem of minimizing (7.22).

**Proof.** See Appendix E.1. \(\square\)

Thus, we see from this lemma that the total number of local minima for the one-step MAP problem (7.17) for range-only target tracking, in worst case, can grow exponentially over time, in an order of \(2^k\), instead of \(4^k\). Fig. 7.1(a) shows a typical example where two local minima for the current state occur while the MAP estimate erroneously converges to a local minimum with larger error.

---

\(^2\) It is important to note that if any of the denominators of (7.25)-(7.27) becomes zero while the corresponding numerator is nonzero, the target is at the infinity position, and moreover the cost of (7.23) also becomes infinity and hence attains the global maximum, which is not interesting to us. On the other hand, there exists the degenerate case where both the numerator and denominator of (7.25) or (7.26) become zeros (i.e., \(\frac{0}{0}\)), which can be avoided through an appropriate coordinate transformation.
Figure 7.1: Illustrative problem for single time step target tracking: The crosses indicate the locations of the analytically-computed local minima. It is clear that the MAP estimate initialized with the prior estimate converges to the local minimum with larger error with respect to ground truth. Note that in bearing-only tracking, the MAP estimate is computed based on the original (not inferred) measurements, and the approximation (7.32) used in the inferred measurements introduces a slight offset in the analytic local minima.

**Bearing-only tracking**

We now consider the problem of minimizing (7.20) in the case of bearing-only tracking, i.e., $h(\cdot) = h_\theta(\cdot)$ [see (7.6)]. In order to use an algebraic geometry approach, we create an inferred measurement that has rational form. Specifically, after moving the sensor orientation term to the left hand side of (7.5), and applying the tangent function on both sides, we obtain the following transformed measurement:

$$
\hat{z}_k \triangleq \tan(z_k + \phi_{S_k}) = \tan(\text{atan2}((y_{T_k} - y_{S_k}), (x_{T_k} - x_{S_k}))) + n_{\theta_k})
$$

(7.30)

By denoting $\xi_k \triangleq \text{atan2}((y_{T_k} - y_{S_k}), (x_{T_k} - x_{S_k}))$, considering $z_k + \phi_{S_k} \in (-\pi, \pi]$, and following the standard formulas to compute the pdf of functions of random variables [148], the
Figure 7.2: An example of approximating the pdf of transformed measurements by a Gaussian pdf. In this case, \( \xi = 0.5 \) and \( \sigma_\theta = 10 \) deg. In addition, the Kullback-Leibler divergence (KLD) between these two pdfs is only 0.0447, which indicates the difference between the two distributions is small.

The likelihood distribution of the transformed measurement is given by:

\[
p(\tilde{z}_k|x_k) = \begin{cases} 
\mathcal{N}(\tan^{-1}(\tilde{z}_k); \xi_k, \sigma_{\theta_k}^2) + \mathcal{N}(\tan^{-1}(\tilde{z}_k) - \pi; \xi_k, \sigma_{\theta_k}^2) \frac{1 + \tilde{z}_k^2}{1 + \tilde{z}_k^2}, & \text{if } \tilde{z}_k \geq 0 \\
\mathcal{N}(\tan^{-1}(\tilde{z}_k); \xi_k, \sigma_{\theta_k}^2) + \mathcal{N}(\tan^{-1}(\tilde{z}_k) + \pi; \xi_k, \sigma_{\theta_k}^2) \frac{1 + \tilde{z}_k^2}{1 + \tilde{z}_k^2}, & \text{if } \tilde{z}_k < 0
\end{cases}
\]  

(7.31)

Clearly, \( p(\tilde{z}_k|x_k) \) is not Gaussian (which results from the tangent of a Gaussian random variable), but it can be well approximated by a Gaussian pdf by matching the first- and second-order moments. This is done by linearizing (7.30) around the expected value of the noise, i.e.,

\[
\tilde{z}_k \simeq \frac{y_{T_k} - y_{S_k}}{x_{T_k} - x_{S_k}} + \bar{n}_k \triangleq \bar{z}_k
\]  

(7.32)

where \( \bar{n}_k \triangleq \sec^2(z_k + \phi_{S_k})n_{\theta_k} \), is zero-mean white Gaussian noise with variance \( \bar{\sigma}_k^2 \triangleq \sec^4(z_k + \phi_{S_k})\sigma_{\theta_k}^2 \), i.e., \( \bar{n}_k \sim \mathcal{N}(0, \bar{\sigma}_k^2) \). We term this approximation (7.32) an inferred measurement which is in the desired rational form. As illustrated in Fig. 7.2, this approximation is reasonably accurate, particularly for scenarios of high signal-to-noise ratios. Moreover, the local minimum of (7.20) attained based on the inferred measurement is very close to that using the corresponding original bearing measurement. This can be seen from Fig. 7.1(b), where one of the analytic local minima computed using the inferred measurement almost coincides with the MAP estimate for the current state that instead uses the original bearing measurement. This
From (7.35), we can compute the analytic solutions for minimizing (7.20). In particular, with \( \mathbf{D}^{-1}_{ppk|k-1} \triangleq \begin{bmatrix} s_1 & s_3 \\ s_3 & s_2 \end{bmatrix} \), (7.20) can be written as:

\[
c(x_{Tk}, y_{Tk}) = \frac{1}{2} \left( s_1(x_{Tk} - \hat{x}_{Tk|k-1})^2 + s_2(y_{Tk} - \hat{y}_{Tk|k-1})^2 \right. \\
\left. + 2s_3(x_{Tk} - \hat{x}_{Tk|k-1})(y_{Tk} - \hat{y}_{Tk|k-1}) \right) + \frac{1}{2\sigma_k^2} \left( \frac{y_{Tk} - y S_k}{x_{Tk} - x S_k} \right)^2
\]

Based on the optimality conditions, i.e., setting the derivatives of \( c(x_{Tk}, y_{Tk}) \) with respect to the two optimization variables to zero, and performing simple algebraic manipulations, we have:

\[
\frac{\partial c}{\partial x_{Tk}} = s_1(x_{Tk} - \hat{x}_{Tk|k-1}) + s_3(y_{Tk} - \hat{y}_{Tk|k-1}) + \frac{1}{\sigma_k^2} \left[ \frac{\bar{z}_k (y_{Tk} - y S_k)}{(x_{Tk} - x S_k)^2} \right] = 0
\]

\[
\Rightarrow s_1(x_{Tk} - \hat{x}_{Tk|k-1})(x_{Tk} - x S_k)^3 + s_3(x_{Tk} - x S_k)^3(y_{Tk} - \hat{y}_{Tk|k-1}) + \frac{1}{\sigma_k^2} \left[ \bar{z}_k (x_{Tk} - x S_k)(y_{Tk} - y S_k) - (y_{Tk} - y S_k)^2 \right] = 0
\]

\[
\frac{\partial c}{\partial y_{Tk}} = s_2(y_{Tk} - \hat{y}_{Tk|k-1}) + s_3(x_{Tk} - \hat{x}_{Tk|k-1}) - \frac{1}{\sigma_k^2} \left[ \frac{\bar{z}_k}{(x_{Tk} - x S_k)} \right] = 0
\]

\[
\Rightarrow s_2(x_{Tk} - x S_k)^2(y_{Tk} - \hat{y}_{Tk|k-1}) + s_3(x_{Tk} - x S_k)^2(x_{Tk} - \hat{x}_{Tk|k-1}) - \frac{1}{\sigma_k^2} [\bar{z}_k (x_{Tk} - x S_k) - (y_{Tk} - y S_k)] = 0
\]

From (7.35), we can compute \( y_{Tk} \) in terms of \( x_{Tk} \) as follows:

\[
y_{Tk} = \frac{-\sigma_k^2 s_3(x_{Tk} - x S_k)^2 (x_{Tk} - \hat{x}_{Tk|k-1}) + \bar{z}_k (x_{Tk} - x S_k) + \sigma_k^2 s_2(x_{Tk} - x S_k)^2 \hat{y}_{Tk|k-1} + y S_k}{1 + \sigma_k^2 s_2(x_{Tk} - x S_k)^2}
\]

\[\text{footnote}{\text{The inferred measurement model (7.32) does not consider the special case of } x_{Tk} = x S_k, \text{ which however has low probability of occurrence in practice.}}\]
Substitution of (7.36) into (7.34) yields a rational equation, whose denominator is always non-zero. Thus, we only need to consider the numerator which is an eighth-order univariate polynomial in $x_{T_k}$:

$$0 = f(x_{T_k}) = \sum_{i=0}^{8} a_i x_{T_k}^i$$  (7.37)

where $a_i$, $i = 0, 1, \ldots, 8$, are the coefficients expressed in terms of the known quantities, $\tilde{z}_k$, $\hat{\sigma}_k$, $s_1$, $s_2$, $s_3$, $\hat{x}_{T_k|k-1}$, $\hat{y}_{T_k|k-1}$, $x_{S_k}$, and $y_{S_k}$ [77]. The roots of $f(x_{T_k})$ can be found from the eigenvalues of the corresponding $8 \times 8$ companion matrix [44]. Although there exist 8 solutions for $x_{T_k}$ and thus 8 solutions for $y_{T_k}$, as it depends injectively on $x_{T_k}$ [see (7.36)], we only need to consider the pairs $(x_{T_k}, y_{T_k})$ that correspond to real eigenvalues of the companion matrix. Following the same reasoning as in the case of range-only tracking, since some of these solutions could be local maxima and/or saddle points, the second-order derivative test [16] is employed to extract the minima. Finally, once we determine all the local minima for the target position, we compute the corresponding estimates for the higher-order position derivatives via (7.19). Moreover, the following lemma provides a tighter upper bound for the maximum number of local minima for the case of bearing-only tracking.

**Lemma 7.4.2.** There are at most 7 local minima for (7.33).

**Proof.** According to the MPT (see Appendix E.1 and Theorem 5.2 in [81]), for a coercive $C^1$ function, there exists a third critical point which is not a local minimum between any two strict local minima. It can be verified that the cost function (7.33) $\in C^1(\mathbb{R}^2 \setminus \{x_{T_k} = x_{S_k}\})$ is coercive, and therefore at least one of the 8 critical points cannot be a local minimum, leaving a maximum number of 7 local minima. \qed

Note that due to its rational form, the inferred bearing measurement (7.32) is symmetric with respect to the sensor, while the original bearing measurement (7.5) is different in different quadrants. This can result in more local minima of (7.33) than those of (7.20). To discard the spurious local minima resulting from the symmetry of the inferred measurement, we can employ the Mahalanobis distance test [14]. As a result, we have never observed more than 4 local minima in practice.
7.5 A bank of MAP estimators

As discussed in the preceding section, due to the nonlinearity of range and bearing measurements, the incremental one-step MAP problem (7.17), and thus the original batch (multi-step) MAP problem (7.8), may have multiple local minima that correspond to the modes of the posterior pdf. Any iterative algorithm (e.g., Gauss-Newton) used in the batch-MAP estimator only converges to the global optimum and hence the true MAP estimate, if the initial estimate \( \hat{x}_{0:k|k}^{(0)} \) is within its region of attraction. However, in general, there exists no systematic method for determining an initial estimate that can always ensure convergence to the global optimum. As a result, the standard batch-MAP estimator when used for target tracking can become inconsistent and even diverge if no good initial estimate is provided. This is confirmed by the simulation and experimental results presented in Sections 7.6 and 7.7.

To mitigate the aforementioned issue, in this section, we propose a general linearized estimation framework for tracking multiple local minima (modes). Within this framework, we develop a bank of MAP estimators for the particular problem of target tracking. The key idea of this approach is to use the analytically-computed local minima at each time step (see Section 7.4.2) as guidance to find and track the most probable hypotheses of the target trajectory, thus improving estimation performance. Specifically, at time-step \( k - 1 \), based on (7.15) and (7.16), we first propagate the current state estimate corresponding to the \( i \)-th solution and its covariance matrix, \( \hat{x}_{k-1|k-1}^{[i]} \) and \( P_{k-1|k-1}^{[i]} \), \( i = 1, 2, \ldots, m \) (\( m \) is the number of estimators in the bank at time-step \( k - 1 \)). Then, once a new measurement becomes available, the propagated state estimate and covariance, \( \hat{x}_{k|k-1}^{[i]} \) and \( P_{k|k-1}^{[i]} \), are used as the prior in (7.17). Next, we use the algebraic-geometry methods presented in Section 7.4.2 to determine all the local minima of (7.17) analytically, denoted by \( x_k^{[j]} \), \( 1 \leq j \leq \alpha m \) (see Lemma 7.4.1 and 7.4.2, \( \alpha = 2 \) and 7, respectively). Finally, for each of these solutions, we employ the Gauss-Newton approach that uses the latest estimates of the trajectory corresponding to this solution as the initial value and all the available original measurements, to refine the entire state estimates \( \hat{x}_{0:k|k}^{[j]} \) up to current time-step \( k \) [see (7.8)].

This procedure incrementally evolves over time, and at every time step, generates at most \( \alpha m \) trajectory estimates. In the end, we will have multiple candidates of the MAP estimate, among which the one with the least cost is selected as the best estimate for the global optimum (and thus for the true state). Algorithm 4 outlines the main steps of the proposed algorithm.
Algorithm 4 A Bank of MAP Estimators for Target Tracking

1: At each time-step $k$:

2: Propagate the current target state estimate and covariance via (7.15) and (7.16).

3: Analytically determine all the local minima of (7.17).

4: For each of the local minima, refine the corresponding entire state (trajectory) estimates and covariance, by employing the Gauss-Newton approach that uses the latest state estimates corresponding to this solution as the initial guess, and also compute the MAP cost (7.8).

5: In the end, select the estimate in the bank with the least cost as the resulting MAP estimate.

7.5.1 Computational cost reduction

In the worst case, the total number of analytic solutions, and thus MAP estimators in the bank, grows exponentially with time. In addition, as the target continuously moves, the size of the state vector $x_{0:k}^{[i]}$ of each MAP estimator increases linearly with time. In order to make the algorithm suitable for real-time applications, in what follows, we present an effective pruning scheme, as well as the process of marginalization of old, matured states, to reduce the computational cost of the proposed algorithm.

Pruning scheme

In practice, the number of physically different trajectory hypotheses is significantly lower than the exponential number of hypotheses generated by the estimator, since many different initial guesses reside within the same basin of attraction. Additionally, we observe that in general, if two MAP estimators in the bank have similar costs, the trajectory estimates are also close. Therefore, we first aggregate the trajectory estimates of which the corresponding costs are equal within a tolerance, and retain one representative trajectory of each such group while discarding the others. In addition, we also employ the K-means algorithm [42] to cluster the remaining estimated trajectories into two groups based on their costs and remove the (outlier) group which has larger costs. These two steps, aggregation and clustering, are repeated, until the number of MAP estimators in the bank is within the threshold denoted by $m_{max}$.\(^4\)

\(^4\) Simulation results have shown that the aggregation is so effective that most of the time there is no need to perform the clustering.
Marginalization of old states

To further reduce the computational complexity, we also employ a marginalization process that removes the old, matured states from the state vector of each batch-MAP estimator in the bank (see Section 5.3 and [38,163]). In particular, suppose that marginalization of old states is carried out at time-step $k_o$, when all the measurements during the time interval $[0,k_o]$ are available. Then, as the robot keeps moving and collects new measurements in the time interval $[k_o+1,k]$, the MAP estimation takes place at time-step $k$. To facilitate our derivations, we first define the notations that we will be using. The old states that are marginalized out at time-step $k_o$ are denoted by $x_M \triangleq x_{0:k_m}$. The remaining states that stay active in the sliding window after marginalization are denoted by $x_R \triangleq x_{k_m+1:k_o}$. Finally, the new target states that are added into the state vector during $[k_o+1,k]$ are denoted by $x_N \triangleq x_{k_o+1:k}$. At time-step $k$, the sliding window contains the states $x_R$ and $x_N$, and the estimator computes the batch-MAP estimate by minimizing a cost function similar to (7.8):

$$c(x_{0:k}) = c(x_M, x_R, x_N) = c_M(x_M, x_R) + c_N(x_R, x_N) \quad (7.38)$$

where we have decomposed the cost function into two terms: $c_M(x_M, x_R)$ that contains all quadratic terms that involve states in $x_M$ only, as well as terms involving the last state in $x_M$ and the first state in $x_R$; and $c_N(x_R, x_N)$ that contains all quadratic terms that involve states in $x_R$ only, states in $x_N$ only, and terms involving the last state in $x_R$ and the first state in $x_N$. It is important to note that there is no quadratic term jointly involving states in $x_N$ and $x_M$, since the target states marginalized at time-step $k_o$ do not participate in any measurement after that time. Thus, we have:

$$\min_{x_M,x_R,x_N} c(x_M, x_R, x_N) = \min_{x_R,x_N} \left( c_N(x_R, x_N) + \min_{x_M} c_M(x_M, x_R) \right) \quad (7.39)$$

We then solve for $x_M^* = \arg \min_{x_M} c_M(x_M, x_R)$ which only depends on $x_R$. This results in an approximately equivalent cost function of (7.39), $c_N^*(x_R, x_N)$, which does not depend on $x_M$ and whose minimization can be carried out by the Gauss-Newton method (see Section 7.3.3). The approximation in this process is introduced due to the fact that $c_M$ is permanently approximated by its second-order Taylor series expansion, and the marginalized states $x_M$, as well as all the measurements that directly involve them are discarded. Now it becomes clear that due to the marginalization, each batch-MAP estimator in the bank has constant computational requirements, which depend only on the size of the sliding window. This, along with
pruning, results in constant computational complexity for the proposed bank of MAP estimators, compared to linear for the standard (non-marginalized) batch-MAP estimator (due to the sparse, banded structure of the Hessian matrix) (see Section 7.3.3).

7.6 Simulation results

A series of Monte-Carlo simulations were conducted under various conditions, in order to demonstrate the capability of the proposed algorithm to improve tracking performance. We used RMSE and NEES [14] as the metrics for evaluating estimators’ performance. In the following simulation tests, we adopted a zero-acceleration motion model for the target [14]:

\[
\dot{x}(t) = Fx(t) + Gw(t)
\]  

(7.40)

where

\[
F = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad G = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1 \\
\end{bmatrix}, \quad x(t) = \begin{bmatrix}
x_T(t) \\
y_T(t) \\
x_T(t) \\
y_T(t) \\
\end{bmatrix}
\]

and \( w(t) = \begin{bmatrix} w_x(t) \\ w_y(t) \end{bmatrix}^T \) is zero-mean white Gaussian noise with covariance \( \mathbb{E} [w(t)w(\tau)^T] = qI_2 \delta(t - \tau) \), where \( q = 1 \left( \frac{m_{sec}}{m} \right)^2 \frac{1}{Hz} \), and \( \delta(t - \tau) \) is the Dirac delta function. In the implementation, we discretize this continuous-time system model (7.40) with time step \( \Delta t = 0.1 \) sec. The initial true target state is \( x_0 = \begin{bmatrix} 0 & 0 & -5 & 5 \end{bmatrix}^T \), while the initial estimate of the target state is randomly generated from a Gaussian pdf, \( \mathcal{N}(x_0, P_{0|0}) \), where \( P_{0|0} = 10^3 I_4 \) is the initial covariance of the state estimate. Similar to [47], we chose a circular sensor trajectory with perfectly known poses for this simulation. Fig. 7.3 shows the trajectories of the target and sensor in one typical realization of Monte-Carlo simulations.

For the results presented in this section, we performed 100 Monte-Carlo simulations, and compared four different estimators. During each Monte-Carlo run, all the estimators process the same data, to ensure a fair comparison. The compared estimators are: (1) the standard EKF, (2) the standard batch-MAP estimator that incrementally uses the EKF estimates (i.e., the current EKF estimate along with the MAP estimates of the past states) as the initial value as well as employs the marginalization process as in (4), (3) the sampling importance resampling
Figure 7.3: The trajectories of the target and sensor obtained from one typical realization of the 100 Monte-Carlo simulations.

(SIR)-PF with 3000 particles [8], and (4) the proposed bank of MAP estimators with pruning ($m_{\text{max}} = 10$) and marginalization (sliding window of 25 time steps). Note that in both MAP estimators, the maximum number of Gauss-Newton iterations allowed was set to 20. In this simulation, we implemented the standard (bootstrap) SIR-PF [50] that uses the prior distribution as the proposal distribution to draw particles and employs systematic resampling at every time step. Moreover, to alleviate the particle depletion problem, we also dithered the sensor noise (i.e., increasing noise covariance). We have examined different resampling schemes such as Ripley’s and stratified resampling [58], but found negligible performance difference.

In what follows, we present the comparison results for both range-only and bearing-only target tracking. In the case of range-only tracking, the standard deviation of the distance-measurement noise was equal to 10% of the sensor-to-target distance, while in the case of bearing-only tracking, the standard deviation of the bearing-measurement noise was equal to 10 deg. Notice that the sensor-noise levels selected for these simulations are larger than what is typically encountered in practice. This was done purposefully, since higher noise levels lead to larger estimation errors, which can make the effects of estimator’s inconsistency and divergence more apparent.

Specifically, Fig. 7.4 shows the Monte-Carlo results of the four estimators. As evident from this figure, the standard EKF estimates are inaccurate, diverge from the ground truth, and become inconsistent. The standard batch-MAP estimator, incrementally using the EKF
Figure 7.4: Target tracking Monte-Carlo results. It is clear that the proposed algorithm performs substantially better than its competitors, in terms of both accuracy (RMSE) and consistency (NEES). Note that for clarity of presentation, only the portions of the NEES lines that are within certain thresholds are plotted.

estimate as the initial guess, has significantly improved performance compared to the EKF, mostly due to the continuous relinearization of the past trajectory. As expected, the PF attains better estimation accuracy than the EKF. This is due to the fact that each particle in the PF essentially represents a hypothesis of the target state, and thus the PF is more likely to converge to the optimal solution. However, it does not always work as well as the standard batch-MAP estimator [see Figs. 7.4(a) and 7.4(c)], in part because it does not allow smoothing the old
Table 7.1: Computational cost and estimation accuracy

<table>
<thead>
<tr>
<th></th>
<th>/Runtime (sec)</th>
<th>Position Est. Err. (m)</th>
<th>Velocity Est. Err. (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Range-only tracking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EKF</td>
<td>0.0013</td>
<td>164.5105</td>
<td>20.8169</td>
</tr>
<tr>
<td>MAP</td>
<td>0.0764</td>
<td>69.7182</td>
<td>8.7626</td>
</tr>
<tr>
<td>PF</td>
<td>0.5036</td>
<td>83.2766</td>
<td>10.6280</td>
</tr>
<tr>
<td>Bank of MAP</td>
<td>0.3460</td>
<td>29.8041</td>
<td>5.9631</td>
</tr>
<tr>
<td><strong>Bearing-only tracking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EKF</td>
<td>0.0012</td>
<td>254.8551</td>
<td>32.9720</td>
</tr>
<tr>
<td>MAP</td>
<td>0.0628</td>
<td>134.4449</td>
<td>18.1967</td>
</tr>
<tr>
<td>PF</td>
<td>0.5590</td>
<td>206.6339</td>
<td>24.3979</td>
</tr>
<tr>
<td>Bank of MAP</td>
<td>0.5118</td>
<td>41.6355</td>
<td>9.3550</td>
</tr>
</tbody>
</table>

state estimates using newly available measurements.\(^5\) Note also that the NEES of the PF is not necessarily better than that of the EKF, primarily due to the numerical issue incurred in the simulation that the covariance matrices of the PF computed from particles become ill-conditioned. Most importantly, the bank of MAP estimators performs substantially better than its competitors, in terms of both accuracy (RMSE) and consistency (NEES). This is attributed to the good initial estimates attained through the algebraic methods (see Section 7.4.2).

Finally, using the same simulation setup as described above, we compared the computational requirements of the proposed bank of MAP estimators and its competitors. We counted the CPU running time for a complete update of the EKF, the PF, the standard batch-MAP estimator, and the bank of MAP estimators (including the analytic determination of all local minima, batch-MAP refinement, pruning, and marginalization). Our Matlab implementation running on a Core2 Quad CPU required an average execution time for each estimator shown in Table 7.1. These results were obtained by averaging the CPU running time over all Monte-Carlo runs and over all time steps. As expected, the EKF and the standard MAP estimator which only track single hypothesis of the target trajectory, are much more computationally efficient than both the PF and the proposed bank of MAP estimators which instead track multiple hypotheses of

\(^5\) Although particle-based smoothers exist, their computational requirements are significantly higher [58].
the target trajectory. However, their tracking performance is substantially worse than the proposed algorithm. Moreover, as compared to the PF, the proposed bank of MAP estimators not only is less computationally demanding, but also achieves significantly better performance [see Figs. 7.4(a) and 7.4(c), and Table 7.1]. Specifically, in the case of range-only tracking, the bank of MAP estimators achieves on average 60% higher position and 40% higher velocity estimation accuracy compared to the PF, at 30% less computational cost; similarly, in the case of bearing-only tracking, it achieves on average 80% higher position and 60% higher velocity estimation accuracy than the PF with comparable (8% less) computational cost.

7.7 Experimental results

In this section, we present a real-world experiment performed to further validate the proposed algorithm. During the test, two Pioneer-III robots, one acting as the target and the other serving as the sensor, moved in a rectangular area of 4 m × 2 m, within which the positions of the robots were being tracked by an overhead camera. For this purpose, rectangular tracking patterns were mounted on top of the robots and the vision system was calibrated in order to provide ground-truth measurements of the robots’ poses in a global coordinate frame. The standard
deviation of the noise in these measurements was approximately 0.5 deg for orientation and 0.01 m, along each axis, for position. The target robot was commanded to move along a straight line at a constant velocity of \( v = 0.1 \text{ m/sec} \), and thus a zero-acceleration motion model with \( q = 0.01 \left( \frac{\text{m}}{\text{sec}^2} \right)^2 \frac{1}{\text{Hz}} \) was used to describe this motion [see (7.40)], while the sensor robot was operated to move on a circle. Fig. 7.5(a) shows the experimental setup, and Fig. 7.5(b) depicts the trajectories of the target and the sensor.

In this experiment, the initial estimate of the target state was set to be \( \hat{x}_{0|0} = \ldots \).
\[
\begin{bmatrix}
1.2 & 0.95 & 0.7 & -0.8
\end{bmatrix}^T
\] with covariance \( P_{0|0} = I_4 \). Relative distance and bearing measurements were produced synthetically using the differences in the positions of the target and the sensor, as these were recorded by the overhead camera, with the addition of noise. For the experimental results shown in the following, the distance and bearing measurements were corrupted by zero-mean white Gaussian noise, with standard deviation \( \sigma_{\rho} = 0.1 \text{ m} \) and \( \sigma_{\theta} = 5 \text{ deg} \), respectively.

The same four estimators as in the previous simulation were implemented, and the comparative results are presented in Fig. 7.6. From the experimental results, it becomes clear that the bank of MAP estimators outperforms the standard EKF, the PF, and the standard MAP estimator, in terms of both accuracy (RMSE) and consistency (NEES). This agrees with the simulation results presented in the preceding section. Most importantly, both the experimental and simulation results confirm the significance of correctly finding and tracking multiple modes of the posterior pdf as well as reduced linearization errors in nonlinear estimation problems.

### 7.8 Summary

In order to improve consistency, nonlinear estimators should be able to track multimodal pdfs which often occur in nonlinear problems. However, this is not the case for many existing estimators (e.g., the EKF, and the MAP estimator). In this work, we have introduced a general estimation framework, a bank of MAP estimators, that simultaneously allows tracking multiple modes of the posterior pdf, and reduces linearization errors through relinearization of past measurements. We have applied it to the problems of both range-only and bearing-only target tracking. Due to the computational intractability of analytically solving the batch-MAP problem, we have employed a relaxation scheme that keeps past state estimates temporarily constant and incrementally solves a one-step minimization problem for the current state at every time step. This minimization is solved analytically using algebraic geometry methods. The analytically-computed local minima are then used to find accurate initial values for the bank of MAP estimators, thus focusing the available resources on tracking the most probable hypotheses of the target trajectory. Additionally, to reduce the computational cost of the proposed algorithm, we have employed hypothesis pruning along with marginalization of old states. Simulation and experimental results have shown that the proposed algorithm significantly outperforms the EKF, the batch-MAP estimator, as well as the PF, in terms of both accuracy and consistency.
Chapter 8

Analytically-Guided Sampling-Based PF for Target Tracking

In this chapter, we adapt the idea of analytically selecting hypotheses presented in the previous chapter to PFs. Within the PF framework, one critical design choice that greatly affects the filter’s performance is the selection of the proposal distribution from which particles are drawn. We hence advocate the proposal distribution to be a Gaussian-mixture-based approximation of the posterior pdf after taking into account the most recent measurement. The novelty of our approach is that each Gaussian in the mixture is determined analytically to match the modes of the underlying unknown posterior pdf. As a result, particles are sampled along the most probable regions of the state space, hence reducing the probability of particle depletion. Part of this chapter has been published in [69].

8.1 Introduction

Particle filtering has become an increasingly popular nonparametric nonlinear estimation approach used in a wide range of applications such as target tracking [8, 39, 41, 58, 134]. A particle filter (PF) seeks to approximate the posterior pdf by a set of random samples (particles) and updates its estimate recursively in time. Within the sequential importance sampling (SIS) framework, one critical step is to design an appropriate proposal distribution (or importance density), which is used to draw particles for the next time step. Clearly, from the Bayesian filtering perspective, the best choice of the proposal distribution is the posterior pdf itself, which,
however, in general is intractable to evaluate analytically. In this chapter, we focus on formally
designing a proposal distribution that better approximates the posterior pdf so as to improve the
PF’s performance.

Since, in general, it is also difficult to sample from the optimal proposal distribution, which
minimizes the variances of the particles’ weights conditioned on the trajectory and all available
measurements [40], many, often ad hoc, choices of the proposal distribution are described in the
literature. Typically, the prior pdf is used, which results in the standard (bootstrap) PF weighted
by the measurement likelihood [50]. If, however, the prior is uninformative, the generated par-
ticles may not be able to sample the state space sufficiently. Specifically, when far from a mode
of the posterior pdf, the weights of the particles decay quickly and lead to particle depletion
(i.e., only a few particles have significant weights) [8]. As a result, the very few surviving par-
ticles are unable to appropriately represent the underlying posterior pdf, which may cause filter
inconsistency. In general, in order to converge to meaningful estimates, the standard PF
requires using a large number of particles, and thus has high processing requirements. In cases
where the posterior pdf is closer than the prior to the measurement likelihood, then using the
likelihood, instead of the prior, as the proposal distribut-
on which the unscented PF (UPF) [166] was introduced. The UPF employs the UKF or the
EKF to generate the proposal distribution that takes into account the latest measurements and
thus better approximates the posterior pdf. Similar ideas were also exploited in [115, 139, 168].
However, often due to the multimodal nature of the posterior pdf, the particles sampled from
the UKF/EKF posterior pdf do not necessarily capture all the true posterior modes, which may
degrad e the UPF’s performance.

The closest to the work presented in this chapter is the Gaussian sum PF (GSPF) [98] –
which essentially is a bank of Gaussian PFs (GPFs) [97] – has been derived based on the con-
cept of the Gaussian sum filter (GSF) [3]. Specifically, by assuming that the prior pdf can be
represented as the sum of Gaussian distributions, the GSPF updates each distribution using the
particles that are sampled, for example, from the corresponding prior pdf and weighted by the
measurement likelihood. However, the GSPF does not provide a measurable criterion about how
many Gaussian distributions are needed and most importantly, where to choose them. These

---

1 Consistency is one of the primary criteria for evaluating the performance of an estimator. As defined in [14],
an estimator is consistent if the estimation errors are zero-mean and have covariance smaller or equal to the one
calculated by the estimator.
critical issues are addressed in the Analytically-Guided-Sampling (AGS)-PF introduced in this chapter.

In particular, the proposed AGS-PF efficiently utilizes the available computational resources by employing a small number of particles drawn from the most probable hypotheses about the estimated state, i.e., the AGS-PF samples the most likely regions of the state space. The key idea behind our approach is to employ a Gaussian mixture to approximate the posterior pdf, where each Gaussian is determined analytically and corresponds to a mode of the posterior pdf. Specifically, we first formulate and convert the nonlinear cost function of the MAP optimization problem for the current state into polynomial form, and then employ algebraic-geometry techniques [33] to analytically compute all the modes of the posterior pdf. Subsequently, we use a Gaussian mixture as the proposal distribution to approximate the posterior distribution. Each Gaussian component matches one mode of the posterior pdf, and its covariance is computed as the inverse of the Hessian matrix of the MAP problem. This analytically-determined proposal distribution provides a better approximation to the posterior pdf, because it not only takes into account the current measurement but also matches all the modes of the posterior pdf. Therefore, the particles drawn from this proposal distribution sample the most probable regions of the state space. Simulation and experimental results demonstrate that the AGS-PF significantly improves the performance in the cases of range-only and bearing-only target tracking. We stress that apart from the particular application of target tracking treated here, the proposed analytically-guided sampling scheme is applicable to a broad class of nonlinear estimation problems in robotics and computer vision that can be expressed in (or converted into) polynomial form.

8.2 Analytically-guided sampling-based particle filtering

In this section, we present a novel analytically-guided sampling scheme that consists of a Gaussian-mixture-based proposal distribution whose modes are determined analytically to match those of the posterior pdf. As a result, the new AGS-PF effectively focuses the available computational resources on the most probable regions of the state space. In what follows, we begin with a brief overview of the generic PF, and then describe our novel sampling scheme which can readily be integrated into the PF framework.
8.2.1 Particle filtering

A PF seeks to approximate the posterior distribution of the entire state trajectory, \( p(x_{0:k}|z_{0:k}) \), sequentially in time, using a set of \( M \) weighted samples (particles), \( \{x^{[j]}_{0:k}\}_{j=1}^{M} \), where \( x^{T}_{0:k} \triangleq [x^{T}_{0} \cdots x^{T}_{k}] \) denotes all the states up to time-step \( k \), and \( z_{0:k} \) denotes all the measurements in the time interval \([0,k] \). To this end, relying on sequential importance resampling (SIR), the PF generally requires three sequential steps to update its estimate (see [8,41,58], and Algorithm 5):

Firstly, it draws particles for the next time step from a proposal distribution, \( \pi(x_{0:k}|z_{0:k}) \), which is a critical design choice. Secondly, it assigns a weight to each particle in order to account for the fact that the proposal distribution is usually different from the true posterior pdf. Lastly, it performs resampling to multiply (or discard) particles with high (or low) weights.

As mentioned before, one of the main challenges in PFs is designing an appropriate proposal distribution. Even though numerous choices can be made, one typically requires that the proposal distribution has the following form in order to be amenable to recursive computation [41]:

\[
\pi(x_{0:k}|z_{0:k}) = \pi(x_{k}|x_{0:k-1},z_{0:k})\pi(x_{0:k-1}|z_{0:k-1}) \tag{8.1}
\]

It is well known that the curse of dimensionality can quickly make the particles too sparse to represent the posterior pdf (i.e., particle depletion). In practice, it is common to approximate the proposal distribution \( \pi(x_{0:k}|z_{0:k}) \), by fixing the past trajectory \( x_{0:k-1} \) and only sampling the current state \( x_{k} \), i.e., using \( \pi(x_{k}|x_{0:k-1},z_{0:k}) \). It has been proven in [40] that the optimal proposal distribution for the current state, with respect to minimizing the variance of the particles’ weights, is in the form of a conditional pdf conditioned on the past trajectory and all the measurements:

\[
\pi_{opt}(x_{k}|x_{0:k-1},z_{0:k}) = p(x_{k}|x_{0:k-1},z_{0:k}) \tag{8.2}
\]

Based on (8.1) as well as the common assumptions that the motion model is a Markov process and that the measurements are conditionally independent given the states, the (unnormalized) importance weight of the \( j \)-th particle is computed recursively as follows [41]:

\[
w^{[j]}_{k} = \frac{p(x^{[j]}_{k}|z_{0:k})}{\pi(x^{[j]}_{0:k}|z_{0:k})} \propto w^{[j]}_{k-1} \frac{p(x^{[j]}_{k}|x^{[j]}_{k-1})p(z_{k}|x^{[j]}_{k})}{\pi(x^{[j]}_{k}|x^{[j]}_{0:k-1},z_{0:k})} \tag{8.3}
\]

To summarize, a generic PF is outlined in Algorithm 5.
Algorithm 5 A generic particle filtering algorithm

1: loop
2: Draw particles \( \{x_k^{[j]}\}_{j=1}^M \sim \pi(x_k|0:k-1, z_{0:k}) \)
3: Compute weights via (8.3), and normalize weights
4: Resample particles based on weights
5: end loop

In general, the optimal proposal distribution (8.2) is not available analytically or in a suitable form for efficient sampling, and one may choose (infinitely many) other possible distributions to approximate it. As mentioned before, a common choice is to sample from the state-transition prior distribution (motion model), i.e., \( \pi(x_k|0:k-1, z_{0:k}) = p(x_k|x_{k-1}) \). In this case the weight is simply proportional to the measurement likelihood, \( p(z_k|x_k) \) [see (8.3)]. However, such a choice may easily lead to filter inconsistency (see Sections 8.4 and 8.5). To address this issue, in the following, we design an analytically-determined proposal distribution by taking the current measurement into account as well as matching all the modes of the posterior pdf.

8.2.2 Analytically-guided sampling scheme

Our choice of Gaussian-mixture-based proposal distribution is motivated by the following Gaussian sum theorem (see Theorem 4.1 of [3], p.214):

**Theorem 8.2.1.** For a measurement model with additive Gaussian noise [e.g., see (7.4)], i.e., \( z_k = h(x_k) + v_k \), where \( v_k \sim \mathcal{N}(0, \sigma_k^2) \), and a prior pdf given by \( p(x_k|0:k-1) = \sum_{i=1}^m \alpha_i \mathcal{N}(x_k; \hat{x}_k^{(i)}|k-1, P_k^{(i)}|k-1) \), the posterior pdf \( p(x_k|z_{0:k}) \) approaches the Gaussian sum \( \sum_{i=1}^m \alpha_i \mathcal{N}(x_k; \hat{x}_k^{(i)}|k, P_k^{(i)}|k) \) uniformly in \( x_k \) and \( z_k \) as \( P_k^{(i)}|k-1 \rightarrow 0 \) for \( i = 1, \ldots, m \), where...
Figure 8.1: Illustration of the proposed analytically-determined proposal distribution that uses a Gaussian mixture to approximate the posterior distribution. The modes of the posterior pdf, which are analytically computed, are also used as the modes of the proposal distribution. Note that for visualization the plotted Gaussians of the mixture are scaled so that their modes also coincide along y-axis with those of the posterior pdf.

Based on this theorem, under mild assumptions, the Gaussian mixture can provide a good approximation to the posterior pdf. Hence, we propose to use a Gaussian mixture as the proposal distribution in the AGS-PF, while the novelty here is that we employ tools from algebraic geometry to analytically determine the modes of the posterior pdf, which are then used as the modes of the proposal distribution (see Fig. 8.1).
In particular, given that the prior pdf in the PF is approximated by a set of particles [see (8.10)], \( \{ x^{[j]}_{k\Theta}, w^{[j]}_{k\Theta} \}_{j=1}^M \), we find a Gaussian mixture to approximate this distribution, which can be achieved, e.g., by clustering the \( M \) particles into \( m \) groups and then fitting a Gaussian to each group.

\[
p(x_k|z_{0:k-1}) \simeq \sum_{j=1}^M w^{[j]}_{k\Theta} \delta(x_k - x^{[j]}_{k\Theta}) \quad (8.10)
\]

\[
\simeq \sum_{i=1}^m \alpha_i \mathcal{N} \left( x_k; \hat{x}^{(i)}_{k|k-1}, P^{(i)}_{k|k-1} \right) \quad (8.11)
\]

where \( \alpha_i = \sum_{x^{[j]}_{k\Theta} \in \text{group } i} w^{[j]}_{k\Theta} \), and \( \delta(\cdot) \) is the Dirac delta function. Using Bayes’ rule and the above Gaussian mixture approximation of the prior pdf (8.11), the posterior pdf can be approximated as follows:

\[
p(x_k|z_{0:k}) \propto p(z_k|x_k)p(x_k|z_{0:k-1})
\]

\[
\simeq \sum_{i=1}^m \alpha_i p(z_k|x_k)p^{(i)}(x_k|z_{0:k-1}) \\
\simeq \sum_{i=1}^m \sum_{\ell=1}^{n_i} \alpha'_i \mathcal{N} \left( x_k; \hat{x}^{(i_\ell)}_{k|k}, P^{(i_\ell)}_{k|k} \right) \quad (8.12)
\]

It is important to point out that due to the nonlinearity of the measurement model, for each Gaussian distribution in the prior mixture, \( p^{(i)}(x_k|z_{0:k-1}) \), the corresponding posterior pdf, \( p^{(i)}(x_k|z_{0:k}) \), very often is a multi-modal, rather than a unimodal, distribution. To take this fact into account, in (8.12) we use \( n_i \) Gaussian distributions to approximate the \( i \)-th posterior pdf, \( p^{(i)}(x_k|z_{0:k}) \), whose weights, \( \alpha'_i \), are computed based on (8.8) but with appropriate normalization, i.e., \( \alpha'_i = \frac{\alpha_i \beta_i}{\sum_{i=1}^m n_i \alpha_i \beta_i} \). Note that \( n_i \) is analytically determined as the number of modes of the \( i \)-th posterior pdf, rather than arbitrarily chosen as in most Gaussian sum filters such as the GSPF [98]. Here the index \( i_\ell \) denotes the \( \ell \)-th Gaussian of the \( i \)-th posterior pdf. Thus, a mixture of \( n = \sum_{i=1}^m n_i \) Gaussian distributions is used to approximate the posterior pdf, which is then used as the proposal distribution in the proposed AGS-PF.

We now aim to analytically compute all the modes, \( \hat{x}^{(i_\ell)}_{k|k} \), \( (\forall i = 1, \ldots, m \text{ and } \forall \ell = 1, \ldots, n_i) \), of the \( i \)-th posterior pdf, \( p^{(i)}(x_k|z_{0:k}) \), i.e., to solve the following one-time-step
MAP problem analytically:

$$\max_{x_k} p^{(i)}(x_k|z_{0:k}) \propto p^{(i)}(x_k|z_{0:k-1})p(z_k|x_k)$$  \hfill (8.13)

Exploiting the Gaussianity of the measurement noise along with the Gaussian approximation of the \(i\)-th element, \(p^{(i)}(x_k|z_{0:k-1})\), of the approximate prior (8.11), the MAP problem (8.13) is equivalent to the following nonlinear least-squares problem [76]:

$$\min_{x_k} \frac{1}{2}||x_k - \hat{x}^{(i)}_{k|k-1}||_2^2 + \frac{1}{2}||z_k - h(x_k)||^2_{\sigma_k^2}$$  \hfill (8.14)

where we have employed the notation \(||a||_M^2 \triangleq a^T M^{-1} a\). Note that for a broad class of nonlinear estimation problems arising in robotics and computer vision, we can transform or convert (8.14) into polynomial form and then solve for all the local minima (corresponding to all the modes) analytically using algebraic geometry techniques [33].

Once we analytically find all the modes, \(\hat{x}^{(i)}_{k|k}\), of the \(i\)-th Gaussian component of the posterior pdf (proposal distribution), we compute the corresponding covariance, \(P^{(i)}_{k|k}\), from the inversion of the Hessian matrix of (8.14) as follows:

$$P^{(i)}_{k|k} = \left( P^{(i)}_{k|k-1}^{-1} + \sigma_k^{-2} H^{(i)}_k H^{(i)}_k^T \right)^{-1}$$  \hfill (8.15)

where the measurement Jacobian, \(H^{(i)}_k\), is evaluated at the \(i\)-th analytically-computed mode, \(\hat{x}^{(i)}_{k|k}\) [see (8.7)]. Based on the matrix inversion lemma [49], it is not difficult to see that (8.15) is precisely the standard EKF covariance update equation [14] [also see (8.5)].

### 8.3 AGS-PF for target tracking

We now apply the AGS-PF presented in the previous section to the particular problem of target tracking, to illustrate in detail the key idea of analytically determining the proposal distribution for sampling particles. In particular, in order to find the proposal distribution (Gaussian mixture), we first determine all the modes of the posterior pdf (proposal distribution), \(\hat{x}^{(i)}_{k|k}\), by employing our analytic approaches presented in the previous chapter (see Section 7.4.2) to analytically solve the problem (8.14). On the other hand, in order to obtain the covariance, \(P^{(i)}_{k|k}\), of the \(i\)-th Gaussian component of the proposal distribution (8.15), we compute the measurement Jacobian, \(H^{(i)}_k\), as in (7.12), using the found modes, \(\hat{x}^{(i)}_{k|k}\).
Since the analytically-determined proposal distribution derived in the previous section not only takes into account the current measurement but also matches all the modes of the posterior pdf, it provides a better approximation to the posterior pdf, and thus the AGS-PF is expected to perform better than the standard PF as well as the GSPF. Specifically, at time-step $k - 1$, we cluster the particles into $m$ groups, e.g., using the K-means algorithm [42]. Here, $m$ is a design choice selected based on the available computational resources. We compute the sample mean and covariance of the $i$-th group ($i = 1, \ldots, m$), and approximate this group by a Gaussian, $\mathcal{N}(i) \triangleq \mathcal{N}(x_{k-1}; \hat{x}_{k-1}^{(i)}, \mathbf{P}_{k-1}^{(i)})$, $i = 1, \ldots, m$. Then, based on the linear motion model (7.2), we propagate each Gaussian to obtain the prior, $\mathcal{N}(x_k; \hat{x}_{k|k-1}^{(i)}, \mathbf{P}_{k|k-1}^{(i)})$ [see (7.15) and (7.16)]. When a new measurement becomes available, we analytically compute all the modes of the posterior pdf for each of the $m$ Gaussians $\mathcal{N}(i)$, by solving (8.14) (see Section 7.4.2). Once all the modes of the posterior pdf (and thus the proposal distribution) are determined, we compute the corresponding covariance based on (8.15) for each Gaussian component of the proposal distribution. Finally, after all the Gaussian components (modes and covariances) are specified, we use them as a proposal distribution to draw particles, 

$$\{x_k^{[j]}\}_{j=1}^{M_{i\ell}} \sim \mathcal{N}(x_k; \hat{x}_{k|k}^{(i\ell)}, \mathbf{P}_{k|k}^{(i\ell)})$$

where $M_{i\ell}$ is the number of particles drawn from the $i\ell$-th Gaussian. For simplicity, $M_{i\ell}$ is set equal to the number of the particles originating from the $i$-th group after clustering, i.e., $M_{i\ell} = M_i$, though a more adaptive scheme (e.g., based on the particles’ weights) may be used. In summary, the main steps of the AGS-PF target tracking are outlined in Algorithm 6.

**Algorithm 6** Analytically-Guided-Sampling (AGS)-PF for Target Tracking

**Require:** Initialize particles by sampling from $p(x_0)$

1: **loop**
2: Cluster particles into $m$ groups using K-means, and fit a Gaussian to each group
3: Propagate each of the $m$ Gaussians (means and covariances) to obtain the priors via (7.15) and (7.16)
4: For each group, given a new measurement, analytically determine the proposal distribution as a Gaussian mixture [see Sections 7.4.2 and (8.15)]
5: Draw particles from the analytically-determined proposal distribution (Gaussian mixture)
6: Compute weights via (8.3), prune particles, and normalize weights
7: Resample particles based on weights
8: **end loop**
Note that as seen from Section 7.4.2, we may find multiple modes of the posterior pdf for each group at each time step. Hence, the number of Gaussian components of the proposal distribution may be larger than the original number of clusters. This can result in an unbounded growth of particles over time in the worst case, since more and more particles may be generated for each group in the subsequent time steps. In order to keep the number of particles constant and reduce the computational cost of the AGS-PF, at every time step we prune out particles with low weights (see Algorithm 6). As a result, the AGS-PF can use substantially fewer particles while achieving significantly better performance than the standard PF (see Sections 8.4 and 8.5). This is attributed to the fact that the particles drawn from the analytically-determined proposal distribution that captures all the modes of the posterior pdf, are effectively sampled from the most probable regions of the state space.

8.4 Simulation results

A series of Monte-Carlo simulations were conducted under various conditions, in order to validate the capability of the proposed AGS-PF to improve tracking performance, using the performance evaluation metrics of NEES and RMSE [14]. In this simulation, we performed 100 Monte-Carlo simulations and compared three different PFs: (1) the standard (bootstrap) PF with 1000 particles, which uses the prior as the proposal distribution to draw particles from and employs the systematic resampling strategy [50]; (2) the GSPF [98] using the same number of particles as the standard PF and \( m = 10 \) Gaussians to represent the underlying distributions, which are initialized by clustering the initial particles into \( m \) groups and then fitting a Gaussian to each group; and (3) the proposed AGS-PF with 500 particles, which uses the analytically-determined proposal distribution as well as systematic resampling. In the AGS-PF, at each time step, we clustered the particles into \( m = 10 \) groups, equal to the number of Gaussians used in the GSPF. Note that in order to validate the effectiveness of the analytically-determined proposal distribution employed by the AGS-PF, significantly fewer particles were used in the AGS-PF, as compared to the standard PF and the GSPF. Despite this fact, as shown below, the AGS-PF attains substantially better performance than both the standard PF and the GSPF.

For the results presented in this section, we adopted a zero-acceleration motion model for
the target [14] [also see (7.40)]:

$$\dot{x}(t) = Fx(t) + Gw(t)$$  \hspace{1cm} (8.16)

where

$$x(t) = \begin{bmatrix} x_T(t) \\ y_T(t) \\ \dot{x}_T(t) \\ \dot{y}_T(t) \end{bmatrix}, \quad F = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad G = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix}$$

and $w(t) = \begin{bmatrix} w_x(t) & w_y(t) \end{bmatrix}^T$ is zero-mean, white Gaussian noise with covariance $\mathbb{E} [w(t)w(\tau)^T] = qI_2 \delta(t-\tau)$, where $q = 1 \left( \frac{m}{\text{sec}^2} \right)^2 \frac{1}{\text{Hz}}$, and $\delta(t-\tau)$ is the Dirac-delta function.

In our implementation, we discretize this continuous-time system model (8.16) with time step $\Delta t = 0.1$ sec. The initial true target state is $x_0 = \begin{bmatrix} 0 & 0 & -5 & 5 \end{bmatrix}^T$, while the initial estimate of the target state is randomly generated from a Gaussian pdf, $\mathcal{N}(x_0, P_{0|0})$, where $P_{0|0} = 100I_4$ is the initial covariance of the state estimate. Similarly to [47], we chose a circular sensor trajectory with perfectly known sensor positions for the simulations. Fig. 7.3 shows the trajectories of the target and sensor in one typical realization of the Monte-Carlo simulations. The standard deviation of the distance-measurement noise was equal to $\sigma_\rho = 0.5$ m, while the standard deviation of the bearing-measurement noise was set to $\sigma_\theta = 3$ deg.

Fig. 8.2 shows the Monte-Carlo results of the three PFs. It is clear that the standard PF provides inaccurate estimates which are diverging from the ground truth and become inconsistent. As explained before, the poor NEES performance of the standard PF is primarily due to the ill conditioning of the covariances computed from particles whose weights are small or particles that do not span all directions of the state space. As expected, the GSPF performs more accurately than the standard PF. Most importantly, the AGS-PF performs better than both the standard PF and the GSPF, in terms of accuracy (RMSE) and consistency (NEES). This is attributed to the analytically-determined proposal distribution which matches all the modes of the posterior pdf while taking into account the most recent measurements. It is interesting to note that the superior performance of the AGS-PF over the GSPF in bearing-only tracking, is not as pronounced as that in range-only tracking [see Figs. 8.2(a) and 8.2(c)]. This is due to the approximation incurred in the AGS-PF using the inferred, instead of original, bearing measurements (7.32) to determine the Gaussian-mixture-based proposal distribution, which, however, is not the case in range-only tracking.
Figure 8.2: Target tracking Monte-Carlo results: The proposed AGS-PF algorithm performs substantially better than its competitors, in terms of both accuracy (RMSE) and consistency (NEES). Note that for clarity of presentation, only the portions of the NEES lines that are within a certain threshold are plotted.

Finally, using the same simulation setup as described above, we compared the computational requirements of the proposed AGS-PF and its competitors by measuring the CPU runtime for a complete update of all filters. Our Matlab implementations running on a Core i7 CPU of 2.67 GHz required an average execution time for each filter shown in Table 8.1. These results were obtained by averaging the CPU running time over all Monte-Carlo simulations and over all time steps. As compared to the standard PF and the GSPF, the proposed AGS-PF is not only computationally more efficient by using fewer particles but also achieves significantly
Table 8.1: Computational cost and estimation accuracy

<table>
<thead>
<tr>
<th></th>
<th>Runtime (sec)</th>
<th>Pos. Est. Err. (m)</th>
<th>Vel. Est. Err. (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Range-only tracking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std-PF</td>
<td>0.2273</td>
<td>92.3522</td>
<td>9.1060</td>
</tr>
<tr>
<td>GSPF</td>
<td>0.1801</td>
<td>51.4123</td>
<td>6.5045</td>
</tr>
<tr>
<td>AGS-PF</td>
<td>0.1813</td>
<td>10.3799</td>
<td>2.5885</td>
</tr>
<tr>
<td><strong>Bearing-only tracking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std-PF</td>
<td>0.2757</td>
<td>51.5319</td>
<td>6.3499</td>
</tr>
<tr>
<td>GSPF</td>
<td>0.2283</td>
<td>23.2511</td>
<td>4.4451</td>
</tr>
<tr>
<td>AGS-PF</td>
<td>0.1956</td>
<td>20.7163</td>
<td>4.4377</td>
</tr>
</tbody>
</table>

better tracking performance [see Figs. 8.2(a) and 8.2(c), and Table 8.1]. Specifically, in the case of range-only tracking, as compared to the standard PF and the GSPF, the AGS-PF attains on average 89% and 80% reduction in position estimation error, 71% and 60% reduction in velocity estimation error, while at 20% lower and same order of computational cost, respectively. Similarly, for bearing-only tracking, it achieves on average 60% higher position and 30% higher velocity estimation accuracy than the standard PF at 30% less computational cost; while attaining compatible estimation accuracy as the GSPF at 15% less computational cost.

8.5 Experimental results

In this section, we conducted the same real-world experiment as in Section 7.7 to further validate the proposed AGS-PF. Specifically, during the test, two Pioneer-III robots, one acting as the target and the other serving as the sensor, moved in a rectangular area of 4 m × 2 m, within which the positions of the robots were tracked by an overhead camera. For this purpose, rectangular tracking patterns were mounted on top of the robots and the vision system was calibrated in order to provide ground-truth measurements of the robots’ poses in a global coordinate frame. The standard deviation of the noise in these measurements was approximately 0.5 deg for orientation and 0.01 m, along each axis, for position. The target robot drove along a straight line at a constant velocity of \( v = 0.1 \text{ m/sec} \), and thus a zero-acceleration motion model with \( q = 0.05 \left( \frac{\text{m}}{\text{sec}^2} \right)^2 \text{ Hz} \) was used to describe this motion [see (8.16)], while the sensor robot moved...
on a circle. Fig. 7.5(a) shows the experimental setup, and Fig. 7.5(b) depicts the trajectories of the target and the sensor. In this experiment, the initial estimate of the target state was set to 
\[ \hat{x}_0|0 = \begin{bmatrix} 2.5940 & 1.7374 & 0.0003 & -0.0001 \end{bmatrix}^T \]
with covariance \[ P_{0|0} = I_4. \]
Relative distance and bearing measurements were produced synthetically using the differences in the true positions of the target and the sensor, as these were recorded by the overhead camera, with the addition of noise. For the results shown in this section, the distance and bearing measurements were corrupted by zero-mean white Gaussian noise, with standard deviation \( \sigma_\rho = 0.1 \, \text{m} \) and \( \sigma_\theta = 2 \, \text{deg} \), respectively.

The same three PFs (i.e., the standard PF, the GSPF, and the proposed AGS-PF) as in the preceding simulation were implemented, and the comparative results obtained from this single-run experiment are presented in Fig. 8.3. From the experimental results, it becomes clear that the proposed AGS-PF outperforms the standard PF and the GSPF, in terms of both accuracy (RMSE) and consistency (NEES), which agrees with the simulation results presented in the previous section.

### 8.6 Summary

In this chapter, we have introduced a new AGS-PF, which uses a Gaussian mixture as the proposal distribution, each Gaussian corresponding to one of the analytically-computed modes of the posterior pdf. Using such proposal distribution, the AGS-PF draws its particles within the most probable regions of the state space. As a result, as compared to the standard PF and the GSPF, the AGS-PF attains better performance while requiring fewer computational resources. We applied this algorithm to the particular problems of range-only and bearing-only target tracking. Simulation and experimental results have demonstrated that the proposed approach outperforms the standard PF and the GSPF, in terms of accuracy, consistency and efficiency.
Figure 8.3: Target tracking experimental results: The proposed AGS-PF algorithm performs better than its competitors, in terms of both accuracy (RMSE) and consistency (NEES). Note that for clarity of presentation, only the portions of the NEES lines that are within a certain threshold are plotted.
Chapter 9

Concluding Remarks

9.1 Summary of contributions

The work presented in the preceding chapters has focused on investigating the fundamental causes of estimation inconsistency in the applications of robot localization and target tracking, and providing methodologies for improving estimator consistency. The main contributions of this work can be summarized as follows:

- **Observability-constrained estimators for robot localization**

  In Chapters 2 and 3, we studied in depth the EKF inconsistency of robot localization including SLAM and CL and proved for the first time ever that the standard linearized EKF system has an observable subspace of *higher* dimension than the corresponding nonlinear system. This indicates that the standard EKF gains *spurious* information from the available measurements and erroneously reduces the uncertainty of its estimates, which leads to inconsistency. Based on this key insight, in order to address this problem, we proposed an observability-based methodology. The underlying idea of this approach is computing the EKF propagation and measurement Jacobians so as to ensure that the linearized EKF system model has an observable subspace of *correct* dimension. To achieve this goal, we developed three different Observability-Constrained (OC)-EKFs, which compute the appropriate Jacobians either indirectly (i.e., by first finding appropriate linearization points used for computing Jacobians) or directly (i.e., by projecting the best-available measurement Jacobian onto the observable directions).
Proceeding similarly, we showed in Chapter 4 that the linear-regression-based SLAM system model used by the UKF has the same observability issue, i.e., the linear-regression-based system has observable subspace of higher dimension than the actual nonlinear system. Hence, we adapted the previous observability-based methodology and introduced a novel Observability-Constrained (OC)-UKF for SLAM. In particular, the observability constraints are enforced when constructing the optimal linear regression matrices in the LRKF framework. Moreover, in Chapter 5, we generalized the observability-based methodology from the filtering framework to the smoothing framework and developed an Observability-Constrained (OC)-SWF for SLAM. In this case, due to the marginalization used in the SWF, the standard SWF possesses different parameter observability properties from the optimal batch-MAP estimator. To address this issue, we impose the observability constraint in computing the Jacobian and thus the Hessian matrices, when employing Gauss-Newton to iteratively solve the nonlinear optimization problem.

Besides the unobservable systems such as SLAM and CL considered in Chapters 2-5, in Chapter 6, we generalized the observability-based methodology to a broad class of observable systems, i.e., discrete-time nonlinear systems with partial-state measurements. In particular, a novel decomposition of the observability matrix according to the measurement sources (sensors) reveals that the standard EKF acquires nonexistent information from each source’s measurements, which degrades the performance (in terms of consistency and accuracy). Therefore, we adapted the observability-based idea and computed the EKF Jacobians so that the filter only acquires information of correct d.o.f. from the measurements of each source.

- **Analytically-selected multi-hypothesis target tracking**

In Chapter 7, we studied the inconsistency issue of range-only and bearing-only target tracking, which are highly nonlinear estimation problems with non-convex cost functions and often with multiple local minima (corresponding to the modes of the posterior pdf). In such cases, we found that a standard linearized estimator (e.g., the EKF) becomes inconsistent primarily because it is able to find and track only one local minimum, without guarantee of global optimum. To address this issue, we provided a formal methodology for designing linearized estimators that analytically find and track multiple local minima. Within the category of linearized estimators, a bank of MAP estimators was developed.
By converting the nonlinear cost function into polynomial form, the bank of MAP algorithm analytically computes all the modes of the posterior pdf for the current state at each time step, and then uses these modes as high-quality initial estimates for the batch-MAP estimators in the bank to refine the entire trajectory. Furthermore, in Chapter 8 we adapted this analytic idea to nonparametric estimation and developed the Analytically-Guided-Sampling (AGS)-PF. The key idea of the AGS-PF is to employ an analytically-determined Gaussian mixture as proposal distribution which not only takes into account the most recent measurement but also matches all the modes of the posterior (optimal proposal) distribution. As a result, the AGS-PF can efficiently focus its particles on the most probable region in the state space.

With this work, we provide a solid theoretical framework for improving consistency of nonlinear estimators that will enable long-term consistent autonomous navigation even in GPS-denied environments, and will offer significant benefits for robots employed in various practical application domains.

9.2 Future research directions

Building upon the theoretical foundations developed in this work, in the future we will focus on developing efficient state estimation algorithms to enable long-term consistent autonomous navigation under various practical constraints, as well as expanding the same theoretical framework to distributed teams of reconfigurable arrays of networked (mobile) sensors or intelligent embedded systems. Although there are many open interesting questions along these lines, the following two research directions are particularly of importance and interest:

- Resource-aware consistent vision-aided inertial navigation

In Chapters 2, 3, 4 and 5, we have primarily focused on robots navigating in 2D. Even though this assumption is satisfied when robots operate in most man-made environments (e.g., indoors, and on paved roads), an increasing number of applications require robots moving in 3D and thus estimating their 6 d.o.f. poses (positions and orientations). For example, the full 3D pose estimation is necessary for spacecraft [159], unmanned aerial vehicles [103], autonomous underwater vehicles [107], robots operating on rugged outdoor terrain [156], and in some cases, robots moving indoors [119]. Therefore, it will be
of practical importance to extend this work to 3D.

Over the past few decades, inertial navigation systems (INS) have been extensively used for estimating 3D robot pose in GPS-denied areas (e.g., underwater, indoor, in the urban canyon, and on other planets). Most INS rely on an inertial measurement unit (IMU) that measures the 3 d.o.f. rotational velocity and 3 d.o.f. linear acceleration of the robot on which it is rigidly attached. Unfortunately, simple integration of IMU measurements that are corrupted by noise and bias, often results in pose estimates unreliable for navigation purposes. Although high-accuracy IMUs do exist, they remain prohibitively expensive for widespread deployment. For this reason, it is common to aid an INS with an alternative sensor, such as a laser scanner, sonar, radar, or camera, whose measurements can be used to determine the robot motion with respect to the surrounding environments. Of these possible aiding sources, camera is an appealing choice since it is small, light-weight, inexpensive, and passive (energy efficient), while providing rich information. Hence, vision-aided INS (V-INS) is emerging as an important application [120].

Even though state-of-the-art V-INS algorithms can provide accurate pose estimates over short periods of time, they are not ready for long-term deployment in critical scenarios. This is due to certain limitations, including inconsistent state estimates and resource (sensing and processing) constraints that are not appropriately addressed and often result in short mission duration. Therefore, to address these issues, our future research efforts will focus on: (i) investigation of the fundamental causes of 3D pose estimation inconsistency and approaches to mitigate these problems; and (ii) development of new state estimation algorithms to optimally allocate often limited system resources. An immediate impact of this research will be to advance the current state of the art, by improving the cost efficiency as well as the estimation consistency and accuracy.

- **Estimation and control in mobile sensor (robot) networks**

Sensor networks – a typical cyber-physical system – are becoming increasingly popular, since they can measure and estimate quantities of interest at spatially distributed locations. Static sensor networks are useful for applications such as habitat monitoring [131] or terrain surveillance [2], while the additional mobility offers a sensor network an even broader spectrum of applications. Teams of mobile sensors (robots), for example, have been used for inspection of nuclear power plants [35], aerial surveillance [15], search
and rescue [152], and underwater or space exploration [23]. Although these application domains are quite dissimilar, a common requirement is to solve a statistical inference problem. For instance, we may seek to determine the poses of sensors (localization), estimate the trajectory of a moving target (tracking), build a map of the area where robots operate (mapping), or find the spatio-temporal parameters of a natural process (learning).

Within the expansive list of inference problems, two large categories are interesting: *model-based* estimation such as EKF, where an analytical model of the process being tracked is available, and *nonparametric* estimation such as PF, where such a model does not exist *a priori*. The latter has become increasingly popular, but its inconsistency is not sufficiently studied, which hence will be one of our future research efforts. In both classes, an important distinction can be made between *centralized* approaches, which assume the presence of a fusion center in the network where most (or all) of the processing takes place; and *decentralized* ones, where no such special node exists, and all the processing takes place in the sensor platforms. The latter is more appealing and will be within our research focus, since requiring a fusion center is not desirable in many cases due to reliability and/or scalability concerns. Furthermore, mobile sensor networks often need to operate under stringent constraints on their available sensing, processing, communication, and power resources. These, however, are not appropriately addressed by most existing inference algorithms and hence make them impracticable. For this reason, our future research efforts will also focus on: (i) performing optimal inference under realistic resource constraints; (ii) studying the effects of the key properties of the sensor system – such as the size of the sensor network, the type and precision of the sensors, the frequency of the observations, and the availability of communication and processing resources – on the attainable estimation accuracy; and (iii) learning optimal motion strategies for each robot in the team so as to aid estimation tasks, and vice versa. This research will promote robot (sensor) coordination for information acquisition, communication, and management, by providing adaptability to changing conditions and increasing the reliability of networks.

As we finish this work, we are excited to find robot systems standing at the brink of widespread field deployment in real-world applications. We hope that our work, which enables consistent autonomous navigation, serves as a solid first step towards this goal.
References


[121] P. Moutarlier and R. Chatila, “Stochastic multisensory data fusion for mobile robot location and environment modeling,” in *Proc. of the Fifth International Symposium of*


Appendix A

Appendices for Chapter 2

A.1 Unicycle model

If the unicycle model is used, and we employ the approximation that the velocity and heading are constant during each propagation interval, we obtain $R_k \dot{x}_{R_{k+1}} = [v_{m_k} \delta t \ 0 \ \omega_{m_k} \delta t]^T$, where $u_{m_k} = [v_{m_k} \ \omega_{m_k}]^T$ are the linear and rotational velocity measurements, respectively, and $\delta t$ is the sampling period. Substitution in (2.2)-(2.3) yields the familiar robot pose propagation equations:

$$\hat{p}_{R_{k+1|k}} = \hat{p}_{R_{k|k}} + \begin{bmatrix} v_{m_k} \delta t c(\hat{\phi}_{R_{k|k}}) \\ v_{m_k} \delta t s(\hat{\phi}_{R_{k|k}}) \\ 0 \ 0 \ 1 \end{bmatrix}$$ (A.1)

$$\hat{\phi}_{R_{k+1|k}} = \hat{\phi}_{R_{k|k}} + \omega_{m_k} \delta t$$ (A.2)

Similarly, the commonly used expressions for the Jacobian matrices $\Phi_{R_k}$ and $G_{R_k}$ can be derived from (2.6), (2.8) and (2.9). Specifically, by substituting the robot displacement $R_k \hat{p}_{R_{k+1}} = \begin{bmatrix} v_{m_k} \delta t \ 0 \end{bmatrix}$ into (2.8), we have:

$$\Phi_{R_k} = \begin{bmatrix} 1 & 0 & -v_{m_k} \delta t s(\hat{\phi}_{R_{k|k}}) \\ 0 & 1 & v_{m_k} \delta t c(\hat{\phi}_{R_{k|k}}) \\ 0 & 0 & 1 \end{bmatrix}$$ (A.3)
To derive the Jacobian matrix $G^o_R$ with respect to the odometry vector $u_k$, instead of $R_k \hat{x}_{R_k+1}$, we apply the chain rule of differentiation as follows:

$$
G^o_R = \frac{\partial(x_{R_k+1})}{\partial(R_k x_{R_k+1})} \bigg|_{R_k \hat{x}_{R_k+1}} \times \frac{\partial(R_k x_{R_k+1})}{\partial u_k} \bigg|_{u_{mk}} \quad (A.4)
$$

The first term is the Jacobian with respect to the robot pose change (displacement and orientation change), evaluated at the estimate $R_k \hat{x}_{R_k+1}$, and is given in (2.9). The second term is the Jacobian of the robot pose change with respect to $u_k$. Since $R_k x_{R_k+1} = \begin{bmatrix} v_k \delta t & 0 & \omega_k \delta t \end{bmatrix}^T$, this Jacobian is simply given by:

$$
\frac{\partial(R_k x_{R_k+1})}{\partial u_k} \bigg|_{u_{mk}} = \begin{bmatrix} \delta t & 0 \\ 0 & 0 \\ 0 & \delta t \end{bmatrix} \quad (A.5)
$$

Therefore, substitution of (A.5) and (2.9) into (A.4) yields:

$$
G^o_R = \begin{bmatrix} \delta t c(\hat{\phi}_{R_k}) & 0 \\ \delta t s(\hat{\phi}_{R_k}) & 0 \\ 0 & \delta t \end{bmatrix} \quad (A.6)
$$

We thus showed how the commonly used expressions for (2.2)-(2.4), as well as the state and noise Jacobians can be derived.

### A.2 Proof of Lemma 2.4.1

The proof is based on mathematical induction, by verifying the structure of the $k$th order Lie derivatives. We define the Lie derivative of a $C^\infty$ function $h$ on an open subset $S \subset \mathbb{R}^{dim(x)}$ along an analytic vector field $f$ on $S$, as:

$$
L_f h = (dh) f \quad (A.7)
$$
where $dh$ is the gradient of $h$ with respect to the state vector $x$. We start by noting the following identities, which will be useful in the ensuing derivations.

\[
\frac{d\rho}{dx} = \begin{bmatrix}
\frac{\delta x}{\rho} & -\frac{\delta y}{\rho} & 0 & \frac{\delta x}{\rho} & \frac{\delta y}{\rho}
\end{bmatrix} = \begin{bmatrix}
-c\theta & -s\theta & 0 & c\theta & s\theta
\end{bmatrix}
\]

(A.8)

\[
\frac{d\psi}{dx} = \frac{1}{\rho} \begin{bmatrix}
\frac{\delta y}{\rho} & -\frac{\delta x}{\rho} & -\frac{\delta y}{\rho} & \frac{\delta x}{\rho}
\end{bmatrix} = \frac{1}{\rho} \begin{bmatrix}
s\theta & -c\theta & -\frac{\delta y}{\rho} & c\theta
\end{bmatrix}
\]

(A.9)

where $\delta x \triangleq x_L - x_R$, $\delta y \triangleq y_L - y_R$, and $\theta \triangleq \psi + \phi_R$.

We first prove that if $h$ has the special structure shown in (2.15), then the zeroth- and first-order Lie derivatives are functions of $\rho$ and $\psi$ only.

By applying the chain rule of differentiation, the zeroth-order (i.e., $k = 0$) Lie derivative is computed as follows:

\[
L^0 f_1 h \triangleq \frac{dh}{dx} = \begin{bmatrix}
\frac{\partial h}{\partial \rho} & \frac{\partial h}{\partial \psi}
\end{bmatrix} A_0 \begin{bmatrix}
\frac{d\rho}{dx} & \frac{d\psi}{dx}
\end{bmatrix}
\]

(A.10)

It is important to note that since $h$ is a function of $\rho$ and $\psi$ only, the terms $\frac{\partial h}{\partial \rho}$ and $\frac{\partial h}{\partial \psi}$ are also functions of $\rho$ and $\psi$ only. As a result, the matrix $A_0$ is a function of $\rho$ and $\psi$, whose exact structure depends on the particular measurement function $h$.

The first-order (i.e., $k = 1$) Lie derivatives are calculated according to the definition (A.7), and employing the results of (A.8) and (A.9), as:

\[
L^1 f_1 h = \left[\frac{\partial h}{\partial \rho} \quad \frac{\partial h}{\partial \psi}\right] \frac{d\rho}{dx} f_1
\]

\[
= A_0 \begin{bmatrix}
-c\theta c\phi_R - s\theta s\phi_R \\
\frac{1}{\rho} (s\theta c\phi_R - c\theta s\phi_R)
\end{bmatrix} = A_0 \begin{bmatrix}
-c\psi \\
\frac{s\psi}{\rho}
\end{bmatrix}
\]

(A.11)

\[
L^1 f_2 h = \left[\frac{\partial h}{\partial \rho} \quad \frac{\partial h}{\partial \psi}\right] \frac{d\psi}{dx} f_2 = A_0 \begin{bmatrix}
0 \\
-1
\end{bmatrix}
\]

(A.12)

We thus see that both the zeroth- and the first-order Lie derivatives are functions of $\rho$ and $\psi$ only. This is the base case for the proof by induction.

Now assume the $k$-th order Lie derivatives $L^k f_i h$, $i = 1, 2$, are functions of $\rho$ and $\psi$ only.\(^1\)

\(^1\) Extension of this analysis to the case of mixed $k$-th order Lie derivatives is straightforward, though more involved in terms of notation; thus, it is omitted to preserve presentation clarity.
Then their gradients can be computed by:

\[
\frac{d(L^k f_i h)}{dx} = \left[ \frac{\partial}{\partial \rho} (L^k f_i h) \frac{\partial}{\partial \psi} (L^k f_i h) \right] \left[ \frac{d\rho}{dx} \frac{d\psi}{dx} \right] A_{ki}
\]  

(A.13)

where \( A_{ki} \) is a function of \( \rho \) and \( \psi \) only. Thus, the \((k+1)\)-th order Lie derivatives are computed as follows:

\[
L_{f_1}^{k+1} h = \left[ \frac{\partial}{\partial \rho} (L_{f_1}^k h) \frac{\partial}{\partial \psi} (L_{f_1}^k h) \right] \left[ \frac{d\rho}{dx} \frac{d\psi}{dx} \right] f_1
\]

\[
= A_{k1} \left[ \begin{array}{c}
-c\theta c\phi R - s\theta s\phi R \\
\frac{1}{\rho} (s\theta c\phi R - c\theta s\phi R)
\end{array} \right] = A_{k1} \left[ \begin{array}{c}
-c\psi \\
\frac{s\psi}{\rho}
\end{array} \right]
\]  

(A.14)

\[
L_{f_2}^{k+1} h = \left[ \frac{\partial}{\partial \rho} (L_{f_2}^k h) \frac{\partial}{\partial \psi} (L_{f_2}^k h) \right] \left[ \frac{d\rho}{dx} \frac{d\psi}{dx} \right] f_2 = A_{k2} \left[ \begin{array}{c}
0 \\
-1
\end{array} \right]
\]  

(A.15)

Clearly, the \((k + 1)\)-th order Lie derivatives are also functions of \( \rho \) and \( \psi \) only, and the proof by induction is complete.
A.3 Proof of Lemma 2.4.2

Employing the expressions for the Lie derivatives derived in Appendix A.2, we have:

\[
d\hat{G} = \text{span} \left\{ \frac{d(L^0 h_1)}{dx}, \frac{d(L^1 h_1)}{dx}, \ldots, \frac{d(L^0 h_n)}{dx}, \frac{d(L^1 h_n)}{dx}, \frac{d(L^2 h_1)}{dx}, \frac{d(L^2 h_n)}{dx}, \ldots, \frac{d(L^2 h_n)}{dx}, \frac{d(L^2 h_n)}{dx}, \ldots, \frac{d(L^k h_1)}{dx}, \frac{d(L^k h_n)}{dx}, \ldots, \frac{d(L^k h_n)}{dx}, \right\}
\]

\[
= \text{span} \left\{ A_0^1 \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right], \ldots, A_0^n \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right], \ldots, A_1^1 \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right], \ldots, A_1^n \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right], \ldots, A_{k_1}^1 \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right], \ldots, A_{k_1}^n \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right], \ldots, A_{k_2}^1 \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right], \ldots, A_{k_2}^n \left[ \begin{array}{c} \frac{d\rho}{dx} \\ \frac{d\psi}{dx} \end{array} \right] \right\}
\]

\[
= \text{span} \left\{ A_0^1, A_0^n, A_1^1, A_1^n, \ldots, A_{k_1}^1, A_{k_1}^n, A_{k_2}^1, A_{k_2}^n \right\} = \text{span} (A_K M)
\]

(A.16)
where the superscript $i$ in $A^i$ refers to the measurement function $h_i$ (i.e., $i = 1, 2, ..., n$). We will now show that $A_K$ is of full column rank for any type of measurements (i.e., distance-and-bearing, distance-only, and bearing-only measurements).

**Distance-and-bearing measurements** We first consider the distance-and-bearing measurements which are given by:

\[
\begin{align*}
    h_1(x) &= \rho = ||p_L - p_R|| \\
    h_2(x) &= \psi = \arctan2(y_L - y_R, x_L - x_R) - \phi_R
\end{align*}
\]  

(A.17)  

(A.18)

In this case, we have

\[
\begin{align*}
    A_0^1 &= \begin{bmatrix} \frac{\partial h_1}{\partial \rho} & \frac{\partial h_2}{\partial \psi} \end{bmatrix} = \begin{bmatrix} 1 & 0 \end{bmatrix} \\
    A_0^2 &= \begin{bmatrix} \frac{\partial h_1}{\partial \rho} & \frac{\partial h_2}{\partial \psi} \end{bmatrix} = \begin{bmatrix} 0 & 1 \end{bmatrix}
\end{align*}
\]  

(A.19)  

(A.20)

Hence, $A_K = \begin{bmatrix} A_0^1 \\ A_0^2 \\ \vdots \end{bmatrix} = \begin{bmatrix} I_2 \\ \vdots \end{bmatrix}$ is full-rank.

**Distance-only measurements** We now consider the case of distance-only measurement which is given by:

\[
    h(x) = \rho = ||p_L - p_R||
\]  

(A.21)

In this case, we have

\[
    A_0 = \begin{bmatrix} \frac{\partial h}{\partial \rho} & \frac{\partial h}{\partial \psi} \end{bmatrix} = \begin{bmatrix} 1 & 0 \end{bmatrix}
\]  

(A.22)

The first-order Lie derivatives are computed as:

\[
\begin{align*}
    L_{\xi_1}^1 h &= A_0 \begin{bmatrix} -c\psi \\
    -\frac{s\psi}{\rho} \end{bmatrix} = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} -c\psi \\
    -\frac{s\psi}{\rho} \end{bmatrix} = -c\psi \\
    L_{\xi_2}^1 h &= A_0 \begin{bmatrix} 0 \\
    1 \end{bmatrix} = 0
\end{align*}
\]  

(A.23)  

(A.24)
Then, we compute $A_{11}$ and $A_{12}$ as:

$$A_{11} = \begin{bmatrix} \frac{\partial}{\partial \rho} (L^1_{f_1} h) & \frac{\partial}{\partial \psi} (L^1_{f_1} h) \end{bmatrix} = \begin{bmatrix} \frac{\partial}{\partial \rho} (-c\psi) & \frac{\partial}{\partial \psi} (-c\psi) \end{bmatrix} = \begin{bmatrix} 0 & s\psi \end{bmatrix} \quad (A.25)$$

$$A_{12} = \begin{bmatrix} \frac{\partial}{\partial \rho} (L^1_{f_2} h) & \frac{\partial}{\partial \psi} (L^1_{f_2} h) \end{bmatrix} = 0 \quad (A.26)$$

Now we have $A_K = \begin{bmatrix} A_0 \\ A_{11} \\ \vdots \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ \vdots & \vdots \end{bmatrix}$ which, in general, is full-rank.

**Bearing-only measurements** We finally consider the bearing-only measurement which is given by:

$$h(x) = \psi = \text{atan2}(y_L - y_R, x_L - x_R) - \phi_R \quad (A.27)$$

In this case, we have

$$A_0 = \begin{bmatrix} \frac{\partial h}{\partial \rho} & \frac{\partial h}{\partial \psi} \end{bmatrix} = \begin{bmatrix} 0 & 1 \end{bmatrix} \quad (A.28)$$

And the first-order Lie derivatives are computed as:

$$L^1_{f_1} h = A_0 \begin{bmatrix} -c\psi \\ -\frac{s\psi}{\rho} \end{bmatrix} = \begin{bmatrix} 0 & 1 \end{bmatrix} \begin{bmatrix} -c\psi \\ -\frac{s\psi}{\rho} \end{bmatrix} = \frac{s\psi}{\rho} \quad (A.29)$$

$$L^1_{f_2} h = A_0 \begin{bmatrix} 0 \\ 1 \end{bmatrix} = 1 \quad (A.30)$$

Then, we compute $A_{11}$ and $A_{12}$ as:

$$A_{11} = \begin{bmatrix} \frac{\partial}{\partial \rho} (L^1_{f_1} h) & \frac{\partial}{\partial \psi} (L^1_{f_1} h) \\ \frac{\partial}{\partial \rho} (L^1_{f_2} h) & \frac{\partial}{\partial \psi} (L^1_{f_2} h) \end{bmatrix} = \begin{bmatrix} \frac{\partial}{\partial \rho} \left( \frac{s\psi}{\rho} \right) \\ \frac{\partial}{\partial \rho} \left( \frac{c\psi}{\rho} \right) \end{bmatrix} = \begin{bmatrix} -\frac{s\psi}{\rho^2} \\ \frac{c\psi}{\rho} \end{bmatrix} \quad (A.31)$$

$$A_{12} = 0 \quad (A.32)$$

It is clear that $A_K = \begin{bmatrix} A_0 \\ A_{11} \\ \vdots \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -\frac{s\psi}{\rho^2} & \frac{c\psi}{\rho} \\ \vdots & \vdots \end{bmatrix}$ is, in general, full-rank.

Thus far, we have shown that for all three cases $A_K$ is full-rank. Note that the rank of the product of $A_K$ and $M$ is given by [see (2.28)]:

$$\text{rank}(A_K M) = \text{rank}(M) - \dim(\text{null}(A_K) \cap \text{rng}(M)) \quad (A.33)$$
Since we have shown above that in general matrix $A_K$ is full column rank, i.e., $\text{null}(A_K) = \emptyset$, we have $\text{rank}(A_K M) = \text{rank}(M)$. Therefore, the row-span of $A_K M$ is identical to the row-span of $M$, i.e., $\frac{d\phi}{dx}$ and $\frac{d\psi}{dx}$.

$$dG = \text{span}_{row} \begin{bmatrix} -c\theta & -s\theta & 0 & c\theta & s\theta \\ \frac{s\theta}{\rho} & -\frac{c\theta}{\rho} & -1 & -\frac{s\theta}{\rho} & \frac{c\theta}{\rho} \end{bmatrix}$$

$$= \text{span}_{row} \left\{ J \text{Diag} \left( \begin{bmatrix} 1 & 1 \end{bmatrix} \right) C^T(\psi) \begin{bmatrix} s\phi_R & -c\phi_R & -c\phi_R \delta x - s\phi_R \delta y - s\phi_R & c\phi_R \\ c\phi_R & s\phi_R & s\phi_R \delta x - c\phi_R \delta y - c\phi_R & -s\phi_R \end{bmatrix} \right\}$$

$$= \text{span}_{row} \begin{bmatrix} s\phi_R & -c\phi_R & -c\phi_R \delta x - s\phi_R \delta y - s\phi_R & c\phi_R \\ c\phi_R & s\phi_R & s\phi_R \delta x - c\phi_R \delta y - c\phi_R & -s\phi_R \end{bmatrix}$$

(A.34)

### A.4 Proof of Lemma 2.5.3

Under the Gaussianity assumption, it is $p(x_{R_k}|z_{0:k}) = \mathcal{N}(\hat{x}_{R_k|k}, P_{RR_k|k})$, where $P_{RR_k|k}$ is the covariance matrix corresponding to the robot pose, obtained by partitioning the state covariance matrix as $P_{k|k} = \begin{bmatrix} P_{RR_k|k} & P_{RL_k|k} \\ P_{RL_k|k}^T & P_{LL_k|k} \end{bmatrix}$, and $p(x_{k+1}|z_{0:k}) = \mathcal{N}(\hat{x}_{k+1|k}, P_{k+1|k})$.

The first term of the cost function (2.47) is computed as:

$$\int \|x_{R_k} - x_{R_k}^*\|^2 p(x_{R_k}|z_{0:k}) dx_{R_k}$$

$$= \int \left( x_{R_k}^T A_k x_{R_k} - 2 x_{R_k}^T x_{R_k}^* + x_{R_k}^* x_{R_k}^* \right) p(x_{R_k}|z_{0:k}) dx_{R_k}$$

$$= \mathbb{E} \left( x_{R_k}^T A_k x_{R_k} \right) - 2 \mathbb{E} \left( x_{R_k}^T x_{R_k}^* \right) + x_{R_k}^* x_{R_k}^*$$

$$= \text{tr} \left( P_{RR_k|k} + \hat{x}_{R_k|k} \hat{x}_{R_k|k}^* \right) - 2 \hat{x}_{R_k|k}^T x_{R_k|k} + x_{R_k|k}^* x_{R_k|k}$$

$$= \text{tr} \left( P_{RR_k|k} + \hat{x}_{R_k|k} \hat{x}_{R_k|k} - 2 \hat{x}_{R_k|k}^T x_{R_k|k} + x_{R_k|k}^* x_{R_k|k} \right)$$

$$= \text{tr} \left( P_{RR_k|k} + \hat{x}_{R_k|k} - x_{R_k|k}^* \right)$$

(A.35)

where $\mathbb{E}(\cdot)$ denotes expectation and $\text{tr}(\cdot)$ the matrix trace. Proceeding similarly, the second term of the cost function (2.47) can be derived as:

$$\int \|x_{k+1} - x_{k+1}^*\|^2 p(x_{k+1}|z_{0:k}) dx_{k+1} = \text{tr} \left( P_{k+1|k} \right) + \|\hat{x}_{k+1|k} - x_{k+1|k}^*\|^2$$

(A.36)

Using (A.35) and (A.36), as well as the fact that the true $P_{RR_k|k}$ and $P_{k+1|k}$ are independent of
the linearization points, the following equivalence is immediate:

\[
\min_{\hat{x}_{Rk|k}, \hat{x}_{k+1|k}} \text{tr} \left( \frac{1}{\lambda_{Rk|k}} \right) + \left\| \hat{x}_{Rk|k} - \hat{x}_{k+1|k} \right\|^2 + \left\| \hat{x}_{k+1|k} - x_{k+1|k} \right\|^2
\]

\[
\Leftrightarrow \min_{\hat{x}_{Rk|k}, \hat{x}_{k+1|k}} \left\| \hat{x}_{Rk|k} - \hat{x}_{k+1|k} \right\|^2 + \left\| \hat{x}_{k+1|k} - x_{k+1|k} \right\|^2
\]

We now derive the following identities for the observability constraint (2.48) [see (2.35) and (2.42)]:

\[
H_{k+1} \Phi_{k+1} \cdots \Phi_{k_o} N = 0
\]

\[
\Leftrightarrow H L_{k+1} \begin{bmatrix} -I_2 & -J \left( p_{Lk+1|k}^* - p_{Rk+1|k_o}^* - \sum_{j=k_o+1}^{k} \Delta p_{Rj}^* \right) \end{bmatrix} I_2 N = 0
\]

\[
\Leftrightarrow p_{Lk+1|k}^* - p_{Rk+1|k}^* = \hat{p}_{Lk+1|k} - \hat{p}_{Rk+1|k} + \sum_{j=k_o+1}^{k-1} \Delta p_{Rj}^*
\]

This completes the proof.

### A.5 Proof of Lemma 2.5.4

The constraint equation (2.55) states that the rows of $H_{k+1}$ lie in the left nullspace of the matrix $V$. Therefore, if $L$ is a matrix whose rows span this nullspace, $H_{k+1}$ can be written as:

\[
H_{k+1} = AL
\]

where $A$ is an unknown matrix which we seek to compute. We note that there are several possible ways of computing an appropriate matrix $L$, whose rows lie in the nullspace of $V$. For instance, such a matrix is given, in closed form, by the expression:

\[
L = \begin{bmatrix} I_{\dim(x)} & 0 \end{bmatrix} \left( I_{\dim(x)} - V(V^TV)^{-1}V^T \right) =: \Gamma \Pi
\]

It is not difficult to see that $\Pi := I_{\dim(x)} - V(V^TV)^{-1}V^T$ is an orthogonal projection matrix (i.e., $\Pi^2 = \Pi$ and $\Pi^T = \Pi$) and hence has the eigenvalues of either 1 or 0, whose reduced SVD can be written as $\Pi = QQ^T$. Using this result, $L^T$ immediately becomes:

\[
L^T = QQ^T \Gamma^T
\]
By substituting (A.39) into the cost function (2.54), we have:

$$\min ||H_a - H_{k+1}||_F^2 = ||QQ^T \Gamma^T A^T - H_a^T||_F^2 = ||Q^T \Gamma^T A^T - Q^T H_o^T||_F^2$$  \hspace{1cm} (A.40)$$

$$\Rightarrow A = H_o Q (\Gamma Q)^{-1}$$  \hspace{1cm} (A.41)$$

Therefore, substitution of the above equation in (A.37) yields:

$$H_{k+1} = H_o Q (\Gamma Q)^{-1} \Gamma QQ^T = H_o Q Q^T = \Pi$$

$$= H_o (I_{\text{dim}(x)} - V(V^T V)^{-1} V^T)$$  \hspace{1cm} (A.42)$$

This completes the proof.

### A.6 Observability analysis for robocentric mapping

The robocentric mapping filter [26, 27] consists of three steps: prediction, update, and composition. In order to construct the system equations to perform observability analysis, we combine the composition and prediction steps into one model. The state vector is $R_k x_k \triangleq \begin{bmatrix} R_k x^T_{G_k} & R_k p^T_{L_k} \end{bmatrix}^T$, where $R_k x_{G_k}$ denotes the pose of the origin of the global frame with respect to the robot local frame at time-step $k$, and $R_k p_{L_k}$ is the landmark position with respect to the robot local frame at time-step $k$. The propagation equations are given by:

$$R_{k+1} p_{G_{k+1}} = C^T(R_k p_{G_k} - R_k p_{R_{k+1}})$$  \hspace{1cm} (A.43)$$

$$R_{k+1} \phi_{G_{k+1}} = R_k \phi_{G_k} - R_k \phi_{R_{k+1}}$$  \hspace{1cm} (A.44)$$

$$R_{k+1} p_{L_{k+1}} = C^T(R_k p_{L_k} - R_k p_{R_{k+1}})$$  \hspace{1cm} (A.45)$$

where $R_k x_{R_{k+1}} = \begin{bmatrix} R_k p^T_{R_{k+1}} & R_k \phi_{R_{k+1}} \end{bmatrix}^T$ is the robot pose change between time-steps $k$ and $k + 1$. This can be obtained from the odometry measurements $\{v_m, \omega_m\}$, which is corrupted by zero-mean white Gaussian noise $w_k$, i.e.,

$$R_k x_{R_{k+1}} = R_k x_{R_{k+1}|k} - R_k x_{R_{k+1}|k} = \begin{bmatrix} v_m \delta t \\ 0 \\ \omega_m \delta t \end{bmatrix} - \begin{bmatrix} \delta t & 0 \\ 0 & 0 \\ 0 & \delta t \end{bmatrix} w_k$$
By linearizing the above equations (A.43)-(A.45) at the current estimates, \( R_k \hat{x}_{k|k} \) and \( R_k \hat{x}_{R,k+1|k} \), we obtain the error-state propagation equations as follows:

\[
R_{k+1} \tilde{x}_{G,k+1|k} = \Phi_{G_k} R_k \hat{x}_{G,k|k} + \mathbf{J}_1 R_k \hat{x}_{R,k+1|k}
\]

(A.46)

\[
R_{k+1} \tilde{p}_{L,k+1|k} = \Phi_{L_k} R_k \hat{p}_{L,k|k} + \mathbf{J}_2 R_k \hat{x}_{R,k+1|k}
\]

(A.47)

where

\[
\Phi_{G_k} = \begin{bmatrix} C^T (R_k \hat{\phi}_{R,k+1|k}) & 0_{2 \times 1} \\ 0_{1 \times 2} & 1 \end{bmatrix}
\]

(A.48)

\[
\mathbf{J}_1 = \begin{bmatrix} -C^T (R_k \hat{\phi}_{R,k+1|k}) & \mathbf{J}^T C^T (R_k \hat{\phi}_{R,k+1|k})(R_k \hat{p}_{G,k|k} - R_k \hat{p}_{R,k+1|k}) \\ 0_{1 \times 2} \end{bmatrix}
\]

(A.49)

\[
\Phi_{L_k} = C^T (R_k \hat{\phi}_{R,k+1|k})
\]

(A.50)

\[
\mathbf{J}_2 = \begin{bmatrix} -C^T (R_k \hat{\phi}_{R,k+1|k}) & \mathbf{J}^T C^T (R_k \hat{\phi}_{R,k+1|k})(R_k \hat{p}_{L,k|k} - R_k \hat{p}_{R,k+1|k}) \end{bmatrix}
\]

(A.51)

Stacking (A.46) and (A.47) into a matrix form, we have:

\[
R_{k+1} \tilde{x}_{k+1|k} = \Phi_k R_k \tilde{x}_{k|k} + G_k R_k \tilde{x}_{R,k+1|k}
\]

(A.52)

where

\[
\Phi_k = \begin{bmatrix} \Phi_{G_k} & 0 \\ 0 & \Phi_{L_k} \end{bmatrix}
\]

(A.53)

\[
G_k = \begin{bmatrix} \mathbf{J}_1 \\ \mathbf{J}_2 \end{bmatrix}
\]

(A.54)

Due to the robot-relative formulation, the relative-position measurement at time-step \( k + 1 \) becomes linear, i.e.,

\[
z_{k+1} = R_{k+1} \hat{p}_{L,k+1} + \mathbf{v}_{k+1}
\]

(A.55)

where \( \mathbf{v}_{k+1} \) is zero-mean white Gaussian measurement noise. The measurement error equation is given by:

\[
\tilde{z}_{k+1} = \mathbf{H}_{k+1} R_{k+1} \tilde{x}_{k+1|k} + \mathbf{v}_{k+1}
\]

\[
= \begin{bmatrix} \mathbf{H}_{G_{k+1}} & \mathbf{H}_{L_{k+1}} \end{bmatrix} \begin{bmatrix} R_{k+1} \tilde{x}_{G,k+1|k} \\ R_{k+1} \tilde{p}_{L,k+1|k} \end{bmatrix} + \mathbf{v}_{k+1}
\]

\[
= \begin{bmatrix} 0_{2 \times 3} & \mathbf{I}_2 \end{bmatrix} \begin{bmatrix} R_{k+1} \tilde{x}_{G,k+1|k} \\ R_{k+1} \tilde{p}_{L,k+1|k} \end{bmatrix} + \mathbf{v}_{k+1}
\]

(A.56)
Proceeding similarly as before, we employ the local observability matrix to investigate the observability properties of robocentric mapping. Substituting the matrices $\Phi_k$ [see (A.53)] and $H_{k+1}$ [see (A.56)] into (2.22), we obtain the local observability matrix of this particular system as follows:

$$M = \begin{bmatrix}
0_{2 \times 3} & I_2 \\
0_{2 \times 3} & \Phi_{L_{k_0}} \\
\vdots & \vdots \\
0_{2 \times 3} & \Phi_{L_{k_0+m-1}} \cdots \Phi_{L_{k_0}}
\end{bmatrix}$$  \hspace{1cm} (A.57)

$$= \begin{bmatrix}
0_{2 \times 3} & I_2 \\
0_{2 \times 3} & C^T(R_{k_0} \hat{\phi} R_{k_0+1|k_0}) \\
\vdots & \vdots \\
0_{2 \times 3} & C^T(R_{k_0+m-1} \hat{\phi} R_{k_0+m|k_0+m-1}) \cdots C^T(R_{k_0} \hat{\phi} R_{k_0+1|k_0})
\end{bmatrix}$$  \hspace{1cm} (A.58)

It is not difficult to see that in general, $\text{rank}(M) = 2$, and hence the robocentric mapping is unobservable. Moreover, the right nullspace can be found as follows:

$$\mathcal{N}(M) = \text{span}_{\text{col}} \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}$$  \hspace{1cm} (A.59)

From the structure of this nullspace, the unobservable states are the ones associated to the origin of the global frame in the robot’s local frame, while the position of the landmark in the robot’s local frame (i.e., the robot-to-landmark relative position) is observable. This agrees with what we found for the ideal EKF, and thus the robocentric mapping filter employs a system model that has the correct observability properties.
Appendix B

Appendices for Chapter 3

B.1 Proof of Lemma 3.4.4

In the general case where $N > 2$ robots comprise the team, proceeding similarly to the analysis of the ideal EKF-CL, the observability matrix $M$ can be obtained as follows:
\[ M = -\text{Diag} \left( (\nabla h^{(12)}_{k_n}) A(\phi_{1_{k_n}|k_{n-1}}), \ldots, (\nabla h^{(NN-1)}_{k_n+m}) A(\phi_{N_{k_n+m}|k_{n+m-1}}) \right) \times \]  

(B.1)
Analogously to the proof of Lemma 3.4.2, we denote \( \mathbf{U} \triangleq [\mathbf{u}_1 \; \ldots \; \mathbf{u}_{3N}] \), and observe that

\[
\mathbf{u}_1 = -\sum_{i=2}^{N} \mathbf{u}_{3i-2}, \quad \mathbf{u}_2 = -\sum_{i=2}^{N} \mathbf{u}_{3i-1}
\]

while

\[
\sum_{i=1}^{N} \mathbf{u}_{3i} \neq \sum_{i=2}^{N} \alpha_{2i-1} \mathbf{u}_{3i-2} + \sum_{i=2}^{N} \alpha_{2i} \mathbf{u}_{3i-1}
\]

where

\[
\begin{bmatrix}
\alpha_{2i-1} \\
\alpha_{2i}
\end{bmatrix} \triangleq -\mathbf{J}_i \hat{\mathbf{p}}(k_o, k_o), \quad \forall i = 2, \ldots, N.
\]

This is due to the fact that \( \mathbf{u}_{3i} \), \( i = 1, \ldots, N \), become general vectors and hence are no longer linear combinations of any other columns. This is in contrast to the case of the ideal EKF-CL (see Lemma 3.4.2). As a result, one possible basis of the range of matrix \( \mathbf{U} \) is its column vectors \( \{\mathbf{u}_3\}_{i=3}^{3N} \), i.e., \( \text{rng}(\mathbf{U}) = \text{span}_{\text{col}} [\mathbf{u}_3 \; \ldots \; \mathbf{u}_{3N}] \). Thus, \( \text{rank}(\mathbf{U}) = 3N - 2 \). Analogously, we observe that in general \( \mathbf{D}\mathbf{u}_i \neq 0 \), for \( i = 3, \ldots, 3N \). Moreover, note that any vector \( \mathbf{x} \in \text{rng}(\mathbf{U}) \setminus \mathbf{0} \) can be written as

\[
\mathbf{x} = \sum_{i=1}^{3N-2} \beta_i \mathbf{u}_{i+2}
\]

for some \( \beta_i \in \mathbb{R} \), where \( \beta_i \)'s are not simultaneously equal to zero. Thus, we see that in general \( \mathbf{D}\mathbf{x} = \sum_{i=1}^{3N-2} \beta_i \mathbf{D}\mathbf{u}_{i+2} \neq 0 \), which implies that \( \mathbf{x} \) does not belong to the null space, \( \text{null}(\mathbf{D}) \), of \( \mathbf{D} \). Therefore, \( \dim(\text{null}(\mathbf{D}) \cap \text{rng}(\mathbf{U})) = 0 \), and, finally, based on theorem (4.5.1) in [113] [also see (2.28)], \( \text{rank}(\mathbf{M}) = \text{rank}(\mathbf{U}) - \dim(\text{null}(\mathbf{D}) \cap \text{rng}(\mathbf{U})) = \text{rank}(\mathbf{U}) = 3N - 2 \).
B.2 Proof of Lemma 3.5.2

Under the Gaussianity assumption, it is \( p(x_k|z_{0:k}) = \mathcal{N}(\hat{x}_k|k, P_k|k) \), and \( p(x_{k+1}|z_{0:k}) = \mathcal{N}(\hat{x}_{k+1}|k, P_{k+1}|k) \). The first term of the cost function (3.49) is computed as

\[
\int \left\| x_k - x_k^* \right\|^2 p(x_k|z_{0:k}) \, dx_k \\
= \int \left( x_k^T x_k - 2x_k^* x_k^* + x_k^{*T} x_k^* \right) p(x_k|z_{0:k}) \, dx_k \\
= \mathbb{E} \left( x_k^T x_k|z_{0:k} \right) - 2 \mathbb{E} \left( x_k^T|z_{0:k} \right) x_k^* + x_k^{*T} x_k^* \\
= \text{tr} \left( P_k|k + \hat{x}_k|k \hat{x}_k^T|k \right) - 2 \hat{x}_k^T|k x_k^* + x_k^{*T} x_k^* \\
= \text{tr} \left( P_k|k \right) + \hat{x}_k^T|k \hat{x}_k|k - 2 \hat{x}_k^T|k x_k^* + x_k^{*T} x_k^* \\
= \text{tr} \left( P_k|k \right) + \left\| \hat{x}_k|k - x_k^* \right\|^2 \quad \text{(B.2)}
\]

Proceeding similarly, the second term of the cost function (3.49) can be derived as

\[
\int \left\| x_{k+1} - x_{k+1}^* \right\|^2 p(x_{k+1}|z_{0:k}) \, dx_{k+1} = \text{tr} \left( P_{k+1}|k \right) + \left\| \hat{x}_{k+1}|k - x_{k+1}^* \right\|^2 \quad \text{(B.3)}
\]

Using (B.2) and (B.3), as well as the fact that the true \( P_k|k \) and \( P_{k+1}|k \) are independent of the linearization points, the following equivalence holds:

\[
\min_{x_k^*|k, x_{k+1}^*|k} \text{tr} \left( P_k|k \right) + \text{tr} \left( P_{k+1}|k \right) + \left\| \hat{x}_k|k - x_k^* \right\|^2 + \left\| \hat{x}_{k+1}|k - x_{k+1}^* \right\|^2 \\
\Leftrightarrow \min_{x_k^*|k, x_{k+1}^*|k} \left\| \hat{x}_k|k - x_k^* \right\|^2 + \left\| \hat{x}_{k+1}|k - x_{k+1}^* \right\|^2 \quad \text{(B.4)}
\]

We now derive the following identities for the observability constraint (3.50) [see (3.39) and (3.43)]:

\[
H_{k+1} \Phi_k \cdots \Phi_{k_0} N = 0 \\
\Leftrightarrow \sum_{\tau = k_0}^{k} (p_{2\tau|\tau}^* - p_{2\tau|\tau-1}^*) - \sum_{\tau = k_0}^{k} (p_{1\tau|\tau}^* - p_{1\tau|\tau-1}^*) + \\
\left( p_{2k_0|k_0-1}^* - p_{1k_0|k_0-1}^* \right) - \left( \hat{p}_{2k_0|k_0-1} - \hat{p}_{1k_0|k_0-1} \right) = 0 \quad \text{(B.5)}
\]

\[
\Leftrightarrow p_{2k|k}^* - p_{1k|k}^* = \left( p_{2k|k-1}^* - p_{1k|k-1}^* \right) - \sum_{\tau = k_0}^{k-1} (p_{2\tau|\tau}^* - p_{2\tau|\tau-1}^*) + \sum_{\tau = k_0}^{k-1} (p_{1\tau|\tau}^* - p_{1\tau|\tau-1}^*) \quad \text{(B.6)}
\]
where we have used the fact that the linearization points, during propagation at time-step $k_o$ are the propagated filter estimates, i.e., $p_{1k_o|k_o-1}^* = \hat{p}_{1k_o|k_o-1}$ and $p_{2k_o|k_o-1}^* = \hat{p}_{2k_o|k_o-1}$. This completes the proof.

### B.3 Proof of Lemma 3.5.3

We first introduce the following definition similar to (3.34), which will be useful for the ensuring derivations:

$$\Delta p_{ij}^*(k, \ell) \triangleq p_{ij|k-1}^* - p_{ij|k_o-1}^* - \sum_{\tau=k_o}^{\ell} \left( p_{ij|\tau}^* - p_{ij|\tau-1}^* \right)$$  

(B.7)

Using this definition as well as (3.8), (3.11), and (3.43), we have the following identity [also see (3.39)]:

$$H_{k+1}^{(ij)} \Phi K \cdots \Phi K_o N = 0$$

$$\iff \Delta p_{ij}^*(k+1, k) = \Delta p_{ij}^*(k+1, k) + \hat{p}_{jk_o|k_o-1} - \hat{p}_{jk_o|k_o-1} = 0$$

$$\iff \sum_{\tau=k_o}^{k} \left( p_{ij|\tau}^* - p_{ij|\tau-1}^* \right) = \left( p_{ij|k_o-1}^* - p_{ij|k_o-1}^* \right) + \sum_{\tau=k_o}^{k-1} \left( p_{ij|\tau}^* - p_{ij|\tau-1}^* \right)$$

$$\iff \Delta p_{ij}^*(k+1, k) = \Delta p_{ij}^*(k+1, k) + \hat{p}_{jk_o|k_o-1} - \hat{p}_{jk_o|k_o-1} = 0$$

$$\iff H_{k+1}^{(ij)} \Phi K \cdots \Phi K_o N = 0$$  

(B.8)
This equivalence implies that the measurements \( z_{k+1}^{(ij)} \) and \( z_{k+1}^{(ji)} \) produce the same observability constraint. Moreover, from the above results, we have:

\[
H_{k+1}^{(ij)} \Phi_k \cdots \Phi_{k_0} N = 0
\]

\[\iff p_{jk|k}^* - p_{jk|k}^* = (p_{jk|k-1}^* - p_{jk|k-1}^*) - \sum_{\tau=k_0}^{k-1} (p_{j\tau|\tau}^* - p_{j\tau|\tau-1}^*) + \sum_{\tau=k_0}^{k-1} (p_{j\tau|\tau}^* - p_{j\tau|\tau-1}^*) \]

(B.9)

\[
H_{k+1}^{(jm)} \Phi_k \cdots \Phi_{k_0} N = 0
\]

\[\iff p_{mk|k}^* - p_{jk|k}^* = (p_{mk|k-1}^* - p_{jk|k-1}^*) - \sum_{\tau=k_0}^{k-1} (p_{m\tau|\tau}^* - p_{m\tau|\tau-1}^*) + \sum_{\tau=k_0}^{k-1} (p_{j\tau|\tau}^* - p_{j\tau|\tau-1}^*) \]

(B.10)

By subtracting (B.9) from (B.10), we have the following equivalence:

\[
(p_{mk|k}^* - p_{jk|k}^*) - (p_{jk|k}^* - p_{jk|k}^*) =
\]

\[
p_{mk|k}^* - p_{jk|k}^* = (p_{mk|k-1}^* - p_{jk|k-1}^*) - \sum_{\tau=k_0}^{k-1} (p_{m\tau|\tau}^* - p_{m\tau|\tau-1}^*) + \sum_{\tau=k_0}^{k-1} (p_{j\tau|\tau}^* - p_{j\tau|\tau-1}^*)
\]

\[\iff H_{k+1}^{(im)} \Phi_k \cdots \Phi_{k_0} N = 0 \quad (B.11)
\]

This result implies that for the three connected measurements, \( z_{k+1}^{(ij)} \), \( z_{k+1}^{(jm)} \) and \( z_{k+1}^{(im)} \), the observability constraint imposed by one measurement (e.g., \( z_{k+1}^{(im)} \)) can be equivalently inferred from those imposed by the other two measurements (e.g., \( z_{k+1}^{(ij)} \) and \( z_{k+1}^{(jm)} \)). Therefore, from the above results (B.8)-(B.11), given the connected RMG, the observability constraint imposed by any measurement \( z_{k+1}^{(ij)} \) can be equivalently inferred from those imposed by the measurements \( z_{k+1}^{(ij)} \) and \( z_{k+1}^{(ij)} \). We thus have [see (B.1)]:

\[
H_{k+1} \Phi_k \cdots \Phi_{k_0} N = 0
\]

\[\iff \sum_{\tau=k_0}^{k} (p_{i\tau|\tau}^* - p_{i\tau|\tau-1}^*) - \sum_{\tau=k_0}^{k} (p_{i\tau|\tau}^* - p_{i\tau|\tau-1}^*) - (p_{i\kappa|\kappa}^* - p_{i\kappa|\kappa-1}^*) + (p_{i\kappa|\kappa}^* - p_{i\kappa|\kappa-1}^*) = 0
\]

\[\iff p_{i|k|k}^* - p_{i|k|k}^* = (p_{i|k|-1}^* - p_{i|k|-1}^*) - \sum_{\tau=k_0}^{k-1} (p_{i\tau|\tau}^* - p_{i\tau|\tau-1}^*) + \sum_{\tau=k_0}^{k-1} (p_{i\tau|\tau}^* - p_{i\tau|\tau-1}^*) \quad \forall i = 2, \ldots, N
\]

Note that the equivalence of the cost function can be proved in the same way as in Lemma 3.5.2. This completes the proof.
Table B.1: Different state estimates used in computing the state-propagation Jacobian matrix of robot \( i \) \((i = 1, 2)\) at time-step \( k \) for the four estimators (i.e., the standard EKF, the OC-EKFs)

| Std-EKF/OC-EKF3 | \( \Phi_i^k = \begin{bmatrix} I_2 & J \left( \hat{p}_{i,k+1|k} - \hat{p}_{i,k|k} \right) \end{bmatrix} = \begin{bmatrix} 1 & 0 & -v_{m,i,k} s_i \hat{\phi}_{i,k|k} \delta t \\ 0 & 1 & v_{m,i,k} c_i \hat{\phi}_{i,k|k} \delta t \\ 0 & 0 & 1 \end{bmatrix} \) |
| --- | --- |
| OC-EKF1 | \( \Phi_i'^k = \begin{bmatrix} I_2 & J \left( \hat{p}_{i,k+1|k} - \hat{p}_{i,k|k-1} \right) \end{bmatrix} \) |
| OC-EKF2 | \( \Phi_i''^k = \begin{bmatrix} I_2 & J \left( \hat{p}_{i,k+1|k} - \hat{p}_{i,k|k} + (-1)^i \frac{\lambda_k}{2} \right) \end{bmatrix} \) |

B.4 An example of OC-EKF CL

In the following, we provide a specific CL example to illustrate the implementation of the proposed OC-EKF estimators, in which a team of two robots using the unicycle motion model measure relative distance and bearing to each other. Note that the same models were used in our simulations (see Section 3.6).

Suppose that at the first time-step, \( k = 0 \), the robot poses are initialized by \( \hat{x}_{i0|0} \) and \( P_{i0|0} \), for \( i = 1, 2 \). Following the standard practice, we employ the approximation that the velocity and heading are constant during each propagation interval and thus obtain \( k \hat{x}_{ik+1} = [v_{m,i,k} \ 0 \ \omega_{m,i,k}]^T \delta t \), where \( u_{m,i,k} = [v_{m,i,k} \ \omega_{m,i,k}]^T \) are the linear and rotational velocity measurements, for \( i = 1, 2 \), respectively, and \( \delta t \) is the sampling period. Substitution into (3.2)-(3.3) yields the following common equations for robot pose propagation:

\[
\hat{p}_{ik+1|k} = \hat{p}_{ik|k} + \begin{bmatrix} v_{m,i,k} c_i \hat{\phi}_{i,k|k} \\ v_{m,i,k} s_i \hat{\phi}_{i,k|k} \end{bmatrix} \delta t \quad \text{(B.12)}
\]

\[
\hat{\phi}_{ik+1|k} = \hat{\phi}_{ik|k} + \omega_{m,i,k} \delta t \quad \text{(B.13)}
\]

Once the propagated states are computed, we now calculate the state-propagation Jacobian matrix in order to propagate the covariance. It is important to note that this calculation depends on the particular filter used, and is one main difference between the four filters (i.e., the standard EKF, the OC-EKF1, the OC-EKF2, and the OC-EKF3) under consideration in this work. Table B.1 summarizes how the state-propagation Jacobian matrix is computed for each estimator. Specifically, in contrast to the standard EKF, the OC-EKF1 requires additional storage.
of the last propagated state estimate \( \hat{x}_{i[k-1]} \), and the OC-EKF2 requires an additional variable \( \lambda_k \), containing a running sum of all previous state corrections [see (3.53)], while the OC-EKF3 computes the state-propagation Jacobian in the same way as for the standard EKF. The noise Jacobian \( \mathbf{G}_{i_k} \) with respect to the odometry vector \( \mathbf{u}_{t_k} \) for both robots is computed according to (3.7) for all four estimators (by noting that \( \kappa x_{i[k+1]} = [v_{i_k} \ 0 \ \omega_{i_k}]^T \delta t \)). The measurement equations and the corresponding Jacobians for the distance and bearing measurement model are given by [see (3.11)-(3.13)]:

\[
\mathbf{z}_{k+1}^{(ij)} = \begin{bmatrix}
\sqrt{(x_{jk+1} - x_{ik+1})^2 + (y_{jk+1} - y_{ik+1})^2} \\
\tan^{-1}\left(\frac{y_{jk+1} - y_{ik+1}}{x_{jk+1} - x_{ik+1}}\right) - \phi_{ik+1}
\end{bmatrix} + \mathbf{v}_{k+1}^{(ij)} \tag{B.14}
\]

\[
\mathbf{H}_{k+1}^{(ij)} = \begin{bmatrix}
\mathbf{H}_{1k+1}^{(ij)} & \mathbf{H}_{2k+1}^{(ij)}
\end{bmatrix}
= -\left(\nabla \mathbf{h}_{k+1}^{(ij)}\right)\mathbf{A}(\hat{\phi}_{ik+1[k]}) \begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}(\hat{\mathbf{p}}_{jk+1[k]} - \hat{\mathbf{p}}_{i[k+1][k]}) - \mathbf{I}_2 & 0 \\
0_{1 \times 2} & 1 & 0 & -1
\end{bmatrix}
\]

\[
= -\left[\begin{bmatrix}
\frac{\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}}{||\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}||} \\
\frac{\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}}{||\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}||}
\end{bmatrix} \mathbf{C}(\hat{\phi}_{ik+1[k]}) \mathbf{J}^T \\
\frac{\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}}{||\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}||} \mathbf{C}(\hat{\phi}_{ik+1[k]}) \mathbf{J}^T
\right] \begin{bmatrix}
\mathbf{C}^T(\hat{\phi}_{ik+1[k]}) & 0 \\
0 & 1
\end{bmatrix} \times
\]

\[
\begin{bmatrix}
\mathbf{I}_2 & \mathbf{J}(\hat{\mathbf{p}}_{jk+1[k]} - \hat{\mathbf{p}}_{i[k+1][k]}) - \mathbf{I}_2 & 0 \\
0_{1 \times 2} & 1 & 0 & -1
\end{bmatrix}
\]

\[
= -\begin{bmatrix}
\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]} \\
\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}
\end{bmatrix} \mathbf{J} - 1 - \begin{bmatrix}
\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]} \\
\mathbf{p}_{jk+1[k]} - \mathbf{p}_{i[k+1][k]}
\end{bmatrix} \mathbf{J}
\end{bmatrix} \begin{bmatrix}
0 \\
0
\end{bmatrix} \tag{B.15}
\]

which hold for \( i, j = 1, 2 \) and \( i \neq j \), and are identical for the standard EKF and the OC-EKF1 and the OC-EKF2. In contrast, the OC-EKF3 obtains the corresponding measurement Jacobian by projecting (B.15) onto the observable subspace [see (3.68)]. Given these expressions, we proceed to use the standard EKF propagation and update equations.
Appendix C

Appendices for Chapter 4

C.1 Proof of Lemma 4.4.1

We start with the linearization error in the linear regression:

\[ e(x) = y - (Ax + b) = y - A_1 x_1 - A_2 x_2 - b \]  \hspace{1cm} (C.1)

Substituting (C.1) in the expression of the expected value of the squared linearization error (4.1), the cost function we seek to minimize becomes:

\[
\begin{align*}
\int_{-\infty}^{+\infty} ||y - A_1 x_1 - A_2 x_2 - b||^2 p(x) dx &= \\
\int_{-\infty}^{+\infty} ||y - A_1 x_1 - A_2 x_2 - b||^2 p(x_2|x_1)p(x_1) dx_1 dx_2
\end{align*}
\]  \hspace{1cm} (C.2)

where we have employed the notation \( ||\alpha||^2 \triangleq \alpha^T \alpha \), and the property \( p(x) = p(x_1, x_2) = p(x_2|x_1)p(x_1) \). Now using the standard sample-based approximation, \( p(x_1) \approx \sum_{i=0}^r w_i \delta(x_1 - x_{1,i}) \), where the samples are selected to match the mean and covariance of \( p(x_1) \) [see (4.2)]
and (4.3), we rewrite the cost function (C.2) as follows:

\[
c := \sum_{i=0}^{r} w_i \int_{-\infty}^{+\infty} ||Y_i - A_1 X_{1i} - A_2 x_2 - b||^2 p(x_2|x_1 = X_{1i}) dx_2
\]

\[
= \sum_{i=0}^{r} w_i \mathbb{E} (||Y_i - A_1 X_{1i} - A_2 x_2 - b||^2)
\]

\[
= \sum_{i=0}^{r} w_i \left[ (Y_i - A_1 X_{1i} - b)^T (Y_i - A_1 X_{1i} - b) - 2 (Y_i - A_1 X_{1i} - b)^T A_2 \mathbb{E}(x_2) \right] + \text{tr} [A_2 \mathbb{E}(x_2 x_2^T) A_2^T]
\]

\[\text{(C.3)}\]

where have used the following identity:

\[
\mathbb{E}(x_2^T A_2^T A_2 x_2) = \text{tr} [A_2 \mathbb{E}(x_2 x_2^T) A_2^T]
\]

\[\text{(C.4)}\]

Note that the expectation operator \(\mathbb{E}(\cdot)\) is with respect to the pdf \(p(x_2|x_1 = X_{1i})\). For the Gaussian case, this pdf can be expressed analytically as follows:

\[
p(x_2|x_1 = X_{1i}) = \mathcal{N} \left( \hat{x}_{2i}, \hat{P}_{x_2 | x_1} \right) = \mathcal{N} \left( \hat{x}_{2i} + \hat{P}_{x_2 | x_1} \hat{x}_{1i} - \hat{x}_{1i}, \hat{P}_{x_2 | x_1} - \hat{P}_{x_2 | x_1} \hat{P}_{x_2 | x_1}^{-1} \hat{P}_{x_2 | x_1} \right)
\]

\[\text{(C.5)}\]

Based on (C.5), we have:

\[
\mathbb{E}(x_2 x_2^T) = \mathbb{E}(x_2) \mathbb{E}(x_2)^T + \hat{P}_{x_2 | x_1} = \hat{x}_{2i} \hat{x}_{2i}^T + \hat{P}_{x_2 | x_1}
\]

\[\text{(C.6)}\]

Substituting \(\mathbb{E}(x_2) \triangleq \hat{x}_{2i}\) from (C.5) and \(\mathbb{E}(x_2 x_2^T)\) from (C.6) in (C.3) and performing algebraic manipulations, we obtain:

\[
c = \sum_{i=0}^{r} w_i ||Y_i - A_1 X_{1i} - A_2 \hat{x}_{2i} - b||^2 + \text{tr} (A_2 \hat{P}_{x_2 | x_1} A_2^T)
\]

\[\text{(C.7)}\]

Our goal is to minimize the cost function in (C.7) with respect to \(b\) and \(A \triangleq [A_1 \ A_2]\)

To do so, we first compute the optimal solution for \(b\), by setting the derivative of (C.7) with
respect to $b$ to zero. This yields:

$$\frac{\partial c}{\partial b} = -2 \sum_{i=0}^{r} w_i \left( y_i - A_1 x_{1i} - A_2 \hat{x}_{2i} - b \right) = 0 \Rightarrow$$

$$b = \sum_{i=0}^{r} w_i y_i - A_1 \sum_{i=0}^{r} w_i x_{1i} - A_2 \sum_{i=0}^{r} w_i \hat{x}_{2i}$$

$$= \bar{y} - A_1 \hat{x}_1 - A_2 \hat{x}_2$$

(C.8)

where for the last step, we have used (4.6), the equality $\hat{x}_1 = \sum_{i=0}^{r} w_i x_{1i}$, and the identity $\hat{x}_2 = \sum_{i=0}^{r} w_i \hat{x}_{2i}$, which stems from (C.5).

Substituting (C.8) in (C.7), we have:

$$c' = \sum_{i=0}^{r} w_i || \tilde{y}_i - A_1 \tilde{x}_{1i} - A_2 \tilde{x}_{2i} ||^2 + tr \left( A_2 P \tilde{x}_2 \tilde{x}_2^T \right)$$

(C.9)

where

$$\tilde{x}_{1i} \triangleq x_{1i} - \hat{x}_1$$

(C.10)

$$\tilde{y}_i \triangleq y_i - \bar{y}$$

(C.11)

$$\tilde{x}_{2i} \triangleq \hat{x}_{2i} - \hat{x}_2 = P_{x_2 x_1} P_{x_1 x_1}^{-1} \tilde{x}_{1i}$$

(C.12)

Note that (C.5) was used in (C.12). Taking derivatives of the cost function in (C.9) with respect to $A_1$ and $A_2$, and setting them equal to zero, we obtain:

$$\frac{\partial c'}{\partial A_1} = -2 \sum_{i=0}^{r} w_i \left( \tilde{y}_i A_1 \tilde{x}_{1i} - A_2 \tilde{x}_{2i} \right) \tilde{x}_{1i}^T = 0$$

(C.13)

$$\frac{\partial c'}{\partial A_2} = -2 \sum_{i=0}^{r} w_i \left( \tilde{y}_i - A_1 \tilde{x}_{1i} - A_2 \tilde{x}_{2i} \right) \tilde{x}_{2i}^T + 2 A_2 P \tilde{x}_2 \tilde{x}_2 = 0$$

(C.14)
At this point, we use the fact that, due to the selection of the sigma points, we have:

\[ \sum_{i=0}^{r} w_i \tilde{Y}_i \tilde{X}^T_{1i} = \bar{P}_{yx1} \quad (C.15) \]

\[ \sum_{i=0}^{r} w_i \tilde{X}_1 \tilde{X}^T_{1i} = P_{x1x1} \quad (C.16) \]

\[ \sum_{i=0}^{r} w_i \tilde{Y}_i \tilde{X}^T_{2i} = \sum_{i=0}^{r} w_i \tilde{Y}_i \tilde{X}^T_{1i} P_{x1x1}^{-1} P_{x1x2} \]

\[ = \bar{P}_{yx1} P_{x1x1}^{-1} P_{x1x2} \quad (C.18) \]

\[ \sum_{i=0}^{r} w_i \tilde{X}_2 \tilde{X}^T_{2i} = \sum_{i=0}^{r} w_i \tilde{X}_1 \tilde{X}^T_{1i} \left( \sum_{i=0}^{r} w_i \tilde{X}_1 \tilde{X}^T_{1i} \right) P_{x1x1}^{-1} P_{x1x2} \]

\[ = P_{x2x1} P_{x1x1}^{-1} P_{x1x2} \quad (C.19) \]

where (C.12) was used for deriving these relations. Substituting the above results in (C.13) and (C.14) yields:

\[ \bar{P}_{yx1} - A_1 P_{x1x1} - A_2 P_{x2x1} = 0 \quad (C.20) \]

\[ \bar{P}_{yx1} P_{x1x1}^{-1} P_{x1x2} - A_1 P_{x1x2} - A_2 P_{x2x2} = 0 \quad (C.21) \]

It is easy to verify (e.g., by substitution) that the solution to the above system of equations (C.20)-(C.21) is \( A_1 = \bar{P}_{yx1} P_{x1x1}^{-1} \) and \( A_2 = 0 \). This completes the proof.

### C.2 Proof of Lemma 4.6.1

Using (4.67), we write the equality constraint on \( A_1 \) (4.64) as \( A_1 U = 0 \). This equation states that the rows of \( A_1 \) lie in the left nullspace of the \( 5 \times 3 \) matrix \( U \). Therefore, if \( L \) is a \( 2 \times 5 \) matrix whose rows span this nullspace, we can write \( A_1 \) as:

\[ A_1 = BL \quad (C.22) \]

where \( B \) is an \( m \times 2 \) unknown matrix that we seek to compute. We note that there are several possible ways of computing an appropriate matrix \( L \), whose rows lie in the nullspace of \( U \). For
instance, such a matrix is given, in closed form, by the expression (4.66). Substituting (C.22) in the original problem formulation [see (4.4) and (4.63)], we obtain:

$$\min_{B,b} \sum_{i=0}^{10} w_i \left[ Z_i - (B \lambda_i' + b) \right]^T \left[ Z_i - (B \lambda_i' + b) \right]$$

(C.23)

where we have defined $\lambda_i' \triangleq L \lambda_i$, $i = 0, \ldots, 10$. This becomes an unconstrained minimization problem with respect to the design variables $B$ and $b$, and has exactly the same structure as that in (4.4). Thus, by analogy, the optimal solution of $B$ is computed by [see (4.5)]:

$$B = \bar{P}_{z\ell} P_{\ell\ell}^{-1}$$

(C.24)

where

$$\bar{P}_{z\ell} = \sum_{i=0}^{10} w_i (Z_i - \bar{z})(L \lambda_i - L \bar{x})^T = \bar{P}_{xz} L^T$$

$$P_{\ell\ell} = \sum_{i=0}^{10} w_i (L \lambda_i - L \bar{x})(L \lambda_i - L \bar{x})^T = L \bar{P}_{xx} L^T$$

By combining these two identities with those of (C.24) and (C.22), we obtain the optimal solution of $A_1$ [see (4.65)].
Appendix D

Appendices for Chapter 6

D.1 Proof of Lemma 6.2.1

We prove this result by mathematical induction. Specifically, we start by the base case of \( k = 0 \), in which since no marginalization is involved and the observability matrix is simply the first measurement Jacobian, i.e., \( M = H_0 \) [see (6.10)], the information matrix can be directly written in the desired form:

\[
A = A_0 = H_0^T R_0^{-1} H_0 =: M^T \Sigma M \quad \text{(D.1)}
\]

We now consider the case of \( k = 1 \), in which the state vector is \( x_{0:1} = \begin{bmatrix} x_0 \\ x_1 \end{bmatrix} \) and hence the full information matrix is given by [see (6.18)]:

\[
A = F_0^T Q_0^{-1} F_0 + H_0^T R_0^{-1} H_0 + H_1^T R_1^{-1} H_1
\]

\[
= \begin{bmatrix}
\Phi_0^T Q_0^{-1} \Phi_0 + H_0^T R_0^{-1} H_0 & -\Phi_0^T Q_0^{-1} \\
-Q_0^{-1} \Phi_0 & Q_0^{-1} + H_1^T R_1^{-1} H_1
\end{bmatrix}
\]  

(D.2)

In order to obtain the information matrix of \( x_0 \), we marginalize out \( x_1 \) by employing the Schur
complement:

\[ A_0 = \Phi_0^T Q_0^{-1} \Phi_0 + H_0^T R_0^{-1} H_0 - (\Phi_0^T Q_0^{-1}) \left( Q_0^{-1} + H_1^T R_1^{-1} H_1 \right)^{-1} (\Phi_0^T Q_0^{-1}) \]

\[ = \Phi_0^T Q_0^{-1} \Phi_0 + H_0^T R_0^{-1} H_0 - (\Phi_0^T Q_0^{-1}) \left[ Q_0 - Q_0 H_1^T (H_1 Q_0 H_1^T + R_1) H_1 Q_0 \right] Q_0^{-1} \]

\[ = (H_0^T R_0^{-1} H_0 + (H_1 \Phi_0)^T (H_1 Q_0 H_1^T + R_1) H_0) \]

\[ = \begin{bmatrix} H_0 \\ H_1 \Phi_0 \end{bmatrix}^T \begin{bmatrix} R_0^{-1} & 0 \\ 0 & (H_1 Q_0 H_1^T + R_1)^{-1} \end{bmatrix} \begin{bmatrix} H_0 \\ H_1 \Phi_0 \end{bmatrix} =: M^T \Sigma M \quad (D.3) \]

where we have used the Woodbury matrix identity \([49]\) for computing \(\Xi_1\). It becomes clear that in this case the information matrix of \(x_0\) is factorized into the desired form.

To better understand the structure, we consider one more base case of \(k = 2\), where the full information matrix of the entire state \(x_{0:2}\) is given by \([\text{see } (6.18)]:\)

\[ A = \sum_{\kappa=0}^{1} \mathcal{F}_\kappa^T Q_\kappa^{-1} \mathcal{F}_\kappa + \sum_{\kappa=0}^{2} \mathcal{H}_\kappa^T R_\kappa^{-1} \mathcal{H}_\kappa \]

\[ = \begin{bmatrix} \Phi_0^T Q_0^{-1} \Phi_0 + H_0^T R_0^{-1} H_0 & -\Phi_0^T Q_0^{-1} \\ -Q_0^{-1} \Phi_0 & Q_0^{-1} + \Phi_1^T Q_1^{-1} \Phi_1 + H_1^T R_1^{-1} H_1 & -\Phi_1^T Q_1^{-1} \\ 0 & -Q_1^{-1} \Phi_1 & Q_1^{-1} + H_2^T R_2^{-1} H_2 \end{bmatrix} \]

\[ = \begin{bmatrix} H_0 \\ H_1 \Phi_0 \\ H_2 \Phi_1 \end{bmatrix}^T \begin{bmatrix} R_0^{-1} & 0 & 0 \\ 0 & (H_1 Q_0 H_1^T + R_1)^{-1} & 0 \\ 0 & 0 & (H_2 Q_1 H_2^T + R_2)^{-1} \end{bmatrix} \begin{bmatrix} H_0 \\ H_1 \Phi_0 \\ H_2 \Phi_1 \end{bmatrix} =: M^T \Sigma M \quad (D.4) \]

Similarly, by marginalizing out \(x_1\) and \(x_2\) using the Schur complement, we obtain the information matrix of the initial state \(x_0:\)

\[ A_0 = \Phi_0^T Q_0^{-1} \Phi_0 + H_0^T R_0^{-1} H_0 \]

\[ - \left[ Q_0^{-1} \Phi_0 \right]^T \left[ Q_0^{-1} + \Phi_1^T Q_1^{-1} \Phi_1 + H_1^T R_1^{-1} H_1 \right]^{-1} \left[ Q_0^{-1} \Phi_0 \right] \]

\[ = \begin{bmatrix} Q_0^{-1} \Phi_0 \\ 0 \end{bmatrix}^T \left[ Q_0^{-1} + \Phi_1^T Q_1^{-1} \Phi_1 + H_1^T R_1^{-1} H_1 \right]^{-1} \left[ Q_0^{-1} \Phi_0 \right] \]

\[ = \Xi_2 \]

\[ \Xi_2 = \begin{bmatrix} \Xi_2(1, 1) & \Xi_2(1, 2) \\ \Xi_2(2, 1) & \Xi_2(2, 2) \end{bmatrix} \]

It is clear that due to the structure of the above equation, we only need to compute the top-leftmost submatrix \(\Xi_2(1, 1)\), obtained by partitioning \(\Xi_2 = \Xi_2(1, 1) \Xi_2(1, 2) \Xi_2(2, 1) \Xi_2(2, 2)\), corresponding to the nonzero block of \(\begin{bmatrix} Q_0^{-1} \Phi_0 \\ 0 \end{bmatrix}\). Hence, using the block matrix inversion lemma \([49]\),
we have:

$$\Xi_{2}(1,1) = \left[ Q_0^{-1} + \Phi_1^{T}Q_1^{-1}\Phi_1 + H_1^{T}R_1^{-1}H_1 - \Phi_1^{T}Q_1^{-1}(Q_1^{-1} + H_2^{T}R_2^{-1}H_2)^{-1}Q_1^{-1}\Phi_1^{T} \right]^{-1}$$

$$= \left[ Q_0^{-1} + H_1^{T}R_1^{-1}H_1 + \Phi_1^{T}H_2^{T}(H_2Q_2H_2^{T} + R_2)^{-1}H_2\Phi_1 \right]^{-1}$$

$$= \left\{ Q_0^{-1} + \begin{bmatrix} H_1 \\ H_2\Phi_1 \end{bmatrix}^{T} \begin{bmatrix} R_1^{-1} & 0 \\ 0 & (H_2Q_2H_2^{T} + R_2)^{-1} \end{bmatrix} \begin{bmatrix} H_1 \\ H_2\Phi_1 \end{bmatrix} \right\}^{-1}$$

$$= \left[ Q_0^{-1} + H_1^{T}R_1^{-1}H_1^{T} \right]^{-1}$$

$$= Q_0 - Q_0H_1^{T}(H_1Q_0H_1^{T} + R_1)^{-1}H_1Q_0$$

(D.6)

where we have defined $H_{1:2} \triangleq \begin{bmatrix} H_1 \\ H_2\Phi_1 \end{bmatrix}$ and $R_{1:2} \triangleq \text{Diag} \left( R_1, H_2Q_2H_2^{T} + R_2 \right)$. It is important to notice that, from the first equality of the above equations, $\Xi_{2}^{-1}(1,1)$ is the Schur complement of $\Xi_{2}^{-1}$ with respect to $x_1$ (i.e., marginalizing out $x_2$ from $x_{1:2}$). In the second equality, we have also employed the Woodbury matrix identity. Substitution of (D.6) in (D.5) yields (by noting again that it is not necessary to compute the other submatrices of $\Xi_{2}$):

$$A_0 = \Phi_0^{T}Q_0^{-1}\Phi_0 + H_0^{T}R_0^{-1}H_0 - \Phi_0^{T}Q_0^{-1}[Q_0 - Q_0H_1^{T}(H_1Q_0H_1^{T} + R_1)^{-1}H_1Q_0]Q_0^{-1}\Phi_0$$

$$= H_0^{T}R_0^{-1}H_0 + \Phi_0^{T}H_1^{T}(H_1Q_0H_1^{T} + R_1)^{-1}H_1Q_0$$

$$= \begin{bmatrix} H_0 \\ H_1\Phi_0 \end{bmatrix}^{T} \begin{bmatrix} R_0^{-1} & 0 \\ 0 & (H_1Q_0H_1^{T} + R_1)^{-1} \end{bmatrix} \begin{bmatrix} H_0 \\ H_1\Phi_0 \end{bmatrix} =: M^{T}\Sigma M \quad (D.7)$$

It is clear that in this case we can also factorize the information matrix of $x_0$ into the desired form.

We now consider the general case of $k = \kappa$. Suppose in the case of $k = \kappa - 1$, the information matrix of the initial state $x_0$ can be factorized into the desired form and in particular $\Xi_{\kappa-1}(1,1)$ whose inversion is the Schur complement of $\Xi_{\kappa-1}^{-1}$ with respect to $x_1$ by marginalizing out $x_{2:K-1}$ from $x_{1:K-1}$, assumes the following form [see (D.6)]:

$$\Xi_{\kappa-1}(1,1) = \left( Q_0^{-1} + H_1^{T}\Xi_{\kappa-1}^{-1}H_1 \right)^{-1}$$

$$= Q_0 - Q_0H_1^{T}(H_1\Xi_{\kappa-1}Q_0H_1^{T} + R_{1:K-1})^{-1}R_{1:K-1}Q_0$$

(D.8)
where $H_{1:κ-1}$ and $R_{1:κ-1}$ are defined similarly as in (D.6):

$$
H_{1:κ-1} ≜ \begin{bmatrix}
H_1 \\
\vdots \\
H_{κ-1}Φ_{κ-2} \cdots Φ_{1}
\end{bmatrix}
$$

(D.9)

$$
R_{1:κ-1} ≜ \text{Diag}\left(R_1, \cdots , H_{κ-1}Q_{κ-1}H_{κ-1}^T + R_{κ-1}\right)
$$

(D.10)

Note that by considering the full state $x_{2:κ}$ (instead of $x_{1:κ-1}$) and marginalizing $x_{3:κ}$ from the full state, we will have a similar matrix as (D.8) whose time index is shifted by one and which is useful for the ensuing derivations.

$$
Ξ_κ(1, 1) = \left(Q_1^{-1} + H_{2:κ}^T R_{2:κ}^{-1} H_{2:κ}\right)^{-1}
= Q_1 - Q_1 H_{2:κ}^T \left(H_{2:κ} Q_1 H_{2:κ}^T + R_{2:κ}\right)^{-1} H_{2:κ} Q_1
$$

(D.11)

Due to the spare banded structure of the full information matrix (6.18), marginalization of $x_{1:κ}$ from the full state $x_{0:κ}$ using the Schur complement yields:

$$
A_0 = \Phi_0^T Q_0^{-1} Φ_0 + H_0^T R_0^{-1} H_0 - \begin{bmatrix}
Q_0^{-1} Φ_0 \\
0 \\
\vdots \\
0
\end{bmatrix}^T \Xi_κ \begin{bmatrix}
Q_0^{-1} Φ_0 \\
0 \\
\vdots \\
0
\end{bmatrix}
$$

(D.12)

As evident, to compute $A_0$, we only need to calculate the top leftmost submatrix, $Ξ_κ(1, 1)$, corresponding to $Q_0^{-1} Φ_0$. Note that in analogy to (D.8), $Ξ_κ^{-1}(1, 1)$ is the Schur complement of $Ξ_κ^{-1}$ with respect to $x_1$ by marginalizing out $x_{2:κ}$ from $x_{1:κ}$. Using (6.18) and (D.11), we compute $Ξ_κ(1, 1)$ as:

$$
Ξ_κ(1, 1) = \left[Q_0^{-1} + \Phi_1^T Q_1^{-1} Φ_1 + H_1^T R_1^{-1} H_1 - \Phi_1^T Q_1^{-1} Ξ_κ′(1, 1) Q_1^{-1} Φ_1\right]^{-1}
= \left[Q_0^{-1} + H_1^T R_1^{-1} H_1 + \Phi_1^T H_{2:κ}^T \left(H_{2:κ} Q_1 H_{2:κ}^T + R_{2:κ}\right)^{-1} H_{2:κ} Φ_1\right]^{-1}
= \left\{Q_0^{-1} + \begin{bmatrix} H_1 \\ H_{2:κ} Φ_1 \end{bmatrix}^T \begin{bmatrix} R_1^{-1} & 0 \\ 0 & R_{2:κ}^{-1} \end{bmatrix} \begin{bmatrix} H_1 \\ H_{2:κ} Φ_1 \end{bmatrix}\right\}^{-1}
= (Q_0^{-1} + H_{1:κ} R_{1:κ}^{-1} H_{1:κ})^{-1}
= Q_0 - Q_0 H_{1:κ}^T \left(H_{1:κ} Q_0 H_{1:κ}^T + R_{1:κ}\right)^{-1} R_{1:κ} Q_0
$$

(D.13)
Substituting (D.13) in (D.12), we obtain the information matrix of $x_0$ in the desired form:

$$A_0 = \Phi_0^T Q_0^{-1} \Phi_0 + H_0^T R_0^{-1} H_0$$

$$- \Phi_0^T Q_0^{-1} \left[ Q_0 - Q_0 H_{1: \kappa}^T \left( H_{1: \kappa} Q_0 H_{1: \kappa}^T + R_{1: \kappa} \right)^{-1} R_{1: \kappa} Q_0 \right] Q_0^{-1} \Phi_0$$

$$= H_0^T R_0^{-1} H_0 + \Phi_0^T H_{1: \kappa}^T \left( H_{1: \kappa} Q_0 H_{1: \kappa}^T + R_{1: \kappa} \right)^{-1} H_{1: \kappa} \Phi_0$$

$$= \begin{bmatrix} H_0 \\ H_{1: \kappa} \Phi_0 \end{bmatrix}^T \begin{bmatrix} R_0^{-1} & 0 \\ 0 & \left( H_{1: \kappa} Q_0 H_{1: \kappa}^T + R_{1: \kappa} \right)^{-1} \end{bmatrix} \begin{bmatrix} H_0 \\ H_{1: \kappa} \Phi_0 \end{bmatrix}$$

$$=: \mathbf{M}^T \Sigma \mathbf{M} \quad \text{(D.14)}$$

This completes the proof.
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Appendices for Chapter 7

E.1 Proof of Lemma 7.4.1

We first note that the following finite dimensional Mountain Pass Theorem (MPT) will be useful for the ensuing analysis.

**Theorem E.1.1.** [Theorem 5.2, [81]] Suppose that a continuous function \( f \in C^1(\mathbb{R}^N; \mathbb{R}) \) is coercive and possesses two distinct strict relative minima \( x_1 \) and \( x_2 \). Then \( f \) possesses a third critical point \( x_3 \), which is distinct from \( x_1 \) and \( x_2 \), and characterized by:

\[
 f(x_3) = \inf_{\Sigma \in \Gamma} \max_{x \in \Sigma} f(x) \tag{E.1}
\]

where \( \Gamma = \{ \Sigma \subset \mathbb{R}^N; \Sigma \text{ is compact and connected, and } x_1, x_2 \in \Sigma \} \). Moreover, \( x_3 \) is not a relative minimizer; that is, in every neighborhood of \( x_3 \), there exists a point \( x \) such that \( f(x) < f(x_3) \).

To preserve the clarity of presentation, without loss of generality, we hereafter translate the global frame of reference to the sensor’s local frame (i.e., \( p_S = 0 \)), and also drop the time indices as well as the subscript “ \( T \) ” denoting target. Thus, the minimization of (7.20) can be

---

1. A function \( f : \mathbb{R}^N \to \mathbb{R} \) is coercive iff it is bounded from below and is proper in the sense that \( f(x) \to \infty \) for \( ||x|| \to \infty \).

2. \( \Gamma \) is the class of paths (or curves) connecting \( x_1 \) and \( x_2 \) (see Theorem 1.1, Ch. II, [151]). Note that, based on the proof of this theorem (see [81]), such a critical point \( x_3 \) (E.1) also exists for \( f \in C^0(\mathbb{R}^N; \mathbb{R}) \), though, in this case, \( x_3 \) is not necessary to be a non-minimum point. It is also important to notice that, an isolated inf-max critical point (i.e., mountain pass point), \( x_3 \), is necessarily a saddle point (see Ch. 12, [81]).
written as:

\[
\min_p c(p) = \frac{1}{2}(p - \hat{p})^T P_{pp}^{-1}(p - \hat{p}) + \frac{1}{2\sigma^2}(z - \sqrt{x^2 + y^2})^2 \\
\triangleq c_1(p) + c_2(p) \tag{E.2}
\]

Recall that \( p = [x \ y]^T \) denotes the target position. In (E.2), given a function value \( c(x, y) \triangleq \alpha \), \( c_1(x, y) \triangleq \beta \) is an ellipse centered at \( \hat{p} = [\hat{x} \ \hat{y}]^T \), while depending on the available measurement value, \( c_2(x, y) = \alpha - \beta \triangleq \gamma \) represents one or two circles centered at the origin, i.e., \( x^2 + y^2 = (z \pm \sigma \rho \sqrt{2\gamma})^2 \). For simplicity of analysis, in the following, we assume only one circle is associated with \( c_2(x, y) \), while the analysis readily holds for two circles. Notice that the cost function \( c(p) \) (E.2) is coercive but not \( \mathcal{C}^1 \) since it is not differentiable at the origin. Hence Theorem E.1.1 is not applicable directly.

Nevertheless, in what follows, we will first show that the inf-max point cannot be the origin. Based on that, we will use the MPT to show that there are at most 3 local minima, since \( c(p) \) is coercive and \( \mathcal{C}^1 \) in \( \mathbb{R}^2 \backslash \{0\} \). Subsequently, we will prove that there are at most 2 local minima.

### E.1.1 Proof that there are at most 3 local minima

Remember that there are up to 4 distinct critical (stationary) points in \( \mathbb{R}^2 \backslash \{0\} \) (see Section 7.4.2). Suppose that they are all strict local minima, denoted by \( p_i, i = 1, \ldots, 4 \). By the MPT (Theorem E.1.1) in \( \mathbb{R}^2 \backslash \{0\} \), we have an inf-max point \( p \) for any pair of \( p_i \). If this \( p \) is different from any \( p_i \), we will have (at least) 5 critical points, which contradicts the fact that there are at most 4 critical points in \( \mathbb{R}^2 \backslash \{0\} \). Therefore, any pair of \( p_i \) must share a common inf-max point at the origin which is a non-differential critical point. However, we now show by contradiction that this is not the case.

Specifically, suppose that the origin, \( p = 0 \), is the desired common inf-max point. From (E.1), we know that \( c(p) < c(0) \triangleq \alpha, i = 1, \ldots, 4 \). By continuity of \( c(\cdot) \), we define the following level set:

\[
\mathcal{S} = c^{-1}(\alpha) = \{ p \in \mathbb{R}^2 : c(p) = c(0) \}
\]

We now show some important properties of this level set \( \mathcal{S} \) that will be useful for our proof. First of all, from the implicit function theorem (see Lemma 4 of Ch. 2 in [114]), \( \mathcal{S} \backslash \{0\} \) is a smooth 1-dimensional manifold. A smooth connected 1-dimensional manifold is diffeomorphic
either to a circle or to some interval of real numbers (see Appendix of [114]).

Thus, from differential topology [114], a 1-dimensional manifold and thus \( S\setminus(0,0) \) is a \textit{union of disjoint smooth curves (lines and circles)}. This also implies that \( S\setminus(0,0) \) has no isolated points.

Secondly, \( S\setminus(0,0) \) has no closed curves. To see this, by contradiction, suppose that one curve component of \( S\setminus(0,0) \) is closed, denoted by \( S_1 \). By continuity of \( c(\cdot) \) and compactness of \( S_1 \), and based on the Weierstrass theorem [138], there will exist (at least) one local minimum inside \( S_1 \), which has to be one of the points \( p_i \) since no other critical point exists. Note that such a local minimum cannot be on the boundary of \( S_1 \) since \( c(p_i) < \alpha \). Without loss of generality, we assume \( p_1 \) is the only local minimum inside \( S_1 \). Note that there cannot be more than one local minima inside \( S_1 \) (see the next paragraph below). Based on continuity of \( c(\cdot) \) and compactness of \( S_1 \), we can find a sufficiently small \( \epsilon > 0 \) so that \( S_1 \) is contained in one closed component of \( c^{-1}(\alpha + \epsilon) \), which is disjoint from \( S\setminus S_1 \) as they have different function values \( (\alpha + \epsilon \text{ and } \alpha) \), respectively. Clearly, in this case, the inf-max value between \( p_1 \) and \( p_i \) \( (i \neq 1) \) will be larger than \( \alpha \) and is attained at a point other than \( (0,0) \), which gives the contradiction. Therefore, all curves of \( S\setminus(0,0) \) are open-ended. Moreover, by continuity, \( c(\cdot) \) attains \( \alpha \) at any limit point (i.e., the open-end point) of the curves of \( S\setminus(0,0) \). However, \( (0,0) \) is the only point where \( c(\cdot) \) attains \( \alpha \) except the curves of \( S\setminus(0,0) \), and thus the \textit{only} common limit of all open-ended curves of \( S\setminus(0,0) \).

Lastly, let us consider the properties of the interior of \( S \). We first define the following set \( \Theta \) whose boundary is \( S \), i.e., \( \Theta = \{ p \in \mathbb{R}^2 : c(p) < \alpha \} = \bigcup_j \Theta_j \), where \( \Theta_j \) is \( j \)-th component of \( \Theta \). It is clear that \( p_i \) \( (i = 1, \ldots, 4) \) is contained in \( \Theta_j \) for some \( j \), since \( c(p_i) < \alpha \). Note that, \( \Theta_j \) cannot contain (more than) two \( p_i \), since, otherwise, the inf-max point of these two \( p_i \) will be different from \( (0,0) \) and will have a function value less than \( \alpha \). On the other hand, if \( \Theta_j \) does not contain any \( p_i \), similarly, based on the Weierstrass theorem [138], there will exist a new local minimum in the corresponding closure, \( \Theta_j = \Theta_j \cup \partial \Theta_j \). This contradicts the fact that we have only 4 critical points different from \( (0,0) \). Therefore, there are exactly 4 connected components \( \Theta_i \), each of which contains one \( p_i \). Furthermore, by continuity of \( c(\cdot) \), the \( i \)-th boundary, \( \partial \Theta_i \subset S \), contains at least one curve of the connected components of \( S\setminus(0,0) \). Since \( (0,0) \) is a limit point of all curves, \( (0,0) \in \partial \Theta_i \) for every \( i \), and thus,

\[
\partial \Theta_i = \bigcup_{j=1}^{p_i} S_j \cup \{(0,0)\}
\]

\footnote{A map \( f : x \rightarrow y \) is called a \textit{diffeomorphism} if \( f \) carries \( x \) homeomorphically onto \( y \) and if both \( f \) and \( f^{-1} \) are smooth.}
where $S_j$ is one curve of $S \setminus (0, 0)$ and $n_i$ is the number of $S_j$ contained in $\partial \Theta_i$. Note that any two $\partial \Theta_i$ do not share a common curve, since if they do, by definition, the shared curve will consist of (infinitely many) critical points. As a result, there are at least 4 distinct open curves in $S \setminus (0, 0)$ having $(0, 0)$ as a common limit point (see Fig. E.1).

As seen from Fig. E.1, for a given measurement $z$, the circle $c_2(p)$ intersects the level set $S$ at (at least) 8 intersection points denoted by $q_i, i = 1, \ldots, 8$. We can show that all these 8 points belong to the same ellipse $c_1(p)$, by noting that

$$c(q_i) = c_1(q_i) + c_2(q_i)$$

$$\Rightarrow c_1(q_i) = c(q_i) - c_2(q_i) \triangleq \alpha - \gamma \triangleq \beta$$ (E.3)

This indicates that the 8 intersection points, $q_i$, belong to the same ellipse $c_1(p) = \beta$. This results in 8 intersection points between the ellipse $c_1$ and the circle $c_2$. However, it is known from geometry that there are at most 4 intersection points between any ellipse and circle. Therefore, we conclude that $(0, 0)$ cannot be an inf-max point.

By the MPT, there must exist an inf-max point between any two local minima among the 4 stationary points. Therefore, there are at most 3 local minima (by sharing one stationary point

---

Figure E.1: Illustration of the topological configuration of four local minima, $p_i$ ($i = 1, \ldots, 4$), and the level set $S$. In this plot, the dashed curves represent the level set $S$, and the solid lines are the paths which connects the local minima $p_i$ and $p_j$ and attains its maximum at the origin. Note that each of the paths is contained exactly in one interior of the connected components of $S$. It is clear that the circle $c_2(p)$ intersects $S$ at 8 different points.
as the common inf-max point).

E.1.2 Proof that there are at most 2 local minima

We now prove that there are at most 2 local minima by showing that the assumption of 3 local minima (i.e., \( p_i, i = 1, 2, 3 \)) leads to a contradiction. Denote the inf-max point, \( m_i \), corresponding to the two local minima, \( p_i \) and \( p_j \) (\( i, j = 1, 2, 3 \) and \( i \neq j \)),

\[
c(m_i) = \inf_{\Sigma_{ij} \in \Gamma} \max_{p \in \Sigma_{ij}} c(p)
\]

Recall that we have at most 5 critical points in total (i.e., 1 non-differentiable point at the origin and 4 stationary points). So, it is clear that there are only four possible cases that we need to examine in terms of \( m_i \) (\( i = 1, 2, 3 \)):

- **Case I:** \( m_1 = m_2 \neq m_3 = 0 \)
- **Case II:** \( m_1 \neq m_2 = m_3 = 0 \)
- **Case III:** \( m_1 = m_2 = m_3 = 0 \)
- **Case IV:** \( m_1 = m_2 = m_3 \neq 0 \)

Our goal is to prove that all these four cases are impossible to occur and thus there are at most 2 local minima. In what follows, we first show that the first three cases with a zero inf-max point (i.e., Cases I, II and III) cannot occur, and then disprove Case IV.

We start by considering a special case where the prior estimate coincides with the sensor position (i.e., \( \hat{p} = 0 \)). By denoting \( P_{pp}^{-1} = \begin{bmatrix} s_1 & s_3 \\ s_3 & s_2 \end{bmatrix} \), we expand the cost function (E.2) in a
neighborhood of the origin as follows:

\[ c(x, y) = \frac{1}{2} \begin{bmatrix} x \\ y \end{bmatrix}^T \begin{bmatrix} s_1 & s_3 \\ s_3 & s_2 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} + \frac{1}{2\sigma^2_\rho} \left( z - \sqrt{x^2 + y^2} \right)^2 \]

\[ = \left( \frac{s_1\sigma^2_\rho + 1}{2\sigma^2_\rho} \right) x^2 + \left( \frac{s_2\sigma^2_\rho + 1}{2\sigma^2_\rho} \right) y^2 + s_3xy - \frac{z}{\sigma^2_\rho} \sqrt{x^2 + y^2} + \frac{z^2}{2\sigma^2_\rho} \]

\[ \triangleq Ax^2 + By^2 + Cxy - E\sqrt{x^2 + y^2} + D \quad (E.4) \]

\[ = \sqrt{x^2 + y^2} \left( \frac{Ax^2 + By^2 + Cxy - E}{\sqrt{x^2 + y^2}} \right) + D \]

\[ \leq \sqrt{x^2 + y^2} (A|x| + B|y| + |C||x| - E) + D \quad (E.5) \]

where \( E \triangleq \frac{z}{\sigma^2_\rho} > 0 \), due to the positive distance measurement \( z \). In the above expressions, we have employed the inequalities \( |x| \leq \sqrt{x^2 + y^2} \) and \( |y| \leq \sqrt{x^2 + y^2} \). Clearly, there exists a neighborhood of \((0, 0)\) such that \( A|x| + B|y| + |C||x| - E < 0 \) and hence \( c(x, y) < D = c(0, 0) \), if \((x, y) \neq (0, 0)\). By definition, \((0, 0)\) becomes a local maximum and thus cannot be an inf-max point.\(^4\) This is the contradiction, and therefore Cases I, II, and III cannot happen when \( \hat{p} = 0 \).

Now consider the general case where \( \hat{p} \neq 0 \). First, in Case I \((m_1 = m_2 \neq m_3 = 0)\), as in the previous proof of at most 3 local minima (see Section E.1.1), we can show that there are at least 4 intersection points between the circle \( c_2(p) \) for a given \( z \) and the level set \( S \) (see Fig. E.2). If the circle \( c_2 \) collapses to a single point (i.e., with zero radius), clearly there is only 1 intersection point between the circle \( c_2 \) and the level set \( S \), and hence 1 intersection point between the circle \( c_2 \) and the ellipse \( c_1 \).\(^5\) Importantly, by continuity of \( c_2 \) and compactness of \( S \), if perturbing \( c_2 \) by an arbitrarily small number in the neighborhood of origin, there are always at least 4 intersection points between the circle \( c_2 \) and the level set \( S \), and thus at least 4 intersection points between the circle \( c_2 \) and the ellipse \( c_1 \) [see (E.3)]. This perturbation results in the dynamics of the number of intersection points between the circle and the ellipse, changing from 1 to 4. However, this is not the case, since we know from geometry that by continuity of the circle and ellipse, if applying a small perturbation on the circle, 1 intersection point between the circle and ellipse can only dynamically change 0, 1 or 2 (instead of 4) intersection points.

\(^4\) Note that if \( z = 0 \), then (E.4) becomes quadratic and has a unique global minimum at the origin (by noting that \( A > 0 \)), which clearly contradicts the assumption of three local minima.

\(^5\) Although depending on the measurement \( z \), another circle possibly exists and thus may result in more intersection points between the circle \( c_2 \) and the ellipse \( c_1 \), we here consider the dynamics of the intersection point in a neighborhood of the origin.
Moreover, as compared to Case I, in Case II there will be at least 6 (instead of 4) intersection points between the circle \( c_2(p) \) for a given \( z \) and the level set \( S \), and thus we can show in a similar way that this case is also impossible.

In Case III (\( m_1 = m_2 = m_3 = 0 \)), interestingly, no matter whether \( \hat{p} = 0 \) or \( \hat{p} \neq 0 \), proceeding similarly as in Cases I and II and as in Section E.1.1, we can derive the contradiction that there will be 6 intersection points between the circle \( c_2 \) and the level set \( S \) (and thus the ellipse \( c_1 \)), and hence show that this case is also impossible to occur.

At this point, we have ruled out Cases I-III. We will now disprove Case IV. Specifically, to simplify notations, we denote the common inf-max point by \( m \triangleq m_1 = m_2 = m_3 \). Then, we first consider a special case where the prior estimate coincides with the inf-max point, i.e., \( \hat{p} = m \). In this case, we know that \( \nabla c(p) \big|_{p=m} = 0 \), since \( p = m \) is a critical (inf-max) point. Therefore, we have:

\[
0 = \nabla c(p) \big|_{p=m} = \nabla c_1(p) \big|_{p=m} + \nabla c_2(p) \big|_{p=m} = \frac{1}{\sigma_\rho^2} (z - ||m||) \frac{m}{||m||} \Rightarrow z = ||m|| \Rightarrow c(m) = 0
\]

which clearly shows that \( p = m \) is a global minimum (by noting the quadratic and nonnegative cost function (E.2)). This contradicts the assumption that \( p = m \) is an inf-max point.
We finally consider the general scenario of Case IV where $\hat{p} \neq m$. We define the following level set:

$$S' = \{ p \in \mathbb{R}^2 : c(p) = c(m) = \alpha' \}$$

Similar to Case III and Section E.1.1 (where instead the level set $S$ is considered), the corresponding interior, $\Theta' = \{ p \in \mathbb{R}^2 : c(p) < \alpha' \}$, has three curve components, each of which contains exactly one $p_i$ (see Fig. E.3). Consider the scenario where $p = m$ is an intersection point between the circle and the ellipse (by noting $c(m) = c_1(m) + c_2(m)$). In a neighborhood of $p = m$, if perturbing the circle $c_2(p) = c_2(m) = \gamma'$ by an arbitrarily small (positive or negative) value, the circle will either shrink or expand. Since there are 6 branches belonging to the level set $S'$, by continuity and compactness of $c_2$ and $S'$, in the neighborhood of $p = m$, there will exist at least 3 intersection points between the circle and the level set, and thus at least 3 intersection points between the circle and the ellipse [see (E.3)], either when the circle shrinks or expands. Thus, there exists an (arbitrarily) small perturbation on $c_2$ so that the number of intersection points between the circle and the ellipse, in the neighborhood of $p = m$, dynamically changes from 1 to (more than) 3. However, we know from geometry that this is not the case since 1 intersection point between a circle and an ellipse, by perturbation, can change to at most 2 in its neighborhood.

Thus far, we have proven that all four cases are impossible to occur if there are 3 local minima. As a result, there are at most 2 local minima. This completes the proof.