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ABSTRACT

We describe a method to define and use subwebs, user-defined
neighborhoods of the Internet. Subwebs help improve search
performance by inducing a topic-specific page relevance bias
over a collection of documents. Subwebs may be automat-
ically identified using a simple algorithm we describe, and
used to provide highly-relevant topic-specific information re-
trieval. Using subwebs in a Help and Support topic, we
see marked improvements in precision compared to generic
search engine results.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Search Pro-
cess

General Terms
Algorithms
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1. INTRODUCTION

General purpose web search engines are designed to pro-
vide broad coverage in their results. To scope a search to
a particular topic, we could get more specific results using
search sites specialized for that topic. But then we have to
decide where to search, and how to rank results from diverse
search sites. Ideally, we want search to utilize the breadth of
the web, while providing the specificity of specialized sites.

We propose an approach based on the notion of sub-
webs.  We conceptually partition the internet into small
topic-specific neighborhoods, and restrict our search to one
or more of these neighborhoods. In addition, we learn which
parts of the neighborhood to prefer, and boost the ranks of
results from these parts. For example, a generic search on
the query virus would provide results for medical and com-
puting senses. Subweb search could distinguish these senses.
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Specifically, we view the World Wide Web as a collec-
tion of topic-specific subwebs, each of which is a collection
of documents relevant to a given topic, e.g. cars, real es-
tate, or celebrities. Subwebs may overlap, or one subweb
may wholly contain another. A subweb can be described
by a collection of domains (such as hitp://microsoft.com) or
site paths (such as http://www.geocities.com/mcsefreesite),
or an arbitrary collection of documents. The paths that de-
scribe the members of the subweb are weighted according to
their relevance to the topic area.

We have a two step method of scoping search to specific
topics: creating subweb definitions and using these defini-
tions to rerank results from a generic search system. We
define subwebs based on the intuition that the more often a
path appears in web search results for topic-specific queries,
the more relevant the path is to that topic. This approach
identifies the frequent paths in the result sets of queries from
a topic-specific log along with paths from the neighborhood
of these results. The algorithm used to define a subweb is
described here.

1. Compute Result Path Distribution. Queries from
topic-specific query logs are sent to a search engine,
and the frequency of paths in the search result set is
computed. A set of seed URLs/paths, keyphrases ex-
tracted from relevant documents or even keyphrases
specific to individual users may be used instead of
query logs.

2. Compute Neighborhood Path Distribution. The
one-link path neighborhood of the result set is com-
puted from sites that are one link away: the URLs
that the result sites point to (‘outlinks’), and the URLs
that point to the result set sites (‘inlinks’). With some
thresholding on the number of inlinks and outlinks
used, the frequency of paths in the result neighborhood
is computed. More generally, this could be computed
for an N-link neighborhood.

3. Compute Net Path Distribution. The net distri-
bution is determined by adding the frequency of path
neighborhood to the result frequency, with some dif-
ferential weighting.

4. Normalize Against Baseline. A normalized distri-
bution is obtained by computing the net path distri-
bution for a topic-specific query log, and subtracting
the net path distribution for a baseline (random) set
of queries. This normalization reduces the noise due
to highly linked sites, and some advertising sites.



The subweb definition, which is essentially a set of paths
with weights proportional to their significance to the topic,
is derived from the normalized distribution.

We assume that users will specify a query and the topic

of their query. Alternatively, the topic of the query may
be implicity inferred from the search entry point. The sub-
web definition corresponding to the search topic is used to
rerank the search results obtained from a search engine. The
reranking function we use is of the form
NewRank(site) = f(SearchEngineRank(site),
SubwebWeights(Paths(site))
This function boosts sites based on the weights assigned to
the paths subsumed in their URL, and maintains the original
relative ranking of sites whose sub-paths are not in the sub-
web definition. In our initial experiments, NewRank(site)
first ranked by subweb weights, and then by original search
engine rank. We can display all results including boosted
results, or display only those in the subweb definition.

2. EVALUATION

Intuitively, scoping search using additional information
should improve result accuracy. We compared the rele-
vance of results returned from three search engines: (1)
MSN Search (http://search.msn.com), (2) MSN Search aug-
mented with an HSC subweb (‘Subwebs MSN’), and (3)
Google (http://www.google.com).

A Help subweb was built from 450 queries from a Help and
Support Center (HSC) query log, and normalized against a
set of 1000 queries randomly sampled from an MSN Search
query log. The HSC query log was obtained from end-user
queries sent to the Microsoft Windows XP Help and Support
Center. We used the top 20 results from MSN Search to
build both the Help topic and baseline path distributions,
and weighted the result distributions five times higher than
the neighborhood distributions.

510 queries drawn from a held-out mix of frequent and
random HSC queries were used to test this subweb. For
each query, we got the top results from each of these search
providers, and merged and deduplicated these to get 17,741
unique documents. These results were then presented in a
random order to independent annotators in a double-blind
manner. The annotators evaluated the documents from the
perspective of Help and Support using a three-way relevance
scale: {‘Good’, ‘OK’, ‘Bad’}. These manual annotations
formed the gold standard against which we report results.

The results clearly favor the use of subwebs. Subwebs
MASN for this topic beat both regular MSN Search and Google
on every measure of relevance by a substantial margin.

Regular MSN Search had an overall Mean Reciprocal Rank
(MRR) of 0.22 for this domain. That is, on average, the first
relevant result was returned in positions 4 or 5. Google had
a similar MRR of 0.21. In contrast, Subwebs MSN had an
overall MRR of 0.39, indicating that the first relevant result
on average was in the 2nd or 3rd position, an improvement
of 2 positions on average.

We computed Top N precision for N=1, and N=10, and
the Mean Average Precision (MAP) for N=10. For multiple
result lists, the Top N precision is the average of the Top N
precisions of each result list. MAP is computed over relevant
results; irrelevant results do not contribute to the average
precision of a result list. The MAP value depends on the
ranks of relevant results, while TopN precision depends only
on the number of relevant results in a given set of results.
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Regular | Google | Subwebs

MSN MSN
Top 1 Prec./Good+0k 23.92% | 24.31% | 51.18%
Top 1 Prec./Good 14.85% | 14.51% | 32.16%
Top 10 Prec./Good+Ok || 19.37% | 18.90% | 28.13%
Top 10 Prec./Good 9.47% 9.35% | 13.21%
Top 10 MAP/Good+Ok || 6.35% 6.32% 11.14%
Top 10 MAP/Good 3.48% 3.39% 6.11%

Table 1: Relevance numbers

In all these cases, we considered the case where a site
marked either Good or OK was considered acceptable, and
the case where only Good was acceptable. The results are
presented in Table 1. The results for MSN and Google are
comparable, but Subwebs MSN more than doubled the Top
1 precision, and improved the Top 10 Precision by over 40%,
and the top 10 Mean Average Precision by over 75%.

3. DISCUSSION

We have described a simple and automated method to
specialize search, and shown that it substantially improves
result relevance. While generic search engines such as MSN
Search are good in general, subweb search is better for spe-
cific topics. Subweb search helps the most with queries that
use words or phrases whose ambiguity can be resolved with
context, but offers less benefit for extremely specific queries.

Previous research has attempted to improve search results
by identifying web communities [3] on the basis of link anal-
ysis [5]. [1] improves upon this, using topics generated from
single queries while [2] uses user relevance feedback to aug-
ment the process. Another approach has been to use query
expansion and structural methods to learn about specific
domains [4]. Our work starts with a large set of queries,
which makes the resulting subweb robust. In addition, the
normalization that we perform against the baseline corrects
for some of the problems of web-graph based methods.
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