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Abstract

We concern applying reinforcement learning (RL) on caching systems. The main challenge of this problem is the excessively long MDP time horizon, since a practical cache can host millions of objects and the reward for each caching action can delay for millions of steps on average — such horizon is at least $100 \times$ longer than state-of-the-art RL applications such as game of Go or Dota 2. We purpose to use a subsampling technique to shorten the MDP horizon by hashing the objects in a trace and reducing the cache size. We also develop an accompanying theory that describes how the MDP reduction technique can be used for more general applications. In our experiment, we show that the subsampling technique can generalize the learned RL policy to $100 \times$ larger caches.

1 Introduction

Reinforcement learning (RL) has recently been used to train powerful controllers in many computer systems, including datacenter scheduling [1, 11, 12, 15, 16], database query optimization [10, 14], network congestion control [7, 8], routing [23] and more. We concern RL in the context of caching [21]. Computer systems with hierarchical hardware structures (e.g., fast memory and slow disks) often deploy caching mechanisms to prioritize the limited memory space among different objects. In this setting, an RL agent observes the information of an incoming object and the existing objects in the cache; it then decides whether to admit the incoming object and which objects to evict if necessary. The goal is to maximize the object hit rate so that more objects are retrieved from the fast memory.

In many system applications, the optimal caching policy depends on the characteristic of different workloads. For example, a CDN caching policy may set a lower threshold on the object size for admission in the daytime (which primarily serves text-based website traffic) than during the night (which serves mostly video streaming traffic) [4, §3.2]. As a result, recent work has proposed to learn caching policies using imitation learning on workload-specific optimal policies calculated offline [3]. Despite being a good fit conceptually (prior work has used tabular Q-learning for a DRAM caching problem [6]), modern RL-based caching systems have not yet been competitive with existing heuristics [3, §1]. The main obstacle is the long horizon of MDP in caching problems. For example, the size of a typical CDN cache is in the scale of 1GB and can host up to millions of objects. Since the feedback for an caching action only shows up until the corresponding object is retrieved again, the average delay for each reward is in millions of MDP steps. As a comparison, state-of-the-art RL methods deal with game of Go [19, 20] in hundreds of steps (placing $19 \times 19$ stones) and Dota 2 in about 80,000 time steps [18] — the horizon lengths for practical caching problems are at least $100 \times$ longer. For long horizon RL problems, it is well known that reward credit assignment becomes difficult and prohibits training strong policies [22].

Fortunately, caching problems exhibit a unique structure that allows significant reduction in the MDP horizon length. The key observation is that the relative object hit ratio (i.e., cache hit normalized to the total object count) remains the same if we subsample the objects in a trace (by hashing on the object IDs) and accordingly reduce the cache size [2, 9]. The subsampled caching environment effectively

results in an MDP with shorter time horizon. We therefore train the RL agent on the reduced caching problem and deploy the learned policy on the original setting (§3.1). More broadly, we develop a theoretical framework (§3.2) for more general RL applications that can leverage subsampling to reduce the horizon length and subsequently improve training efficiency. In our experiments with a CDN cache (§4), subsampling enables RL to learn strong cache admission policies that rival or outperform state-of-the-art heuristics and the learned policies are able to generalize to $100 \times$ larger caches.

2 Problem Setup

For concreteness, we focus on the cache admission setting. Each RL episode contains a series of objects continuously arriving over time. The caching environment invokes the RL agent when an incoming object is missing from the cache. Specifically, at each step $t$ for an missing object, the agent observes a feature vector $[s_t, c_t, f_t, z_t]$, where $s_t$ is the size of incoming object, $c_t$ is the steps since the same object visited last time,$^1$ $f_t$ is the object’s number of visits so far, $z_t$ is the portion of remaining cache size. The agent then takes a binary action $a_t \in \{0, 1\}$ to decide whether or not to admit the incoming object. To make room for the new object, the system environment evicts the least recently used objects from the cache. The reward $r_t$ at each step is the total byte hits since that last action $a_{t-1}$. Thus, the sum of the rewards amounts to the total byte hits for all objects in a trace. The detailed implementation of the caching environment is retrieved from the Park dataset [13].

To quantify the MDP time horizon and the effect of delayed rewards, Figure 1 depicts the distribution of inter-arrival time for objects with different sizes. As shown, more than $30\%$ of the objects take at least $10^6$ steps between two consecutive visits.

3 Methodology

In this section, we first describe the subsampling procedure tailored for the caching application. We then empirically evaluate the generalizability of the learned caching policy on larger caches with longer trace. Finally, we develop a more general theory that allows MDPs with certain properties to reduce their state space and time horizon while keeping the optimal policy generalizable.

3.1 Training Caching Policies with Subsampling

We subsample the objects from the trace with a random hash on object IDs with a ratio $1/K$. It is important to notice that the random hash maintains the statistics of the trace, such as the object size distribution and the byte hit rate under the same policy. By contrast, randomly omitting the objects from the trace would cause shifts for important statistics such as the visiting counts of an object (which is a feature observed by the agent as described in §2). Meanwhile, we reduce the cache size by the subsampling factor $K$. Under this construction, the input features to the agent are scale invariant, since the observations are either independent of the trace length (e.g., object size) or normalized by the cache size (e.g., remaining cache portion). Finally, we perform standard advantage actor critic (A2C) [17] training on the reduced caching setting and evaluate the learned policy on the original cache and trace.

3.2 Theoretical Analysis

In general, our strategy of reducing the RL time horizon is to reduce the MDP state space. Intuitively, if an agent only takes actions for $1\%$ of the states (the rest decisions are made by some default policy), the agent is effectively trained on a smaller MDP with its horizon shorten to $1\%$. Importantly, we need to construct the smaller MDP with an “aggregated” state transition and reward function from the original MDP. This builds a connection between the horizon reduction and state space subsampling. By choosing different parts of the state space at each episode, we can cover all the states for the agent to generalize to the original setting. In the following, we first formally describe the state reduction strategy and then remark on how it matches with our subsampling approach for the caching problem.

$^1$If an object was never visited before, we set a large number on its recency feature $c_t = 1000$. 

Figure 1: Inter-arrival time for objects with different sizes.
Notations. An MDP $\mathcal{M} = (S, A, P, R)$ is consist of four parts: states $S$, actions $A$, state transition probability $P : S \times A \times S \rightarrow \mathbb{R}$ and immedeate reward $R : S \times A \times S \rightarrow \mathbb{R}$. $P(s, a, s')$ is the probability of transitioning to state $s'$ after taking action $a$ at state $s$, i.e. $P(s_{t+1} = s' | s_t = s, a_t = a)$. For a policy $\pi$, we define the total reward $G(\pi ; \mathcal{M}) \triangleq \mathbb{E}_i \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t, s_{t+1}) \right]$ as the summation of rewards at every step discounted by a factor $\gamma < 1$. The goal of reinforcement learning is to find an optimal policy $\pi^*$ that maximize the total reward, i.e. $\pi^* = \arg\max_{\pi} G(\pi; \mathcal{M})$.

**Definition 1** (Constrained traversal event). Given two states $s, s' \in S$, an action $a \in A$, a subset of states $S \subseteq S$, at any step $t$, we define constrained traversal event $E_t(s, a, s'; S) \triangleq \{ s_0 = s, a_0 = a, s_t = s' \}$.

These events describe all possible trajectories starting from state $s_0 = s$, taking action $a_0 = a$ and ending up with state $s_t = s'$, while only visiting the constrained set $S$ in the intermediate steps.

**Definition 2** (State-reduced MDP). Given an MDP $\mathcal{M} = (S, A, P, R)$, a subset of states $S' \subseteq S$ and a policy $\pi$, we define the state-reduced MDP $\phi(\mathcal{M}, S', \pi) = (S', A, P', R')$ where the new transition probability $P'(s, a, s') \triangleq P(s, a, s') + \sum_{s'' \in S \setminus S'} P(s, a, s'') + \sum_{s'' \in S \setminus S'} P(s, a, s'')$, and the new reward $R'(s, a, s') \triangleq P(s, a, s')R(s, a, s') + \sum_{s'' \in S \setminus S'} P(s, a, s'')R(s, a, s'') + \sum_{s'' \in S \setminus S'} P(s, a, s'')R(s, a, s'')$. By lemma 1, the optimal policy $\tilde{\pi}$ is locally optimal for the state reduced MDP $\phi(\mathcal{M}, S', \tilde{\pi})$ since only changing $\pi$ at states in $S'$ can not improve the total reward. More formally we have $\tilde{\pi} = \arg\max_{\pi} G(\pi; \phi(\mathcal{M}, S', \pi))$.

**Lemma 1.** The optimal policy $\pi^*$ of the MDP $\mathcal{M}$ is locally optimal for any subset of the states, i.e. $\forall S' \subseteq S$, $\pi^* = \arg\max_{\pi} G(\pi; \phi(\mathcal{M}, S', \pi^*))$.

**Proof.** If the optimal policy $\pi^*$ is not locally optimal for the state subset $S'$, then, by definition, there is a policy $\pi'$ that differs with $\pi^*$ at $S'$ and has a better total reward than $\pi^*$ which violates $\pi^*$'s optimality.

**Theorem 1** (Fixed point). Let $\pi^*$ be the optimal policy for the MDP $\mathcal{M}$. Consider a distribution $q$ over $2^S$ (all possible subsets of $S$) and the policy iteration via $\pi^{(t+1)} = \arg\max_{\pi} \mathbb{E}_{S \sim q} G(\pi; \phi(\mathcal{M}, S, \pi^{(t)}))$. Then $\pi^*$ is a fixed point of the policy iteration under any distribution $q$, i.e. $\pi^* = \arg\max_{\pi} \mathbb{E}_{S \sim q} G(\pi; \phi(\mathcal{M}, S', \pi^*))$, $\forall q$.

**Proof.** We define the following functions: total objective $f(\pi) \triangleq \mathbb{E}_{S \sim q} G(\pi; \phi(\mathcal{M}, S', \pi^*))$ and individual objective $f_{S'}(\pi) \triangleq q(S')G(\pi; \phi(\mathcal{M}, S', \pi^*))$ for any $S'$. By lemma 1, the optimal policy $\pi^*$ maximizes every individual objective. Thus $\pi^*$ also maximizes the summation of all individual objective, i.e. $\pi^* = \arg\max_{\pi} f(\pi) = \arg\max_{\pi} \mathbb{E}_{S \sim q} G(\pi; \phi(\mathcal{M}, S', \pi^*))$.

**Theorem 2** (Uniqueness). If a policy $\tilde{\pi}$ is locally optimal for any subset of states, then $\tilde{\pi}$ is the optimal policy. Formally, if policy $\tilde{\pi}$ satisfies $\tilde{\pi} = \arg\max_{\pi} G(\pi; \phi(\mathcal{M}, S', \tilde{\pi}))$, $\forall S' \subseteq S$, then $\tilde{\pi} = \arg\max_{\pi} G(\pi; \mathcal{M})$.

**Proof.** Recall the Bellman equation $V^\pi(s) = \arg\max_{a} R(s, a) + \mathbb{E}_{s' \sim P} V^\pi(s')$, where the value function $V^\pi(s)$ is the expected total reward starting from state $s$ following policy $\pi$. The uniqueness of Bellman equation solution [22, §3.5] ensures that only the optimal policy $\pi^*$ satisfies the equation above. Now consider any non-optimal policy $\pi$. It must violate the Bellman equation, i.e. $\exists s \in S$ such that $V^\pi(s) < \arg\max_{a} R(s, a) + \mathbb{E}_{s' \sim P} V^\pi(s')$. Thus, the policy $\pi$ is not locally optimal for the state set $S' = \{s\}$. This implies any non-optimal policy cannot satisfy $\tilde{\pi} = \arg\max_{\pi} G(\pi; \phi(\mathcal{M}, S', \tilde{\pi}))$, $\forall S' \subseteq S$, which completes the proof.

**Remark.** In practice, if we cover a large amount of state-reduced MDPs (covering all states) and the learned policy can converge to the local optimal for these MDPs, Theorem 2 guarantees that learning in state-reduced MDPs converges to the optimal policy. However, in some cases we might only cover part of the state space when reducing the MDPs (e.g., too few samples during training). Nevertheless, Theorem 1 shows that even under such weak condition, we still guarantee that the optimal policy is always a fixed point of the optimization no matter which state-reduced MDPs distribution is used.
We argue that our subsampling approach for the caching problem implicitly constructs the state-reduced MDP. Following Definition 2, hashing on object IDs samples a subset of objects for the state space (with a factor $K$). The transformation of the state transition probability and the reward function for the state-reduced MDP can be approximated as follows. We can view reducing the cache size as dispatching an incoming object to a small cache (with $1/K$ total cache size) if the object is sampled or to a large cache (with $(K - 1)/K$ total cache size) otherwise. Suppose the caching policy is the same on both separated caches, then the state transition follows Definition 2 and the reward in the state-reduced MDP is roughly linearly scaled by $1/K$ from the original MDP.

4 Experiments

In our experiment, we first use a small cache (containing 200 objects on average) and a short trace (10k objects in total) to verify that the subsampling technique allows training an RL policy comparable to directly trained on the original problem. At this small scale, standard RL can directly train strong caching policy. For subsampling, we shrink the trace and cache size by 8. The learning curve in Figure 2a shows that the RL policy the on the reduced caching setting is similar to the RL performance trained directly on the original setting. Also, as expected, RL policy is empirically more robust in performance with the subsampling setting. Moreover, the learned policy is strong enough to rival or outperform existing cache admission heuristics such as S4LRU [5].

We then evaluate the subsampling technique on a more realistic setting, where a longer trace contains 100,000 objects and the cache size is 1GB (similar to a typical CDN cache). As shown in Figure 2b, the vanilla A2C approach cannot learn strong caching policy at this scale — the performance falls behind the existing heuristics and is similar to a random policy. However, by subsampling the trace and reducing the cache size by 100x, the RL agent can successfully train and generalize its policy to the original problem. Compared to other state-of-the-art heuristics, the generalized learned policy performs similarly on the average byte hit rate.

5 Conclusions and Discussions

The subsampling technique can significantly mitigate the long MDP horizon problem for caching application. In our experiment, the learned RL policy on subsampled caching environment is able to generalize to caches with at least 100x larger sizes. We also develop a general theory that describe how the MDP reduction allows policy iteration to converge to the original optimal point.

We are currently exploring similar techniques to a wider family of caching policies, including learning the eviction policy. Also, the subsampling technique can generally apply to system problems with queuing structures. For example, subsampling the jobs in a trace and reduce the number of servers may help improving the RL training efficiency for load balancing and job scheduling applications [13].

In our current theorems, we only describe the optimal policy invariance for MDPs following the general state-reduction process. More broadly, we are looking for a systematic way of discovering RL applications beyond queuing systems that allow state reduction in this framework. For these problems, it is interesting to apply some form of subsampling (or other approach to reduce MDP horizon) to improve RL training efficiency.
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