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Abstract

Real-world videos of human activities exhibit temporal structure at various scales; long videos are typically composed out of multiple action instances, where each instance is itself composed of sub-actions with variable durations and orderings. Temporal grammars can presumably model such hierarchical structure, but are computationally difficult to apply for long video streams. We describe simple grammars that capture hierarchical temporal structure while admitting inference with a finite-state-machine. This makes parsing linear time, constant storage, and naturally online. We train grammar parameters using a latent structural SVM, where latent sub-actions are learned automatically. We illustrate the effectiveness of our approach over common baselines on a new half-million frame dataset of continuous YouTube videos.

1. Introduction

We focus on the task of action classification and segmentation in continuous, real-world video streams. Much past work on action recognition focuses on classification of pre-segmented clips. However, this ignores the complexity of processing video streams with an unknown number of action instances, each with variable durations and start/end times. Moreover, actions themselves exhibit internal temporal structure. For example, a ‘making tea’ action takes several minutes and requires multiple sub-actions such as heating water, preparing tea leaves, steeping the tea, and pouring into a cup. Each sub-action can vary in duration and sometimes temporal ordering.

Our work: In this work, we develop algorithms that report back hierarchical parses of long video streams at multiple temporal scales (Fig. 1). Our algorithms are based on grammars that compose videos out of action segments, and recursively compose actions out of subaction segments. We describe specialized grammars that can be parsed in an online fashion with a finite state machine. Our algorithms scale linearly with the length of a video and operate with bounded memory, crucial for processing streaming video sequences. Importantly, we describe methods for learning grammars from partially-labelled data. We assume training videos are provided with action labels, and describe a max-margin learning algorithm for latently inferring subaction structure.

Evaluation: Most datasets for activity recognition consist of pre-segmented clips. We have constructed a dataset of continuous temporal streams from YouTube sports clips. Our 5-hour video dataset contains continuous video streams with multiple types of actions with subaction structure. We will make this available to the community to spur further research.

2. Related Work

We refer the reader to the recent surveys of [20, 1] for a complete treatment of the large body of related work on action recognition. We focus on methods most related to our approach.

Spacetime templates: Many approaches to action recognition are based on spatiotemporal templates [11, 13, 21] defined on various features including optical flow [19, 4, 24] and bag-of-feature histograms built on space-time “words” [31, 16]. We use bag-of-word features as our data models.

Latent temporal structure: Inspired by [16, 28], we model action templates as compositions of subactions. For example, we learn that some weightlifting actions should be modeled as yanking subactions followed by a pressing subaction (Fig. 1). However, most past work evaluates such models on single-action video clips. Our work differs in that we use grammars to compose multiple action instances together to yield a globally-optimal video parse.

Action segmentation: To process long video streams with multiple actions, one must address a temporal segmentation problem. Historically, this is most often done with a hidden markov model (HMM). Early approaches date back to finite state machine models [33, 17], while more recent work has explored discriminative variants such as CRFs [32]. There exists a large body of literature on extensions to HMMs in which states generate variable-length sequences; these are sometimes called hierarchical HMMs [5, 30, 17].
or semi-Markov / segmental HMMs [8, 23]. Most related to our work are [25, 6], who use a semi-Markov model to segment video streams into actions. Our grammars do so while simultaneously parsing actions into subactions.

**Grammars:** Much prior work has explored context-free-grammars (CFGs) for gesture and event recognition [7, 15, 22, 26]. Attribute grammars [10] and interval logics [29, 12, 2] generalize CFGs to include context-sensitive constraints, typically with the cost of more expensive inference. Because of this burden, much prior work applies a grammar on a sparse set of primitive actions detected in a pre-processing stage. This makes inference scale with the number of detections rather than the length of the video. We describe hierarchical grammars that model actions and subactions with a finite-state machine. This allows us to efficiently process all frames in a video directly using our grammar.

### 3. Grammar model

Our primary contribution is a segmental regular grammar of actions, described in Section 3.4. To derive it, we first review the CYK parsing algorithm for general CFGs [14], as it forms the basis for our efficient parsing algorithm. One notable aspect of our grammar is that it generates variable-length segments instead of single tokens; to derive this feature, we first describe a simple modification to a CYK parser for handling such production rules.

#### 3.1. Context-free grammars

A weighted CFG in Chomsky Normal Form (CNF) is specified by:

1. $V$ is a finite set of non-terminal symbols
2. $\Sigma$ is a set of terminal symbols
3. $R$ is a set of rules of the form $X \rightarrow YZ$ or $X \rightarrow w$ for $X,Y,Z \in V$ and $w \in \Sigma$. Each rule $r \in R$ has an associated score $s(r,i,k,j)$ for instantiating it at boundary points $i,j$ with a transition point of $k$.

A general CFG contains rules of the form $\alpha \rightarrow \beta$, where $\alpha$ is any nonterminal and $\beta$ is any string of terminals and nonterminals. We write $n_V$ for the number of non-terminal symbols, and $n_R$ for the number of rules. One can show that any CFG can be written in CNF form by adding new rules with “dummy” nonterminals.

Given a sequence $w_1, \ldots, w_N$, the CYK algorithm is a $O(n_RN^3)$ dynamic programming algorithm for computing the best-scoring parse [14]. The algorithm will compute a table of partial parses, of size $O(n_VN^2)$. CYK explicitly computes the best parse of each possible segment and each possible symbol label for that segment. The key quantity which is iteratively computed is $\pi[X,i,j]$, the score of the best parse of the segment starting at frame $i$, ending at frame $j$, and labeled as symbol $X \in V$.

In the CYK algorithm, we first initialize the “bottom” row of the table, which represents the best parse of each one-frame-long segment:

$$\pi[X,i,i] = \max_{r \in \{X \rightarrow w\}} s(r,i) \quad \text{for} \quad i = 1 \ldots N \quad (1)$$

We can now populate the “second” row of the table, which represents the optimal parses of 2-frame segments. For a $l$-frame segment, we will look at all possible $l-1$ splits and all possible $n_r$ production rules that could generate this segment. Each one can be scored by looking at lower entries in the table, which have already been computed. We then take the max, and update the entry for the current $l$-long segment. We formally describe the algorithm in Alg. 1 and visualize the core loop in Fig. 2.

#### 3.2. Segmental context-free grammars

In this section, we describe an extension to CYK-parsing that allows for production rules that generate multiple terminals. Though our extension is somewhat straightforward, we have not seen it derived in the literature and include it for completeness. We later show that segment-level production rules are crucial for capturing constraints on the duration of segments. Consider a set of CNF rules augmented with...
context-free grammars known as finite-state grammars or length of the video. Chomsky describes a special case of computation and storage grows super-linearly with the number of rules scales with \( n \) segments of length \( i \), and start positions of each segment \( i \). For each of such \( N^2 \) segments, the parser searches over all rules (at most \( n_R \)) and split points (at most \( N \)) which could derive it (Fig. 2). This makes the overall algorithm \( O(n_R N^3) \). For each of the \( N^2 \) table entries, one must store the score of the \( n_I \) possible symbols, making storage \( O(n_I N^2) \).

those that allow nonterminals to generate a \( k \)-long segment of terminals:

\[
X \rightarrow w_{1:k} \quad \text{where} \quad w_{1:k} = w_1 \ldots w_k \tag{2}
\]

Each of the above rules has an associated score \( s(X \rightarrow w, i, j) \) for placing a \((k = j - i + 1)\)-element segment starting at position \( i \) and ending at \( j \). We call such a CFG a segmental-CFG (SCFG). SCFGs can be seen as a type of CFG where the number of rules scales with \( N \), complicating inference. An alternative approach would be to encode segment length \( k \) as an attribute in an attribute grammar. However, the resulting constraints on production rules are context sensitive, and so are no longer parsable with CYK [27].

We show that, with a simple modification, CYK can accept rules of the form (2), keeping the algorithm at \( O(n_R N^3) \) without any increase in complexity. Replace Line 4 of CYK with the following two lines:

\[
v = \max_{r \in \{X \rightarrow YZ\}, k \in \{i \ldots j-1\}} s(r, i, k, j) + \pi[Y, i, k] + \pi[Z, k + 1, j] \]

\[
\pi[X, i, j] = \max_{r \in \{X \rightarrow w_{1:k}\}, k \in \{j-i+1\}} \left( v, s(r, i, j) \right) \tag{3}
\]

For each table entry, we search over derivations as before (equivalent to Line 4 of CYK), but now we also search over segmental terminal derivations from the lowest layer. We need check for only \((k = j - i + 1)\)-long terminal derivations, of which there exist at most \( n_R \). This means that one can parse a segmental CFG in \( O(n_R N^3) \).

### 3.3. Regular grammars

CYK parsing may be difficult to apply to long videos since computation and storage grows super-linearly with the length of the video. Chomsky describes a special case of context-free grammars known as finite-state grammars or regular grammars [3], which consist of restricted rules with a single non-terminal followed by any number of terminals on the right-hand side:

\[
X \rightarrow Yw, \quad X \rightarrow w \tag{4}
\]

Such grammars cannot model recursively-defined languages, such as strings of nested parentheses [14]. However, they can be parsed with finite state machines by reducing them to first-order conditional Markov models with the following steps: add dummy nonterminals to convert production rules to CNF (if they are not already), define a markov state for each non-terminal symbol, and finally define a transition from states \( Y \) to \( X \) for each production rule. Such grammars can be parsed with a standard Viterbi decoder in \( O(n_R N) \), where \( n_R \) (the number of transitions) is upper bounded by \( n_I \) [5]. Hence regular grammars naturally take advantage of sparse Markov transition matrices.

Regular grammars are widely used to specify regular expressions used in pattern matching [14]. We describe a regular grammar for parsing weightlifting videos in Fig. 1. For example, a clean-and-jerk action (B) is defined by a “string” of yank, pause, and press terminals. The regular grammar is expressed in CNF form in Fig. 4. Though such long-range constraints can be expressed in a Markov model with augmented states (corresponding to dummy nonterminals) and sparse transitions, production rules with regular expressions are a more concise representation.

### 3.4. Segmental regular grammars

We define a segmental RGs (SRGs) to be a RG with production rules that generate arbitrary length sequences of terminals:

\[
X \rightarrow Yw_{1:k}, \quad X \rightarrow w_{1:k} \tag{5}
\]

Note that SRGs can be converted to RGs by adding dummy nonterminals. However, we show that one can devise a parser that directly handles the segmental rules above. Our SRG parser can either be seen as a special case of segmental CYK parsing or an extension of Viterbi decoding.

**Restricted CYK**: Assume scores can be written as \( s(X \rightarrow Yw, i, j) \), where \( i \) is the start and \( j \) is the end of the \((k = j - i + 1)\)-element segment. Assume that segments can be at most \( L \) elements long. SRGs can be parsed
in $O(n_R N L)$, where $n_R$ is the number of rules in the underlying non-segmental grammar. The algorithm is similar to CYK except that we need to maintain only the first column of table entries $\pi[X, i, j]$ for a fixed $i = 1$. We write this as $\pi[X, j]$, the score of the best parse from position 1 to $j$, given that the symbol at $j$ is $X$. For notational simplicity, let us define an empty symbol $\{}$ which allows us to write both rules from (5) using a single form. Initialize $\pi[\{}], 1 = 0$ and $\pi[\{}], j = -\infty$ for $j > 1$:

$$\text{Algorithm 2: Our SRG parser, which is visualized in Fig. 3. The inner loop searches for best derivation of } X \text{ that transitions from a previous nonterminal } Y. \text{ At some position } j - k \text{ (after which the } k \text{ remaining elements are segmented into } X). \text{ At each iteration, the algorithm searches over } L \text{ possible transition points and } n_R \text{ possible rules for transitioning at that point, making overall computation } O(n_R N L).$$

**Online parsing:** If we interpret $j$ as indexing time, the algorithm is naturally online. At any point, we can compute the score of the best parse found until now with $\max_X \pi[X, j]$. Storage for online parsing is $O(n_V L) - independent of N$ because we only need to store table entries for the past $L$ timesteps. This makes it scalable to long (even streaming) data. We visualize a run of our parser in Fig. 3.

**Sparse markov decoding:** Just as RGs can be written as Markov models with sparse transition between states, SRGs can be written as semi-Markov models with sparse transitions between segment labels. Define a Markov segment label corresponding to each nonterminal symbol, and define the score of rule $S(X \rightarrow Y w_{1:k}, j)$ is the score of transitioning from segment label $Y$ into segment label $X$, where frames from $j - k + 1$ to $j$ are labeled with $X$ [23]. SRGs are useful because they make use of concise regular expressions to encode long-range constraints between segments.

$$P = \{(r_m, j_m) : m = 1 \ldots M\}$$

where $M$ refers to the number of distinct segments in the parse, $j_m$ is the last frame of the $m^{th}$ segment, $r_m$ is the rule id whose right-hand-side instantiated that segment.

**4. Model structure**

We model all actions with production rules of the form:

$$A \rightarrow xyz$$

where $A$ is an action and $x, y, z$ are variable-length subactions. We select the optimal number of subactions through cross-validation, but find 3 to work fairly consistently. Our SRG grammar is of the form:

$$S \rightarrow b, \ S \rightarrow S A b, \ S \rightarrow S b h, \ldots$$

where $S$ is a valid parse and $b$ is a variable-length background terminal. The background may have a large variation, so we can introduce multiple background terminals (multiple mixtures) and let the parser choose the best one. In practice, we find that a single background terminal works fairly well. Note that segment-level production rules are crucial since they capture global features within segments like the duration of segments.

Given a data sequence $D$ and a candidate parse $P = \{(r_m, j_m)\}$, we can write its score under our weighted SRG grammar as

$$S(D, P) = \sum_{m=1}^{M} s(D, r_m, i_m, j_m)$$

Figure 4. The SRG rule-set used to generate the actual parse shown in Fig. 1, where $S$ is the sentence symbol corresponding to the full parse till now, $C$-$F$ are abstract symbols, and colored boxes are variable length terminals representing yank, pause, and press subactions. A black box is the background terminal. To write the grammar in CNF form, we introduce symbols $C$ and $D$ corresponding to parses ending in a completed “snatch” (SA) and “clean-and-jerk” (SB) actions respectively, and $E$ and $F$ corresponding to parses ending in incomplete actions. Each subaction is parametrized by a data model $\alpha$ (visualized with different colors) and its ideal temporal length $\beta$ (visualized with boxes of different lengths), as in (7).
where \( i_m = j_{m-1} + 1 \) and we explicitly denote the dependence of each segment’s score \( s(r_m, i_m, j_m) \) on data \( D \). To further describe our particular data model, let us define \( x_m \) to be the terminal on the right-hand-side of rule \( r_m \):

\[
s(D, r_m, i_m, j_m) = \alpha_{x_m} \cdot \phi(D, i_m, j_m) + \beta_{r_m} \cdot \psi(k_m) + \gamma_{r_m}
\]

To describe the parameters of our model, we will use an illustrative example of a grammar defined for weightlifting actions, shown in Fig. 1 and defined in Fig. 4. Terminal symbols correspond to subactions, while abstract symbols correspond to actions. A “clean-and-jerk” action is defined by a \textit{yank}, pause, and \textit{press} subaction, while a “snatch” action is defined by a \textit{yank} and \textit{press}.

**Data model:** The first term is a data term that extracts features from segment spanning frames \( i_m \) to \( j_m \), and scores them with a model tuned for subaction (terminal) \( x_m \). We compute a bag-of-features descriptor \( \phi \) for each segment, where a feature is a space-time visual word [31, 28]. We can interpret \( \alpha_{x_m} \) as a model tuned for particular subactions; for example, the model for \( x_m = \text{yank} \) will be tuned for spacetime features that fire on crouching poses. Note that \( \alpha \) is symbol-specific \( x_m \) rather than rule-specific \( r_m \); this allows different rules to share data models for equivalent symbols. For example, the “clean-and-jerk” and “snatch” actions in Fig. 4 share the same subaction data models.

**Temporal model:** The second term is analogous to a temporal “prior” that favors particular segment lengths \( k = j_m - i_m + 1 \) for a subaction. \( \beta \) is rule-specific \( r_m \) and not symbol-specific \( x_m \). This allows a \textit{yank} subaction to have different priors for its length depending on which action it was instanced. Specifically, we define \( \psi(k_m) = [k_m^1, k_m^2] \). This means that the parameters \( \beta_{r_m} \) can be interpreted as the rest position and rigidity of a spring that defines the ideal length of a segment. In our experimental results, we show that such temporal terms are vital to ensuring good segmentation accuracy. Furthermore, such constraints are difficult to encode by a standard HMM.

**Rule model:** The last term \( \gamma_{r_m} \) is a scalar “prior” or bias that favors the use of certain rules over others. This may encode the fact that “clean-and-jerk”s are more likely to occur than “snatch” actions, for example.

5. **Learning**

Our model from (7) is linear in the model parameters \( w = \{ \alpha, \beta, \gamma \} \), allowing us to write the score of a parse as a linear function \( S(D, P) = w \cdot \Phi(D, P) \). Though we learn subactions in a latent framework, we initially describe the fully-supervised scenario for ease of exposition.

**Fully-supervised learning:** Assume we are given training data of videos with ground-truth parses \( \{D_n, P_n\} \) and a manually-specified set of production rules \( \Gamma \). We wish to learn weights \( w \) for the data model \( \alpha \), temporal model \( \beta \), and rule compositions \( \gamma \). The weights should score correct parses highly and incorrect parses poorly; we do this by defining a structured prediction learning function

\[
\arg \min_{w, \xi_n \geq 0} \frac{1}{2} w \cdot w + C \sum_n \xi_n \quad \text{s.t.} \quad \forall n, \forall H_n \quad w \cdot \Phi(D_n, P_n) - w \cdot \Phi(D_n, H_n) \geq \text{loss}(P_n, H_n) - \xi_n
\]

The above linear constraints state that, for each training video \( D_n \), the true parse \( P_n \) should outscore a hypothesized parse \( H_n \) by some amount given by \( \text{loss}(P_n, H_n) \). We experiment with different loss functions. Many approaches use a Hamming loss, which simply counts up the number of frames with incorrect symbol labels. We also considered a simpler 0-1 loss that defines a candidate parse as incorrect if none of its transitions are near ground-truth transitions. Finally, we allow these constraints to be loosely satisfied using slack variables. The above is equivalent to a structural SVM, for which many well-tuned solvers exist [9]. The main computational step in learning requires solving a “loss-augmented” inference problem, where for each training example, one finds the worst-offending parse:

\[
H_n^* = \max_H \text{loss}(P_n, H) \quad \text{(9)}
\]

Our loss functions can be absorbed into the data term of (7), implying that our efficient SRG parser can be used to find such an offensive parse.

**Latent learning of subactions:** Specifying a full parse tree in learning can be expensive or ambiguous. In our scenario, we are given video streams with action labels for each frame, without any subaction labels. We denote the action labels for video \( n \) as \( A_n \). In this setting, we automatically estimate subactions with a latent structural SVM [34]. We use the CCCP algorithm [35] by iterating between the following:

1. Given a model \( w \), infer a parse \( P_n \) for each video \( n \) consistent with \( A_n \).

2. Given a set of full parses \( \{P_n\} \), learn a model \( w \) by solving the QP of (8) with an action-specific loss.

Step 1 is implemented by modifying the loss function (9) to penalize non-consistent parses with an infinite loss. This loss also can be absorbed into the data term. In Step 2, we define an action-specific loss \( \text{loss}(A_n, H) \) that penalizes disagreement of action transitions rather than subaction transitions. Though data models, temporal priors, and rule weights are fully learned, we must still specify the production rules themselves. Additionally, we must specify a starting state for the above iteration. Both are described below.
Initialization: Our grammar can encode rules between action categories. However, in our experiments, we analyze videos that contain instances of a single action category. For simplicity, we learn separate grammars for each action category using the following generic rule set: \( S \rightarrow b, S \rightarrow SAb, A \rightarrow xyz \). We initialize the iterations by segmenting each action instance \( A \) (in the training set) into a fixed number of equally-sized subactions \( xyz \). We use cross-validation to select the optimal number of subactions per action class, though we find 3 to work fairly consistently. The final inferred subaction labels (latently estimated on both training and testing data) can be quite non-uniform, as shown in Fig. 6 and 7. Our latent learning scheme is similar to the work of [28], except that we learn rules for globally parsing a video stream with multiple actions rather than a single isolated action.

6. Experiments

Lack of data: Popular action benchmarks such as the MED challenge in TRECVID consist of short video clips with single actions, and so are not appropriate for evaluating our method. Previous action segmentation methods are often evaluated on artificially-constructed videos, obtained by concatenating together pre-segmented video clips [6, 25]. This is clearly limiting. Moreover, we are not aware of any benchmark video dataset consisting of continuous unscripted human actions, outside of surveillance footage [1] and wearable camera recordings [18].

Continuous Olympics Dataset: To address this deficiency, we have collected our own dataset inspired by [16], which introduced a dataset of amateur and realistic (but pre-segmented) YouTube video clips of 16 different Olympic sports. We have collected continuous videos of a subset of 8 actions from YouTube. Our Continuous Olympics dataset contains almost 5 hours or half a million frames of such realistic video footage. Each video contains an average of 6 action instances, each annotated with start/end frame labels. Fig. 5 illustrates a sample frame of each action. We will release this dataset to spur further research in real-world action parsing. We use a 50-50 train/test split in our experiments.

Evaluation: We assume we are given a video of a known action category, and then run our action-specific grammar to parse the video into actions and subactions. Because we do not have ground-truth subaction labels, we evaluate only action label accuracy. We show qualitative results in Fig. 6 and 7, and include parsed videos in our supplementary material. We refer the reader to figure captions for a detailed analysis. Given a candidate parsing of a sequence, we quantitatively evaluate it (Fig. 8) in two ways.

Per frame: We count the number of frames with matching candidates and ground truth action labels. Action detection: Similar to PASCAL evaluation of object detection, we think of our parser as returning candidate action-segment “detections”. A detection is considered a true positive if the overlap (union/intersection) between it and the ground-truth action segment is more than a predefined threshold. We use a default of 40%, as we found it consistent with visual inspection. We also evaluate other thresholds.

Baselines: We saw poor performance for simplistic baselines such as a scanning window template and single-frame HMM. We compare against the recent state-of-the-art model of [28], who learn an action-specific subaction model with 3 subactions. Actions are modeled using a semi-Markov model, where states correspond to latently-inferred subactions. However, it is not clear how to use this model to detect multiple actions in a single video. We apply it in a scanning window fashion, and output a set of non-overlapping action segments with NMS. This produces reasonable frame labels (36% correct), but struggles at segment detection (2% AP). This indicates the difficulty of segment detection. We also compare to the segmental action model of [25], which uses a semi-Markov model to process an entire video, where states correspond to action/background labels with priors over temporal duration. Such models were also explored in [6], when trained with alternative objective functions. Algorithmically, such models correspond to a “one-level” version of our grammar without subactions. They directly produce a global parse without requiring NMS, but do not reason about subactions. This improves accuracy to 15% AP.

Our model: Our final model can be seen as a combination of [28] and [25] that makes use of an augmented state space (defined by our production rules) to reason about both actions and subactions. Our final accuracy is 22% AP. Because our parser is algorithmically equivalent to a semi-Markov model with sparse transitions, it is essentially as fast as both baselines. We also compare to a version of our model with no length prior on the duration of a subaction. This drastically drops performance from 22% to 8%. Finally, we use a segmental CYK parser (3) to parse our SRG, which produces identical results (as excepted). However, our parser takes roughly .7 ms/frame (similar to our baselines), while CYK takes roughly 2.3 sec/frame (1000X

Figure 5. Our Continuous Olympics action dataset contains video streams of 8 different actions (“weightlifting”, “javelin”, “longjump”, “vault”, “bowling”, “diving”, “hammer-throw”, “tennis”) collected from YouTube. There is large variety in viewpoint, scale, duration, and the number of action instances in each video.
Figure 6. A test video containing “javelin throw” actions. The bottom timeline shows ground-truth action labels (in gray), while the top timeline shows inferred action and sub-action labels. The learned grammar infers three subactions loosely corresponding to running, release, and throwing. The release sub-action is short and is not always visible in the figure. Our grammar model is able to enforce the presence of such short but crucial sub-actions.

Figure 7. A test video containing “diving” actions, where ground-truth action labels are shown in gray. We latently infer 2 subactions loosely correspond to initial bending and jumping. Some misalignment errors are due to ambiguities in the ground-truth labeling of action boundaries. Overall, our parser produces a reasonable estimated count of action instances (though the first two action instances are over-merged into one action segment.)

slower). Note that CYK can handle more general CFGs.

**Analysis:** Our subaction model performs best on actions with clear structure, such as weightlifting, pole-vaulting, and diving. Sometimes subactions can be semantically interpretable, but this need not be case as the structure is latently inferred. Overall, our model is reasonably successful at labeling frames (62% accuracy) but still finds segment detection challenging (22% AP). Reducing the overlap threshold (for labeling an action segment as correct) from 40% to 10% increases AP from 22% to 43%. Ground-truth labeling of action boundaries can be ambiguous, and so lower overlap thresholds are reasonable for evaluation. Moreover, low thresholds still score the ability to count the number of action instances in a video. Our results suggest that our parser can be used for fairly accurate counting of action instances.

**Conclusion:** We have described segmental extensions of grammars for action-parsing, focusing on efficient segmental regular grammars. We show that such models capture temporal constraints at multiple scales, both between actions and between subactions. We introduce parsing algorithms that are linear-time, constant memory, and online, and so quite practical for long-scale videos. We also described max-margin algorithms for inferring latent sub-actions form partially-labeled training data. To illustrate our approach, we introduced a novel dataset of continuous actions and demonstrated encouraging performance over a number of standard baseline approaches.
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<table>
<thead>
<tr>
<th>Action name</th>
<th>Subactions [28]</th>
<th>our model (no length prior)</th>
<th>Segmental actions [25]</th>
<th>our model</th>
</tr>
</thead>
<tbody>
<tr>
<td>weightlifting</td>
<td>0.20 / 0.51</td>
<td>0.13 / 0.74</td>
<td>0.27 / 0.6</td>
<td>0.53 / 0.6</td>
</tr>
<tr>
<td>javelin</td>
<td>0.006 / 0.54</td>
<td>0.11 / 0.64</td>
<td>0.36 / 0.59</td>
<td>0.36 / 0.65</td>
</tr>
<tr>
<td>long-jump</td>
<td>0 / 0.26</td>
<td>0.02 / 0.46</td>
<td>0.10 / 0.54</td>
<td>0.10 / 0.71</td>
</tr>
<tr>
<td>vault</td>
<td>0 / 0.28</td>
<td>0.12 / 0.49</td>
<td>0.06 / 0.34</td>
<td>0.11 / 0.69</td>
</tr>
<tr>
<td>bowling</td>
<td>0.007 / 0.39</td>
<td>0.08 / 0.45</td>
<td>0.21 / 0.51</td>
<td>0.25 / 0.54</td>
</tr>
<tr>
<td>diving</td>
<td>0 / 0.48</td>
<td>0.10 / 0.53</td>
<td>0.02 / 0.45</td>
<td>0.08 / 0.62</td>
</tr>
<tr>
<td>hammer-throw</td>
<td>0.006 / 0.25</td>
<td>0.04 / 0.36</td>
<td>0.16 / 0.29</td>
<td>0.23 / 0.63</td>
</tr>
<tr>
<td>tennis</td>
<td>0 / 0.15</td>
<td>0.01 / 0.37</td>
<td>0 / 0.37</td>
<td>0.08 / 0.52</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.027 / 0.36</strong></td>
<td><strong>0.076 / 0.51</strong></td>
<td><strong>0.15 / 0.46</strong></td>
<td><strong>0.22 / 0.62</strong></td>
</tr>
</tbody>
</table>

Figure 8. We compare our approach to various baselines, evaluating both action segment detection and frame labeling accuracy. On the left table, we use a segment overlap threshold of 40%, but examine performance for different thresholds on the right figure. Please see text for a discussion, but overall, our approach significantly outperforms past approaches based on subaction models [28] and segmental actions [25] because our grammar simultaneously captures both types of constraints.