The Caelum*Toolkit for CSCW: The Sky is the Limit'

Tal Anker

Gregory V. Chockler

Danny Dolev Idit Keidar

{anker,grishac,dolev,idish}@cs.huji.ac.il
http://www.cs.huji.ac.il/{~anker,~grishac,~dolev,~idish}
Institute of Computer Science
The Hebrew University of Jerusalem
Jerusalem, Israel

Abstract

We present a general framework for the construc-
tion of groupware and computer supported cooperative
work (CSCW) applications. Examples of such applica-
tions include: multi-media and desktop conferencing,
distance learning, interactive games and simulations,
and collaborative computing. We provide application
builders with a software development kit (SDK) that
supports sharing of a variety of applications among dy-
namically changing groups of users. We provide a vari-
ety of efficient communication solutions, tuned towards
different quality of service (QoS) requirements, as well
as tools for maintaining consistency of distributed and
replicated information in the face of faults. We ez-
ploit the group communication paradigm for dynamic
discussion groups, and for keeping track of the dy-
namically changing set of participants. The discussion
groups may be organized hierarchically, and discussion
in groups may be secure. Qur services are fault tolerant
and scalable, and are therefore appropriate for multi-
processor failure prone networks such as the Internet.

1 Introduction

Reliability carries different meanings for different ap-
plications. For example, in a replicated database set-
ting, reliability means that messages arrive in the same
order at all sites, and are never lost. In order to guar-
antee this reliability property, it is acceptable to sacri-
fice real-time message delivery: some messages may be
greatly delayed, and at certain periods message trans-
mission may even be blocked. While this is perfectly
acceptable behavior for a reliable database application,
this behavior is intolerable for a video server. For video
transmission, reliability means real-time message de-
livery, at a certain latency and bandwidth; It is ac-
ceptable for some messages to be lost, as long as the

*Caelum is the Latin for sky.
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latency and available bandwidth comply with certain
predetermined stochastic assumptions. Implementa-
tions of database style reliability (i.e. message recov-
ery and order constraints) may violate these assump-
tions, rendering the video decoding algorithm (e.g.,
MPEG |21, 31, 7]) incorrect.

A desktop and multi-media conferencing tool [30],
is a Computer Supported Cooperative Work (CSCW)
application incorporating various activities such as
video transmission and management of replicated work
space. These activities obviously require different qual-
ities of service, and yet are part of the same application.
CSCW applications also require directory services as
well as security and billing services. Furthermore, it is
desirable for a CSCW application in a multi-processor
network to be fault-tolerant, and to support smooth
reconfiguration when parties join or leave. Figure 1
depicts a video conferencing application, with a new
party wishing to join the discussion.
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Figure 1: A New Party Joining a Video Conference

In this paper we suggest a comprehensive tool,



Caelum, for the development of highly available group-
ware and CSCW applications. Caelum is geared to-
wards multi-process failure prone environments (e.g.,
the Internet). The suggested solution integrates all
the aspects of the development of such applications:
it provides efficient communication solutions for a va-
riety of quality of service (QoS) requirements, as well
as tools for maintaining consistency of distributed and
replicated information in the face of faults. It supports
multi-party conferencing in dynamic discussion groups,
while keeping track of the dynamically changing set of
participants. The groups may be organized in a hier-
archical directory.

Caelum allows the application to define various in-
put filtering policies. For example, in an interactive
classroom, only the teacher is allowed to provide voice
input and to draw on the board. The teacher is able to
temporarily delegate this authority to one of the stu-
dents. On the other hand, in a text chat application,
input concurrently arrives from multiple users. In ad-
dition, Caelum provides a variety of useful utilities and
services, e.g., security and billing services.

1.1 The Caelum Architecture

Caelum provides application builders with a com-
prehensive software development kit (SDK) that sup-
ports sharing of a variety of applications among dy-
namically changing groups of users. Caelum is designed
to operate in a heterogeneous multi-processor environ-
ment. Caelum provides the tools for overcoming ma-
chine and network failures.

Caelum exploits a novel concept: a Multi-media
Multicast Transport Service (MMTS) [12], that sup-
ports multiple QoS group communication options!.
This makes the services of Caelum inherently fault
tolerant, and allows the application builder to de-
fine the tradeoffs between the level of synchroniza-
tion/reliability and the timeliness of message delivery.

The Caelum architecture consists of a toolkit front-
end, a membership service module, an MMTS module,
and a module providing session-level services. The ar-
chitecture of Caelum is described in Figure 2.

We are currently implementing Caelum using the
Transis [14] and Ensemble [20] group communication
systems, enhanced with QoS communication. Some
components of Caelum were previously implemented in
C, and our current effort focuses on implementing parts
of Caelum in OCAML, and providing user interfaces in
C, Java and OCAML.

Tn [12] the membership services are regarded as part of the
MMTS. Here, we follow the approach taken by Maestro [9],
which separates the group multicast services from the member-
ship services.
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Figure 2: The Caelum Architecture

In Section 2 we describe the group communication
paradigm, and in Section 3 we describe the MMTS.
The membership services of Caelum are described in
Section 4, and the session services in Section 5. In Sec-
tion 6 we describe several examples of groupware ap-
plications, and how they may benefit from the services
of Caelum.

2 The Group
Paradigm

Group communication is a powerful paradigm for
the development of fault-tolerant distributed applica-
tions and for CSCW groupware and multi-media appli-
cations. It introduces the notion of group abstraction
that allows processes to be easily arranged into mul-
ticast groups. A multicast group is identified by the
logical name assigned to it when the group is created.
Each message targeted to the group’s logical name is
guaranteed to be delivered to all the currently con-
nected and operational group’s members. This allows
to handle a set of processes as a single logical connec-
tion. Furthermore, processes may dynamically join or
leave these groups.

Group communication systems (GCSs), (e.g., Tran-
sis, Horus and Totem [1], Ensemble [20], ISIS [11],
RMP [38], Phoenix [24] and Newtop [16]) provide
group multicast and membership services. The mem-
bership service provides the group members with an
indication of the current membership: the group of cur-
rently connected processes.

GCSs provide the application builder with various
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types of efficient reliable multicast, e.g., the causal mul-
ticast service guarantees that the reply to a message is
never delivered before the message itself at any target.
The totally ordered multicast service extends the causal
service in such a way that all messages are delivered in
the same order at all their targets.

GCSs today have begun to exploit new technologies,
and to run over fast networks e.g., ATM and WAN en-
vironments. Unfortunately, the reliability introduced
by the GCS (message recovery and ordering) requires
message buffering and flow control mechanisms which
may violate the QoS properties provided by the un-
derlying communication media. These properties are
crucial for the performance of application that require
real-time message delivery, e.g., video multicast.

3 Multimedia Multicast Transport Ser-
vices (MMTS)

In [12] a novel concept is introduced: a Multi-media
Multicast Transport Service (MMTS) that supports
QoS group communication. The MMTS provides a
framework for synchronization of messages with dif-
ferent QoS requirements. The Caelum toolkit exploits
the MMTS concept.

The MMTS concept is particularly beneficial for
applications that integrate services with a variety of
QoS needs. For example, multi-media and desktop
conferencing systems require Quality of Service (QoS)
communication for video transmission. Nonetheless,
such applications are concerned with more than just
transmitting a stream of video: they need to exchange
messages for connection establishment, dynamic group
management, and mnegotiation and re-negotiation of
Quality of Service (QoS) [28]. Furthermore, it is de-
sirable to make such systems fault tolerant.

Recently, several emerging projects addressed the
challenge of incorporating QoS communication into the
framework of group communication. Maestro [9] ex-
tends the Ensemble [20] group communication system
by coordinating several protocol stacks with different
QoS guarantees. The Collaborative Computing Trans-
port Layer (CCTL) [29] implements similar concepts,
geared towards distributed collaborative multimedia
applications. Both systems implement and elaborate
the concept of MMTS.

The vIC [25] video conferencing tool over the
MBone? is a flexible framework for packet video. This
approach uses a conference bus for broadcasting the
various media in a conference session (e.g., whiteboard
media, audio, and video). In the vIC architecture, the

2Information about the MBone can be found in
http://www.best.com/ prince/techinfo/mbone.html.

conference bus may be used along with a coordination
tool. The MMTS can be viewed as integrating both the
conference bus and the coordination tool.

The MMTS concept is flexible, it can exploit various
underlying communication protocols and technologies,
e.g., RSVP [40], ST-II [36] and ATM QoS. Further-
more, it modularly supports integration of new QoS
options, e.g., the cyclic UDP QoS [35] that was imple-
mented as a protocol layer in the Horus system [37].

One of the important challenges that need to be ad-
dressed when using groupware toolkits for a multime-
dia application is how to combine services with strong
semantics with the QoS required by the multimedia
application.

The MMTS allows the user to provide optional syn-
chronization barriers among streams of messages of dif-
ferent QoS types. Synchronization barriers are imple-
mented using reliable messages. Using synchronization
barriers, the user may enforce order semantics w.r.t.
messages of different streams. These barriers may de-
lay “faster” messages until the arrival of “slower” mes-
sages that they depend on. For soft real-time applica-
tions, that can tolerate some bounded delay, a best-
effort synchronization mechanism is provided. The
best-effort service delays the message delivery for some
pre-defined timeout in order to try to synchronize the
different channels used by the application. After this
timeout, the message may be either discarded or deliv-
ered in spite of the lack of synchronization, according
to the application’s specification.

This concept generalizes the A-Causal communica-
tion mode [8, 39]. In this communication mode, mes-
sages may be lost. Each message has a lifetime, A,
after which its data is no longer meaningful, hence the
message may be discarded.

Another example of best-effort semantics is the
cyclic UDP [35] prioritized best-effort message recov-
ery mechanism. Cyclic UDP allows the user to specify
priorities for messages. Messages with a higher prior-
ity are recovered before messages with a lower priority.
Message recovery attempts are stopped after a certain
timeout period. Cyclic UDP may be incorporated in
the MMTS, (as described in [12]), by recovering lost
messages only until the synchronization barrier mes-
sage is delivered.

4 Advanced Group Membership Ser-
vices and Policies
Caelum provides a hierarchical group membership
service with support for group policies. These services
are valuable building blocks for conferencing applica-
tions and interactive games.



The Caelum membership service may be imple-
mented either as a separate process (daemon), as part
of the Caelum library, or as part of the MMTS. Caelum
is flexible enough to allow a variety of implementation
options.

4.1 Group Membership Services

Caelum supports the group communication
paradigm: it supports dynamic discussion groups, and
provides information regarding the dynamically chang-
ing set of participants. Each message targeted to the
group’s logical name is guaranteed to be delivered to all
the currently connected and operational group’s mem-
bers.

The Maestro [9] system provides a common mem-
bership service for groups of processes running Ensem-
ble [20] with different QoS options. The design of the
membership service of Caelum was inspired by Mae-
stro.

The basic membership service of Caelum is based
on the CONGRESS CONnnection-oriented Group-address
RESolution service [6], which is designed for ATM net-
works, but may be exploited in other networks as well.
CONGRESS supports two types of services: address res-
olution, which is a single query about the group mem-
bership, and incremental updates, which provides the
user with updates every time the group membership
changes.

CONGRESS provides basic efficient group resolution
services for performance driven applications. It does
not impose agreement on the order of membership
changes, thus different members may incur the same
membership changes in different orders. Furthermore,
CONGRESS does not deal with message transmission,
and hence does not impose any semantics on message
ordering w.r.t. to membership changes.

Caelum allows applications that require consistency
to agree upon the order of membership changes, and
thus incur membership changes in the same order. This
is done by using CONGRESS incremental updates in con-
junction with a one round agreement protocol. Such or-
der properties are provided by many group membership
systems and algorithms (e.g., Cristian and Schmuck’s
one round membership protocol [13]). The agreement
protocol is run only for groups that explicitly request
this service.

Group communication systems usually provide
strong semantics of message ordering w.r.t. member-
ship changes, e.g., virtual synchrony [10, 17, 27]. Vir-
tual synchrony requires synchronization among the ap-
plications and the membership service. This service is
costly: it incurs a delay period in which messages may
not be transmitted [17]. This synchronization greatly

facilitates the design of applications that require consis-
tency (e.g., applications with shared data [10, 3, 23, 5]),
but is too costly for applications that require real-time
message delivery (e.g., video transmission).

Caelum provides virtually synchronous communica-
tion for groups and message types that explicitly re-
quest this service. The implementation of Virtual Syn-
chrony is based on synchronization messages, as de-
picted in Figure 3. The synchronization messages are
represented by dashed lines, and the membership mes-
sage is represented by a solid line. Before installing
a new membership, the membership module sends a
BLOCK message to the application. The application
responds with a FLUSH message sent via the MMTS.
After the FLUSH message, the application stops send-
ing messages with a virtually synchronous QoS. The
MMTS delivers the FLUSH message to the membership
module after all the messages that were sent before it.
Once the membership module receives the flush mes-
sage from all the members of the new membership, it
delivers the new membership, and the application may
resume sending messages.
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Figure 3: Supporting Virtual Synchrony

Note that after the FLUSH message, the application
only stops sending messages for which virtually syn-
chronous semantics must be enforced. The “bunches”
concept of the MMTS [12], allows the application to
continue transmission of messages for which virtual
synchrony is not required.

An important innovation of Caelum is the support
for hierarchical directory services. Caelum maintains
a hierarchy of groups: a group may be a sub-group



of a parent group. A parent group may contain a
number of sub-groups. The listing of sub-groups and
their memberships are available only to the members
of the parent group. This concept is useful for applica-
tions containing a number of logically related groups,
e.g., a conferencing applications with several discussion
groups.

Caelum’s membership service may maintain two
membership sets for each process group: active mem-
bers who may provide input in the group, and passive
members who receive messages sent to the group but
cannot send messages to the group.

4.2 Group Policies

Caelum allows users to determine policies regard-
ing the membership and nature of communication in
a group. The policies are declared when the group is
created. If no policy is declared, then the policies are
inherited from the parent group. There are two ba-
sic types of policies: membership policies and run-time
policies.

Membership policies restrict the ability of processes
to become members of the group. Restrictions may be
imposed on the number of members in a group, and
also on the properties of the members. For example, a
conference over the Internet may allow only two mem-
bers from each country to participate in the discussion.
If due to a membership policy, a user’s join request
may currently not be fulfilled, Caelum allows the user
to block until the join will become possible. Member-
ship policies are enforced by the membership service of
Caelum.

Run-time policies are specified at group creation
time, and are enforced at run-time. Run time poli-
cies may define, for example, the number of users that
may concurrently provide input in a group, and who
is responsible for dispensing the right of speech. The
floor control mechanism of Caelum (described in Sec-
tion 5.1) enforces such policies.

Run-time policies are used in conjunction with mem-
bership policies. An example application that exploits
both types of policies is an interactive chess server. The
chess server allows two players to play in each game
(actively join the “players” group), and allows other
users to watch the game and exchange comments (pas-
sively join the “players” group, and actively join the
“voyeur” group). Permission to play a game is granted
according to the player’s rank. Each of the two players
may make a move only when it is his turn.

5 The Caelum’s Session Services

Along with the membership and the QoS multicast,
Caelum provides a wide range of services geared to-
wards the needs of typical classes of distributed appli-

cations. Among them are tools for coordination and
floor control in conferencing systems, consistent object
replication, atomic commitment [34, 22], lock manage-
ment, security etc. Let us consider some of these ser-
vices in more detail.

5.1 Coordination and Floor Control

Different groups may impose different run-time poli-
cies on the eligibility of members to provide input of
various types (e.g., video, audio, text) in a group. The
policy is defined when the group is created. The floor
control mechanism enforces this policy. An example
policy may allow all the participants to type text con-
currently in a text chat, and yet allow only one mem-
ber to update a shared file at a given time. Another
possible policy may designate a group of parties as the
conference managers which are responsible for dispens-
ing the right of speech. Ordinary members are allowed
to speak only when they obtain permission to speak.

The floor control mechanism manages the dynamic
switching of the right to produce input among multiple
conference parties. This service is particularly useful
in distance learning applications, in which students are
typically not allowed to intervene when the teaching
is in progress. Nevertheless, the teacher may grant
students permission to ask questions at the end of a
topic presentation.

The floor control of Caelum supports the token ab-
straction to designate a party (or group of parties) that
are currently allowed to produce the input. The inter-
face also allows parties to indicate their wish to obtain
the token. If some participants were defined as con-
ference managers they can pass the token among the
ordinary parties at any given time.

If all the group members are equal in rights, Caelum
allows them to freely compete for the token. The reli-
able totally ordered multicast service helps guarantee
the uniqueness of the token holder. When the current
token holder finishes its “monologue”, he can explic-
itly pass the token to another party or return it to the
system so that other parties can compete for it.

5.2 Support for Replication

Numerous distributed applications use replication in
order to increase their availability and reliability. This
arouses the need for a service that would preserve repli-
cas in a consistent state despite network and machine
failures. When the network partitions into several dis-
joint components, the states of disconnected replicas
may diverge. When processes reconnect, all the pro-
cesses should be brought to a common state.

Caelum provides two levels of consistency services:
short-term and long-term. The short-term consistency
service guarantees to preserve consistency within a



group of connected processes. When a partition is
mended, the states of previously disconnected replicas
are unified using a state transfer protocol. The pro-
tocol in [4] exploits group communication for efficient
implementation of state transfer.

The long-term consistency service guarantees a fully
serializable history of object updates. This is achieved
by prohibiting arbitrary updates of the object in dis-
joint network components, often, only the members of a
primary component may update the object. The long-
term consistency service can be implemented using a
variety of algorithms with different availability guar-
antees. Group communication is a powerful building
block for such algorithms, e.g., [23, 2, 3] all provide
long-term consistency services using group communica-
tion as a building block. Caelum provides several types
of primary component services that notify processes
when they are members of the current primary com-
ponent, e.g., a service based on dynamic voting [15].
5.3 Secure Group Communication

Caelum supports the notion of a secure multicast
group [19, 32]. The communication in a secure group is
encrypted. Each member multicasts messages that are
encrypted using a secret key known to all of the group
members. The access to a secure group is regulated
by an authentication server. An authorized member
is provided with a secret key for communication with
other group members. Unauthorized members are pre-
vented from multicasting messages to a secure group.

Hierarchical directory services allows secure groups
to be hidden from unauthorized parties, by coupling
them as sub-groups of the same secure parent group.
Only members that are authorized to join the parent
group may learn of the existence and membership of
its sub-groups.

6 Applications

We presented the Caelum toolkit, which provides
efficient solutions for all the communication require-
ments of CSCW and groupware applications. Further-
more, Caelum addresses all the aspects of sharing and
replicating existing applications. Below we describe a
few CSCW applications that we are currently develop-
ing using the concepts of Caelum. Similarly, Caelum
may facilitate the development of distance learning ap-
plications, multi-party interactive games over the net-
work, distributed simulations, and other collaborative
computing applications.
6.1 On-line Conferencing

Multi-media and desktop conferencing systems are
described in the survey of CSCW systems [30]. Such a
system integrates several conferees (users), that coop-
eratively use a variety of applications in a shared work

space. The shared applications have different QoS re-
quirements:

Multi-Party Text Chat is simple to implement us-
ing group communication systems. We have con-
structed text chat applications both in C and in
Java, using the Transis group communication sys-
tem. These applications exploit the causal mes-
sage service to guarantee that users see the answer
to a message after seeing the message.

Video Conferencing requires high bandwidth low
latency real-time message delivery, but also
needs to exchange messages for connection es-
tablishment, flow control and negotiation and re-
negotiation of QoS (agreement on QoS parameters
among the communicating parties) [28]. We con-
structed a video on demand service, [7], that ex-
ploits Transis to perform these tasks simply and
efficiently.

Shared Drawing on a White Board requires low
bandwidth totally ordered multicast, and short
term consistency. A shared white board [33] was
implemented in Java, using Transis.

Editing Shared Files also requires low bandwidth
totally ordered multicast within a partition. How-
ever, in order to keep the replicated (or shared)
files consistent, a long term consistency service is
required.

Application Application

Figure 4: Desktop Conferencing Architecture

The conference agent controls the communication
among the conferees and the applications. The archi-
tecture of a multi-media and desktop conferencing sys-
tem is depicted in Figure 4. The distributed agent can
exploit Caelum to provide the services listed in [30],



e.g., floor control (i.e. input filtering), dynamic recon-
figuration, consistent workspace replication and man-
agement, and logging the session. The hierarchical
groups of Caelum support concurrent sessions and al-
low each user to choose which session group to join
(provided that the group policy permits it).

6.2 A Jam Session Over the Network

In [18], Transis is exploited to conduct distributed
jam sessions over a network. The musical notes are
encoded in the MIDI [26] format, and are reliably mul-
ticast using Transis. Musicians that want to play to-
gether are organized in a Transis multicast group, and
others may join as listeners. We intend to use Caelum
hierarchical groups in order to conduct multiple ses-
sions concurrently, and to allow users to choose from
a variety of concurrent sessions. Caelum input filter-
ing policies will be exploited to bound the number of
musicians actively performing in each group.
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