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Abstract

We consider the approzimate sparse recovery problem, where the goal is to (approximately)
recover a high-dimensional vector x € R™ from its lower-dimensional sketch Az € R™. Specif-
ically, we focus on the sparse recovery problem in the L; norm: for a parameter k, given the
sketch Az, compute an approximation & of x such that the L; approximation error ||z — Z||1
is close to min, || — 2’||1, where 2’ ranges over all vectors with at most k terms. The sparse
recovery problem has been subject to extensive research over the last few years. Many solutions
to this problem have been discovered, achieving different trade-offs between various attributes,
such as the sketch length, encoding and recovery times.

In this paper we provide a sparse recovery scheme which achieves close to optimal perfor-
mance on virtually all attributes (see Figure 1). In particular, this is the first scheme that
guarantees O(k log(n/k)) sketch length, and near-linear O(nlog(n/k)) recovery time simultane-
ously. It also features low encoding and update times, and is noise-resilient.

1 Introduction

Over the recent years, a new approach for obtaining a succinct approximate representation of n-
dimensional vectors (or signals) has been discovered. For any signal z, the representation is equal
to Az, where A is a m x n matrix. The vector Ax is often referred to as the measurement vector or
sketch of . Although m is typically much smaller than n, the sketch Ax contains plenty of useful
information about the signal x.

The linearity of the sketching method is very convenient for a wide variety of applications. In
the area of data stream computing [Mut03, Ind07], the vectors x are often very large, and cannot be
represented explicitly; for example, z; could denote the total number of packets with destination ¢
passing through a network router. It is thus preferable to maintain instead the sketch Ax, under
incremental updates to x. Specifically, if a new packet arrives, the corresponding coordinate of x
is incremented by 1. This can be easily done if the sketching procedure is linear. In the area of
compressed sensing [CRT06a, Don06, TLW 106, DDT*08], the data acquisition itself is done using
(analog or digital) hardware, which is capable of computing a dot product of the measurement
vector and the signal at a unit cost. Other applications include breaking privacy of databases via
aggregate queries [DMTO07].

In this paper, we focus on using linear sketches Az to compute sparse approximations of x.
Formally, we say that a vector y is k-sparse if it contains at most k non-zero entries. The goal is to
find a vector Z such that the ¢, approximation error ||z — Z||, is at most ¢ > 0 times the smallest
possible £, approximation error ||z — z'||,, where 2’ ranges over all k-sparse vectors (we denote this



type of guarantee by “¢, < c/,”). Note that for any value of ¢, the error ||z — Z||, is minimized
when & consists of the k largest (in magnitude) coefficients of x.

The problem has been subject to an extensive research over the last few years, in several differ-
ent research communities, including applied mathematics, digital signal processing and theoretical
computer science. The goal of that research was to obtain encoding and recovery schemes with low
probability of error (ideally, deterministic! schemes), short sketch lengths, low encoding, update
and recovery times, good approximation error bounds and resilient to measurement noise. The
current state of the art is presented in Figure 1. In the same figure we also show the best known
bound for each of the aforementioned attributes of the algorithms (see the caption for further
explanation).

Our result. The main result of this paper is a very efficient sparse recovery scheme, with
parameters as depicted in the last row of Figure 1. Up to the leading constants, the scheme
achieves the best known bounds for: the error probability (our scheme is deterministic), sketch
length, encoding and update times. Its decoding time is in general incomparable to the best prior
bounds; however, it provides an improvement for k£ large enough. Finally, our scheme is resilient to
noise (see Theorem 10 for the exact guarantee). The only drawback of our scheme is the ¢; < C?;
error guarantee, which is known [CDDO06] to be weaker than the £ < kl%fl guarantee achievable
by some of the earlier schemes (although given that our scheme can be instantiated with C' =1+¢
for any € > 0, our guarantees are technically incomparable to those of [DMO08, NT08]).

The efficiency with respect to many attributes makes our scheme an attractive option for sparse
recovery problems. In particular, this is the first scheme that guarantees the O(klog(n/k)) sketch
length, and the near-linear decoding time simultaneously. Both attributes are of key importance:
the sketch length determines the compression ratio (so any extra logn factor can reduce that ratio
tenfold), while running times of Q(nk) can quickly become prohibitive for n large enough (say,
n = 1000, 000).

Our techniques. We use an adjacency matrix of an unbalanced expander as the encoding
matrix A. Since such matrices can be very sparse (with only O(log(n/k)) ones per column), the
resulting scheme has very efficient encoding and update times. To make the scheme fully efficient,
we also design a very fast recovery procedure that we call Expander Matching Pursuit (EMP)
(Figure 2). The procedure roughly resembles the “greedy iterative approach” (a.k.a. Orthogonal
Matching Pursuit [Tro04, TG05, NV0O7, DM08, NT08]), where the idea is to iteratively identify and
eliminate “large” coefficients. However, in our procedure, the “large” coefficients are identified only
at the beginning (in Step 1). In the remainder of the procedure, the choice of coordinates to iterate
on is based on the structure of the expander matrix A, rather than the estimated magnitudes of
coefficients.

We remark that the use of adjacency matrices of sparse random or expander graphs as encoding
matrices for sparse approximation problems is not new; see, e.g., [CCFC02, CM06, CM04, GSTVO06,
GSTV07, XHO7, Ind08, GLR08, BGIT08] for related work. However, all previous schemes were
sub-optimal is some respects. In particular, the schemes of [CCFC02, CM06, CMO04] provided only
randomized guarantees and slightly worse measurement bounds; the sublinear-time algorithms
of [GSTV06, GSTV07, Ind08] incurred polylogarithmic overhead in the number of measurements;
the result of [XHO7] was shown only for vectors x that are themselves k-sparse (or are slight

1We use the term “deterministic” for a scheme in which one matrix A works for all signals z, and “randomized”
for a scheme that generates a “random” matrix A which, for each signal x, works with probability 1 — 1/n. However,
“deterministic” does not mean “explicit” — we allow the matrix A to be constructed using the probabilistic method.



Paper R/D Sketch length Encoding time Sparsity/ Decoding time Approximation | Noise
Update time error

[CCFC02, CM06] | R klog?n nlog?n log7n klog?n 0y < Cly
R klogn nlogn logn nlogn ly < Cla
[CMO04] R klog?n nlog?n log?n klog®n £ < Cl
R klogn nlogn logn nlogn {1 <Ch

[CRT06b] D klog(n/k) nklog(n/k) klog(n/k) LP £y < k1c/2 2 Y

D klogn nlogn klog®n LP ly < klc/2€1 Y

[GSTVO06] D klogin nlog?n log¢n klogin £1 < Clognt; Y

[GSTV07] D klogin nlog?n log?n k?*logn b < Hmh
[GLROS] D | k(logn)®lcgloglosn knt—@ nl=e LP b < =550

(k “large”)

[BGIT08] D klog(n/k) nlog(n/k) log(n/k) LP l1 < Cl Y
[DMO8] D klog(n/k) nklog(n/k) klog(n/k) nklog(n/k)log R ly < k1c/2 0 Y
[NTO08] D klog(n/k) nklog(n/k) klog(n/k) | nklog(n/k)log R £y < klc/z 2 Y

D klogn nlogn klogtn nlognlog R ly < k1c/2 % Y

Best bounds D klog(n/k) nlog(n/k) log(n/k) min[k log? n, b < 5l Y
per each column nlogn)

This paper D klog(n/k) nlog(n/k) log(n/k) nlog(n/k) 6 < (14¢e): Y

Figure 1: Summary of the sparse recovery results. Virtually all references can be found at [Gro06]. All
bounds ignore the O(-) constants. We also ignore other aspects, such as explicitness or universality of the
measurement matrices. We present only the algorithms that work for arbitrary vectors x, while many other
results are known for the case where the vector x itself is required to be k-sparse, e.g., see [TG05, DWB05,
Don06, XHO07]. The columns describe: citation; sketch type, deterministic or randomized; sketch length; time
to compute Az given x; time to update Ax after incrementing one of the coordinates of x; time to recover an
approximation of z given Az (below); approximation guarantee (below); does the algorithm tolerate noisy
measurement vectors of the form Ax + v. The parameters C > 1, d > 2 and a > 0 denote some absolute
constants, possibly different in each row. The parameter € denotes any positive constant. We assume that
k < n/2. In the decoding time column LP=LP(n,m,T) denotes the time needed to solve a linear program
defined by an m x n matrix A which supports matrix-vector multiplication (i.e., the encoding) in time T.
Heuristic arguments indicate that LP(n,m,T) & /nT if the interior-point method is employed. Some of
the running times of the algorithms depend on the “precision parameter” R, which is always bounded from
the above by ||z||2 if the coordinates of x are integers. It is known [CDDO6] that “f < 575 /1” implies
“y < (14 O(c))f1”, and that it is impossible to achieve “fs < Cl5” deterministically unless the number of
measurements is (n).




generalizations of thereof); the matrices employed in [GLRO8] had only sublinear, not logarithmic
sparsity; and the decoding algorithm of [BGIT08] required solving a linear program, resulting
in Q(n??) running time.

Practicality of the algorithm and further developments. We have implemented a version
of the EMP algorithm. As expected, the algorithm runs very fast. However, the number of
measurements required by the algorithm to achieve correct recovery is somewhat suboptimal. In
particular, we performed recovery experiments on random signed k-sparse signals of length n. For
k = 50 and n = 20000, one typically needs about 5000 measurements to recover the signal. In
comparison, the linear-programming-based recovery algorithm [BGI*08] requires only about 450
measurements to perform the same task?.

Very recently, based on the ideas from this paper as well as from [BGI*T08, NT08], we have
developed an improved algorithm for the sparse recovery problem [IR08]. The running time of
the new algorithm, called Sparse Matching Pursuit, or SMP, is slightly higher (by a logarithmic
factor) than of EMP, and has the same asymptotic bound on the number of required measure-
ments. However, empirically, the algorithm performs successful recovery from a smaller number of
measurements. In particular, for the instances described earlier, SMP typically needs about 1800
measurements. See [IR08] for further empirical evaluation.

2 Preliminaries about expander graphs

An essential tool for our constructions are unbalanced expander graphs. Consider a bipartite graph
G = (U,V,E). We refer to U as the “left” part, and refer to V as the “right” part; a vertex
belonging to the left (right) part is called a left (right) vertex. In our constructions the left part
will correspond to the set {1,2,...,n} of coordinate indexes of vector z, and the right part will
correspond to the set of row indexes of the measurement matrix. A bipartite graph is called
left-d-regular if every vertex in the left part has exactly d neighbors in the right part.

Definition 1. A bipartite, left-d-reqular graph G = (U,V, E) is an (s,d,e)-expander if any set
S C U of at most s left vertices has at least (1 — €)d|S| neighbors.

Since expander graphs are meaningful only when |V| < d|U|, some vertices must share neighbors,
and hence the parameter € cannot be smaller than 1/d. Using the probabilistic method one can
show that there exist (s,d,<)-expanders with d = O(log(|U|/s)/¢) and |V| = O(slog(|U|/s)/e?).

For many applications one usually needs an explicit expander, i.e., an expander for which we
can efficiently compute the neighbor set of a given left vertex. No explicit constructions with the
aforementioned (optimal) parameters are known. However, it is known [GUV07] how to explicitly
construct expanders with left degree d = O((log |U|)(log s)/e)'*/* and right set size O(d?s'*®),
for any fixed @ > 0. In the remainder of this paper, we will assume expanders with the optimal
parameters.

The set of neighbors of a set S C U is denoted by

Ig(S)={veV | (Fuebs) (u,v) € E} .

The subscript G will be omitted when it is understood, and we write I'(u) as a shorthand for
I'({u}). Recall that the unique existential quantifier is denoted by 3! — it can be read as “there

2For both algorithms we used randomly generated graphs with left degree equal to 20.



exists a unique”. Let
Oa(S)={veV|BAuebl) (u,v) € E} .

We call the elements of ®¢(S) unique neighbor nodes.
We will make use of the well-known fact that high expansion implies that any small set has
many unique neighbors.

Lemma 1. For any S C U such that |S| < s, we have |2 (S)| > (1 — 2¢)d|S]|.
Lemma 2. Let S’ = {u € S : [T(u)N®(S)| > (1-N)d}, for a given A > 2e. Then |S'| > (1—%)|9)|.

Proof. Let m = |S|, and suppose that |S’| = m — k. Let k* be the largest integer that satisfies
E*(1—=XN)d+ (m—k*)d > |®(S)]. It is easy to see that k* is never smaller than k = m —|S’|. Using
Lemma 1 to lower bound |®(S)| gives k* < Zm. O

In the special case when \ = 2¢ the set S’ contains at least one element.

3 Sparse recovery

We consider linear sketches of form Ax, where A is an m x n adjacency matrix of a (s, d, €)-expander
G, where s = 4k, d = O(% log #), m = O(E—kg log #) and € < 1/16. We will consider the general case
of noisy measurements. Let ¢ = Az + v be a sketch vector contaminated with noise v.

We use K to denote the set of k indexes of coordinates of x having k largest magnitudes (ties
are broken arbitrarily). In other words, z is a best k-term approximation to z. For a coordinate

subset I we will write 7 to denote the vector obtained from z by zeroing-out all entries outside of
1.

3.1 Algorithm

The outline of the recovery algorithm is given in Figure 2. Note that the nonzero components of
the approximation Z are confined to the set I. The set I can be computed as as follows. First,
observe that the set I is uniquely defined. The following claim establishes that |I| < 4k.

Claim 3. Let v be a constant value larger than . Suppose that I C {1,2,...,n} is a given set of
coordinate positions, with |I| < (1 — %)s Let J be the smallest-size superset of I with the property
that

(Vj € {(1,2...,n}\ J) ITG) NT(D)| < 7 3)
The size of the set J is smaller than (1 — %)_1|I|.

Proof. Because J is the smallest-size superset of I satisfying (3), it follows that there exists a
sequence of indexes (j1,...,J;), with [ = |J| — |I|, such that {ji,...,5} = J\ I and

Therefore, we have that d|J| — |['(J)| > ~dl, and then d(|J| —~1) > |T'(J)| > (1 — ¢)d|J|. We see
that vl < ¢|J|, and thus (v — ¢)|J| < ~|1]. O



Expander Matching Pursuit

1. Compute z* = x2*(c) such that for any i =1...n:
z; (c) = median(c;,, ¢y, . .-, C5,)

where {j1,...,jq4} = (3);

(1)

2. Find the set I consisting of 2k indexes of the coordinates of x* of highest magnitudes, breaking

ties arbitrarily;
3. Find the set I being the smallest-size superset of I such that
(Vie {1,2,...,n}\I) [T(G)NT(I)| < 2ed ;
(we provide a more detailed description of this step later in this section)
4. £+ 0
5. j«—1; Ij« I:
6. Repeat the following sequence of steps until I; = {):

(a) Find I} = {i € I; : |T(i) N ®(I)] > (1 - 2¢)d} ;
(

() Liy1— Li\I;; jej+1;

Figure 2: Recovery algorithm




We now discuss the procedure for finding I, together with the running time analysis. Initially,
we let I be equal to I. The algorithm maintains a priority queue over the set {1,2,...,n}\ I, with
the priority of element i being |I'(i) NT'(I)|. Each vertex from V \ T'(I) will have an associated list
of references to the elements of the priority queue that have it as a neighbor. When a vertex from
V enters the set I'(]) the priorities of the corresponding elements are updated. Elements whose
priorities become higher than 2ed are added to the set I. The priority queue can be implemented
as an array of 2ed linked lists, so that every required operation runs in constant time. The entire
process takes a time of O(nd), since we can attribute a unit cost of work to every edge of G. The
algorithm uses O(n) words of storage (in addition to the space used to store the matrix A). A more
space-efficient (but slightly slower) algorithm is described in the appendix.

Total running time of step 6 of the algorithm is O(kd). The procedure that performs step 6.a
uses a similar method with a priority queue, only that here elements get extracted from the set,
and priorities are decreasing. This part uses O(kd) words of storage.

In the remainder of this section we will focus on proving the approximation bounds. We start
from technical lemmas providing guarantees for the initial approximation vector z*. Then we give
the proof of the approximation guarantee.

3.2 Technical lemmas

The statement of the following lemma may look somewhat unintuitive, due to the fact that its
formulation needs to allow a proof by induction. More intuitive error bounds for estimates x will
be presented in Theorem 5.

Lemma 4. Let I, J, L, M C {1,2,...,n} be given sets of coordinate positions such that

o || <s/2;

e I,J,L,M are mutually disjoint, and ITUJULUM ={1,2,...,n};

e Ve L)(|IT()NT)| <2ed);

e Viel)(Il(:) NT'(M)| < ad), where o < 1/2 — 2e.
There exist a chain of subsets of I and a family of disjoint subsets of J, which we respectively write
asI=1oD> 15 D...D>1; and {Jo, J1,...,Jq} 3. satisfying the following two properties:

% _ 1
lor =il < (1/2 =25 =)™ (2ellarlly + Sl Azo)rnlls +

q
1
+ oAzl + gl
k=0

ISHE

and (Vj € Jp)(IT(j) NT(Ix)| < 2ed), for 0 <k <gq.

Proof. We will prove the claim by induction on the size of the set I. Suppose first that |I| = 1,
that is I = {i} for some i. In this case we have that ¢ = 0 and Jy = J. Consider the multiset
¢ = {cy;,Cuy, ...,y } such that vy are the indexes from I'(7) \ M (therefore [ > (1 — a)d). The
estimate z} will have a rank between d/2— (d—1) and d/2 with respect to the multiset ¢ (the value

3Some of the subsets may be empty; thus we cannot call this family a partition of J.



x; need not be equal to one of the elements of ¢). In other words, at least (1/2 — a))d elements of ¢
are not larger than z¥, and at at least (1/2 — «)d elements of ¢ are not smaller than x}. Therefore
in any case (x; < z} or z; > x}) we have that

(1/2 —a)d|z; —zi| < |[(Azgy —repmll < N(Azrog, + Ve lh
< |[(Azp)rayll + [(Az ) eyl + llvea

which proves the claim for the case |I]| = 1.

Now suppose that |[I| > 1 and that the claim is true for index sets of smaller sizes. Let
J*={jeJ : [I(j)NT(I)| > 2ed}. Because of the expansion property of the graph G and the
condition that || < s/2, the size of J* can be at most |I|. Let

I'={iel : TE)N®IUJT")| > (1-2e)d} .

We will have that for any ¢ € I’ the influence of other entries from x s+ to the estimate z} is
relatively minor. Since all elements from J* have less than (1 — 2¢)d unique neighbor nodes with
respect to the set I U J*, from Lemma 2 we conclude that |I'| > 1. Let I; = I \ I’, and apply the
induction hypothesis to the set I, with I’ and J \ J* merged with the set L. Let the returned
quasi-partition of J* be {Jy, Ji,...,J;_1}. We make assignments Jy,; = J, 0 < k < ¢, and
Jo=J\ J*".

By the triangle inequality and the induction hypothesis we have that

lzr =il < oy —aplh +(1/2 - 26 —a)™! <2€I|1‘11 I+ (4)

1 1 & 1
+ oAz roros)ray i + 5 > Az )@l + E”VF(h)Hl) :
k=1

To upper-bound [[(Azr)r(,)ll1 we use the fact that with respect to the graph G each i € I’ has at
most 2ed adjacent nodes shared with the elements of ;.

Az )ralh DI Azg ) raylh < 2ed|zi| = 2ed|jap |y -

iel’ iel’

Now we will analyse estimation error for coordinates in I’. For any ¢ € I’ consider the multiset
¢® = {cy,,Copy- -+, ¢y} such that vy are the indexes from T'(i) N ®(I U J* U M) (therefore | >
(1 —2¢ — a)d). The estimate = will have a rank between d/2 — (d —[) and d/2 with respect to
the multiset ¢(*) (the value x; need not be equal to one of the elements of ). In other words,
at least (1/2 — 2¢ — a)d elements of ¢(*) are not larger than x*, and at at least (1/2 — 2c — a)d
elements of ¢ are not smaller than x;. Therefore,

[(Azgy — Or@naaurunll = (1/2 = 26 — a)d |z; — x|
By aggregating over all i € I’ we get

(1/2 =22 —a)d|lzp — 271 [(Azr = )rannaausumlli <
[(Azrug, + V) rannaau-uan il <

ININ A

I(AzL)ramneausuanlln +
+ 1(A 25 r(rneausumllt +
+ lvranneauruanlln -
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These terms are substituted into (4). Observe that the following four inequalities hold

I(AzL)rannagurumlh + 1(AzL)ray e < I(Az)rplh
H(AﬂCJo)P(I')m@(IuJ*uM)||1 + ||(A:1:J0)F(I1)H1 < ||(A73J0)F(I)||1 )
lvranneaur-uanll + llvran e < llve Il
2|zn i+ 2¢llzrl < 2|zl
This proves the claimed bound on ||z — z7}1. O

The following theorem is a simple consequence of Lemma 4.

Theorem 5. Let I C {1,2,...,n} be a given set of coordinate positions, with |I| < s/2. Suppose
that {J, M} is a partition of the set of remaining coordinates {1,2,...,n} \ I where the set M
satisfies

(Vie H(ITE) NT(M)| < ad) ,

with o < 1/2 — 2e. It holds that
lor — x5l < (1/2 — 26 — &) ' (2¢llzguslh + Slvr ) -

We will now state a lemma for a special case when it is known that all elements of I have
“many” unique neighbor nodes, and the remaining elements have a well determined structure of
intersections with the neighbors of 1.

Lemma 6. Let {I,J, L, M} be a given partition of {1,2,...,n} with the following properties:
o |I| <s/2and (Vie )(|IT(H) NI UM)| > (1 — «a)d), where o < 1/2;
o (Ve L)(II'(l)nI(I)| < Bd);
o Let A =2|(Azs + v)rnnaouan -
It holds that ||z; — x%|l1 < (1/2 — )" (BllzL|1 + A).
Proof. The proof is a simpler version of the previous proofs. For any ¢ € I consider the multiset
¢ = {cyy, Copy - -+ Cyy } such that vy are the indexes from T'(i) N ®(IU M) (therefore I > (1 — a)d).
The estimate z* will have a rank between d/2 — (d —1) and d/2 with respect to the multiset ¢(*). In
other words, at least (1/2 — a)d elements of ¢(*) are not larger than =¥, and at at least (1/2 — a)d
elements of ¢(*) are not smaller than x}. Therefore in any case (x; < x} or z; > ) we have that
I(Az gy — Aranaeauan = (1/2 — a)d|z; — 23]
By aggregating over all i € I’ we get that
(1/2 —a)d|lzr — 27l < [[(Azr — )rpneaumll <
< |(Azrus + v)rneauanlh <
< [(Azp)rlh + I(Azs + v)rmneaumn i -
Similarly as earlier we observe that
I(AzL)rmlh <D IAzg)rwlh =Y PO NTI)| -] <D Bdlar| = Bdar]y -
leL leL leL

The claimed bound on |z — z}[/; now easily follows. O



The following corollary is an obvious consequence of Theorem 5.

Corollary 7. Suppose that noise v is zero. For any A > 1,

Hie{1,2,....n} : |z — ]| > }‘<—

3.3 Approximation guarantees

In this section we finish the analysis of the approximation error. We start by showing that the set
I contains all “important” coefficients of the vector z.

Lemma 8. ||z — zj|| < % |z — xxll1 + m”yﬂl .

Proof. Let K1 = K\ I. If K1 = ) then the claim is cle;arly true. In_general we need to show that
|71, [|1 is not much larger than ||z g |[1. Let I' = {i € I : [['())N®(I)| > (1—4e)d}\ K. According
to Lemma 2, it is [I'| > $|I| = |[K N1I| > k — |K N I| = |K;|. Since every coordinate of x% is not
smaller than any coordinate of xj. we see that [[z}/[[1 > [z, l1. Hence, [|zp ||y + lzp — 27|l >
lerlls = ek, = 2%, [l and so lzg [y = el < ller — 23l + [lem, — 2%, |-

An upper bound on ||z — 7,1 follows from Lemma 6, (in the context of Lemma 6 we have a =
4e, B =2¢, and A = éHVF(I/)mq;.(I)Hl). Therefore, ||z, — a3 |1 < (1/2—4¢) 71 (2¢|lz — 2|1 —|—é||1/||1)
To bound ||z, — 2}, [l1 we apply Theorem 5, which gives [[zx, — zf, 1 < (1/2 — 4e)~ ! (2¢[lz —
z7lli + 5|v]1). Combining the obtained inequalities we get that

|z —zfl] < [z -2kl + lzxll = lzrl:
< lz—azklh + llor — 27l + llzk, — iﬂﬁqlll
8e
< e —axll+ =g lle - szlJr( 55)d vl
which implies the claimed bound. O

Lemma 9. Suppose that (Aij)1<i<j<p 15 a sequence of real values that satisfy for each i
P
Z Aij < p(A,’ + A+ + Ai—li) ,
j=i+1

where p and A; are some constants, with 0 < p < 1. Let A denote ), A;. The following inequality

holds:
Sy la

i>1 j>i _p

Proof. We have that

PIPI-VYED VAN +ZAM) =AY A

i>1 j>i i>1 >1 m>l

As aresult, (1 —p) > 0513 55, Aij < pA. O
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Theorem 10. Given a vector c = Az + v, the algorithm returns approximation vector & satisfying

—4e 6
=1 16¢e (1—16e)d
where K is the set of the k largest (in magnitude) coordinates of x.
Proof. Let R={1,2,...,n}\ T and A; = 1||(Azp + V)F(I;_)m@(jj)ul, j > 1. Denoting A =} . Ay,
we have that

le =21 < [ — 2wl + vl

1 1
A < olltAzg +v)ill < 2elerll + SVl -

When we write x} it formally means 1‘7, (¢7), where ¢/ is the value of vector ¢ at the beginning of
the jth iteration Of step 6 of the algorlthm By Lemma 6 it is [lz — xl, 1 < (1/2 —2¢)71A;. Let
V= Az — xl{) and Ayj = d||yr(15 Jna(L;) ||1, for j > 2. We have that

D Ay < —H (@ — 23 )ru) < 2ellzyy — af [l < 22(1/2 - 26)7'A;
j>2

To bound ||xlé — szl in the second step of the algorithm we will again use Lemma 6. Let
z’ = x —xy;. For the second step we can write that ¢ = A2’ + v 41/, so v+ v/ is viewed as noise.
Since x; = (2');, through Lemma 6 we get that ||z —xl, 1 < (1/2—2¢)71(A2+Aqg). In general,
let A;; = 1[|(A (xp — 551{))1“(1’ na(r;)ll1, for j > i > 1. Similarly as before we find that

||$I/—$I/H1 (1/2—25) (Aj+A1j+...+Aj_1j) .
Further,

1 * * -
> A < Sll(AGr = 23 ))ealh < 26l — 23l < 26(1/2 = 20)7HA; + Ay + -+ Ajy)
>3
Denote the value 2¢(1/2 — 2¢)~! by p. Summing the bounds on all the terms ||af:IJ/ 1
J
produces

Sllep—apl < (1/2-297 (A4 33" Ay)

i>1 j>11i<y
= (12297 (a4 3 ) Ay)
1>1 7>

_ p
< (1/2-2¢)7t (A + EA) (By Lemma 9)
(12— 2 AL p)!

Now we can write:
lz =2l = lzrl+ ) lzr —2p i <
i>1
< Jlzrlli +A(1/2-2e)7 (1 —p)7 ' =

4e 2
= A(1/2—4e)7 ! < 1 :
Izl +A01/2 = 10)7 < lerl (1+ 7 =5) + T =gz

We finish the proof by plugging in the bound on ||z g||; given by Lemma 8. O
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A Space efficient method for computing

We will describe how it is possible reduce the storage requirement to O(kdlog n) bits, at the expense
of increasing the running time to O(ndlogn). Some constant factors in the parameters have to be
increased as well. Suppose (in this paragraph only) that I is redefined so that the constant 2e in
(2) is changed to 6¢ (any value higher than 3e would in principle work). Observe that any element
of T\ I that has at least (1 — 4¢)d unique neighbors within the set I\ I must have at least 2ed
neighbors shared with the neighbors of I. Therefore at least half of the elements of I\ I belong to
the set
Ty={ie{1,2,....,n}\I : [T(@)NTU)| > 2} .

The algorithm first finds Ty, which takes O(nd) time. The set [ is initialized to I, and it will be
expanded incrementally. To efficiently determine Ty N I the algorithm constructs a priority queue
over the set 77 with the priority of element ¢ being |I'(¢) NT'(1)]; in this part the process is the same
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as earlier. Time O(kd) is spent on finding the intersection of T} and I, since Ty can have at most
|I| = 2k elements. It is clear how the algorithm can proceed to run in total time O(ndlogn).
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