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ABSTRACT

Jahanian, Ali PhD, Purdue University, December 2014. Quantifying Aesthetics of Visual
Design Applied to Automatic Design. Major Professor: Jan P. Allebach.

In today’s “Instagram” world, with advances in ubiquitous computing and access to

social networks, digital media is adopted by art and culture. In this dissertation, we

study what makes a good design by investigating mechanisms to bring aesthetics of de-

sign from realm of subjection to objection. These mechanisms are a combination of three

main approaches: learning theories and principles of design by collaborating with profes-

sional designers, mathematically and statistically modeling good designs from large scale

datasets, and crowdscourcing to model perceived aesthetics of designs from general public

responses. We then apply the knowledge gained in automatic design creation tools to help

non-designers in self-publishing, and designers in inspiration and creativity. Arguably, un-

like visual arts where the main goals may be abstract, visual design is conceptualized and

created to convey a message and communicate with audiences. Therefore, we develop a

semantic design mining framework to automatically link the design elements, layout, color,

typography, and photos to linguistic concepts. The inferred semantics are applied to a de-

sign expert system to leverage user interactions in order to create personalized designs via

recommendation algorithms based on the user’s preferences.
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1. INTRODUCTION

In this chapter, I first motivate why it is important to quantify aesthetics of visual design

and why there is an urge for automatic design. I then propose a collection of critical chal-

lenges that I confronted through my research. I finally conclude this chapter with my thesis

research strategies and contributions.

1.1 Motivation

Visual design of self-publishing media over the internet is becoming an essential part of

today’s communication. As Bodker [1] argues, we are witnessing the so called third wave

of Human Computer Interaction —HCI— in the information era, where conceptually and

theoretically, aesthetics, as well as cognitive and emotional experience are an inevitable

part of cultural levels. With the advances in ubiquitous computing and access to computers

and social networks from anywhere at anytime, from home and via mobile devices, digital

media has been adopted by art and culture in our everyday life [2].

In contrast to the first and second wave, design is no longer exclusively created on

professional machines in enterprises, nor is its exhibition restricted to prints, galleries,

or museums. There is an increasing request for software applications that provide users

with easy-to-follow steps for creating visual media, such as photo albums, scrapbooks,

magazines, blogs, and other forms of self-publishing media.

Despite the amount of visual communication and the huge corpora of already designed

media on the internet, unfortunately, good design is still not accessible to the general public.

Good design cannot be learned in an instant, and this presents a barrier for individuals and

small to medium businesses who want to create good designs but cannot afford to hire a

professional designer.
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The gap between designers and non-designers is becoming more apparent. Many com-

panies are now offering services for semiautomatic/automatic design. These services, how-

ever, are mainly for content delivery rather than being faithful to designing aesthetically

pleasing media with adopted principles of design. This resonates that “bad design is every-

where, good design is invisible;” —a well-known concept among designers.

1.2 Thesis Contributions

In order to tackle the topic of my thesis, I identified three fundamental challenges. I

present a set of questions to further define each of these challenges. I then describe the

research strategies that I adopted to address these challenges. Finally, I enumerate the

contributions of this thesis.

1.2.1 Identifying Challenges

(I) How to Quantify a Good Design?

• Is it legitimate to quantify aesthetics? Aesthetics seems to be subjective and

design is so diverse.

• How to evaluate if a design is good: Is it aesthetically appealing? Is is success-

ful in solving a visual problem? How to quantify and measure aesthetics of a

design?

(II) How to Formulate Automatic Visual Design?

• How to understand a design process, from ideating, conceptualizing, to creating

a design by means of design foundations, layout, color, and typography?

• How to recommend alternatives of design for a specific visual problem? How to

understand the user’s need and purpose of his/her design? Can we recommend

a personalized design to the user?
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(III) How to Use Knowledge Gained to Improve Design for Masses?

• Who are the users of automatic design? Can we help non-designers to design

better? Can we help designers to make better decisions by inspiring them with

examples of good designs? Can we use automatic design for inspiration and

creativity?

• How to use this knowledge gained to improve our algorithms, and define more

meaningful, universal, and local sets of interactions in the design of user inter-

faces?

• How to develop a design language using aesthetics, principles of design, and

crowd feedback to engage designers and non-designers, scientists, and other

experts in solving a visual problem? How to engage both designers and clients

in a design process?

1.2.2 Defining Research Strategies

Because this thesis deals with visual design and quantifying it and we aim to develop an

autonomous system for design, I have approached these challenges in an interdisciplinary

fashion. Figure 1.1 illustrates a schematic view of my research strategies. My research

has been shaped by collaborating with professional designers. I ran interviews with several

magazine art directors, and attended some design courses in the School of Design at Purdue

University. In part, I strived to investigate well-known theories that professionals refer to

and apply to their work. The third component is a set of principles in design inferred from

the work of designers. I have applied these principles in order to develop an automatic

design system. Moreover, I customised these principles to define high level features for

both semantic design mining from work of professionals and for recommending design

alternatives to the user.

As a specific case study of design, I focused on design of magazine covers. Designers

consider magazine cover design as one of the richest kinds of design where all of the design

elements, space, photo, logo, type, and color coalesce to convey a unified message. I
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refer to our automatic design of magazine covers system as ADoMC. I then developed a

recommendation system on top of ADoMC which I refer to as R-ADoMC. The main goal

is to investigate the realization of a recommendation system for design, by identifying and

addressing the main challenges in understanding the user’s purpose of design, learning

from his/her preferences, and predicting his/her style of design. Similarly, I refer to our

data-driven system as D-ADoMC. This system is still under investigation. We will publish

our work on how to incorporate our design mining findings with ADoMC in future work.

Theories/ Theorists
• Norman: aesthetics levels
• Arnheim: visual rightness
• Itten: color harmony
• Matsuda: color harmony
• Kobayashi: color semantics

Design Principles
Applied for quantitatively using design 

elements (space, color, type)

Design Mining
Statistical/ data-driven models applied to 
quantify design theories (color semantics, 

visual rightness and balance)

Automatic Design
(ADoMC: Automatic Design of Magazine Covers)

Recommendation for Automatic Design 
(R-ADoMC: Recommender-ADoMC)

*Data-driven Automatic Design
(D-ADoMC: Data-driven-ADoMC)

School of Design/ Designers
• Purdue courses
• Interviews with professionals
• Design examples

*This path is under study and will be published in future work.
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Fig. 1.1.: Thesis research strategies: a schematic view.

1.2.3 Establishing A Taxonomy

In my studies I found there are several different professions investigating aesthetics:

mathematicians who strive to model aesthetics, engineers who aim to automate design,

psychologists and neuroscientists who conduct qualitative experiments on aesthetics, and
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designers who move aesthetics forward and occasionally propose theories on aesthetics.

I strived to discover and explore the seminal work of these professions and established

a taxonomy to present similarities and diversities of their work. See Chapter 2 for this

taxonomy and theoretical considerations of quantifying aesthetics.

1.2.4 Compiling Design Guidelines

In order to quantify aesthetics and develop autonomous design systems, we need design

guidelines. General design principles and guidelines along with well-known design theo-

ries may be found in books and are taught in schools of design. I learned from many books,

but I also collaborated with professionals to interpret, customize, and apply some design

guidelines for the purpose of this thesis. The lessons that I learned in design courses and in

interviewing professional designers, art directors, journalists, and people at the faculty of

School of Design at Purdue University are collected and presented throughout this thesis,

and more specifically in Chapter 5.

1.2.5 Automating Design Processes

In this thesis, I present a framework for automatic design of magazine covers which I

refer to as ADoMC. This framework is a consolidation of algorithmically quantifying the

main modules in design: layout and using space, color design, and typography (see Chapter

5). I then deploy ADoMC as the core engine for our recommender ADoMC which I refere

to as R-ADoMC (see Chapter 6).

1.2.6 Semantic Design Mining

Following advances in data mining and the notion of big data, the notion of design

mining is emerging. In this thesis, I not only describe two frameworks for design mining

of colors and visual balance, but more importantly, I propose semantic design mining. Ar-

guably, visual communication design has to be both appealing and convey a message. This



6

elucidates that semantics and communicating with linguistic concepts by means of colors

and other design elements should be taken into account. In Chapter 3, I describe a semantic

design mining framework which specifically models semantics as a combination of colors

and linguistic concepts. This framework can be applied for visual balance semantics, and

typography semantics as well. Furthermore, this framework can leverage the idea of devel-

oping a visual language for design. Nevertheless, visual design language is not the main

focus of this thesis and hence we consider it to be a part of our future work.

1.2.7 Quantitatively Revisiting Two Design Theories via Large-scale Data

There are a number of well-know theories in design. One example is the notion of color

semantics. In Chapter 3, I revisit this notion by means of large-scale datasets and feedback

of crowd. Another example is the theory of visual rightness and balance. This theory has

been the subject of many qualitative research experiments. In Chapter 4, I describe how

we quantitatively validate this concept by investigating a large-scale dataset of images.

I believe that evaluating prior design theories via large-scale datasets, under the condition

that these datasets are collected from the work of professionals, can scientifically contribute

to the field of design.

1.2.8 Deploying Crowdsourcing for Design

Although design cannot be learned in an instant and we aim to learn from profession-

als by quantifying aesthetics of their work, arguably, even non-designers can distinguish

if a design is a bad design. That is, we can learn from the wisdom of the crowd and col-

lect responses about aesthetics of design. In particular, I have deployed crowdsourcing to

evaluate the results of our color semantics modeling framework (see Chapter 3).
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1.2.9 Devising Recommendation Systems for Design

Along with the advances in machine learning techniques and mechanisms for gathering

users’ personalized data, we are witnessing the emergence of recommendation systems in

different areas such as marketing and education. Such a recommendation system for de-

sign is proposed in this thesis in Chapter 6. I refer to this system as R-ADoMC. A design

recommendation system should be able to recommend to the user a number of designs and

to customize the future designs for a user based on his/her personal preferences. Therefore,

designing effective sets of interactions for user participation in the process of automatic

design of visual media based on his/her preferences is required. More importantly, a rec-

ommendation design system has to map user’s responses to design decisions. In other

words, the set of features that should be defined are very different from other recommen-

dation systems: we need to define features that are meaningful in design, for instance, the

relation between colors. In Chapter 6, I use especially the notion of color emotions in a

recommender system for automatic design of magazine covers, R-ADoMC, to recommend

to the user a design based on his/her color emotion preferences. I also deploy the notion

of color semantics for recommendation of design assets such as color palettes and design

example retrieval in Chapter 3.
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2. ON THE LEGITIMACY OF QUANTIFYING AESTHETICS

Is it legitimate to quantify aesthetics? Aesthetics is thought to be a matter of subjectiveness,

on the other hand design may not be found in formulas. For instance, Jason K. McDonald

states “One reason design formulas and routines are inadequate is because design so often

addresses the untried, the unproven, and the unknown” [3]. However, we believe that with

advances in computing, the phenomenon of big data, and more importantly, the fundamen-

tal difference between art and visual design, it is possible to quantify aesthetics of visual

design.

In this chapter, we first discuss the theoretical considerations about aesthetics, and then

offer a taxonomy of quantifying aesthetics in the fields of computer science/ engineering,

psychology, and neuroscience.

2.1 Theoretical Considerations

Aesthetics of art is historically a subject of dispute between philosophers and art the-

orists. Korsmeyer in her book Aesthetics: the big questions [4] collects some of the fun-

damental questions about aesthetics of art, such as what is aesthetics, can we learn from

aesthetics and art, who decides what is art and what is aesthetically pleasing. Korsmeyer

also collects several essays and different viewpoints of philosophers to elucidate thinking

about the aesthetics questions.

Korsmeyer summarizes two opposite doctrines about aesthetics, one which conceptu-

alizes aesthetics as a matter of pleasure and taste; and the other which considers aesthetics

as a matter of cognition and hence learning processes. Korsmeyer accounts for the for-

mer by referring to earlier philosophers such as Plato in his book the Republic and later

philosophers such as Immanuel Kant and his Critique of Judgement; and for the latter,

by referring to Aristotle in his Poetics and contemporary philosophers like Hans-Georg
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Gadamer. While the former doctrine has been the major belief until the eighteen century,

the latter is recently dominating the disputes. Therefore, there are increasing attempts to

learn from art and aesthetics.

Perhaps because of the advances in technology, and the fact that digital media is be-

coming an inevitable part of our everyday life, the idea that we can learn from aesthet-

ics needs more attention. Udsen et al. [2] articulate that we are witnessing the “aesthet-

ics turn” and delineates four major contributions of aesthetics in Information Technology

and design of Human Computer Interaction: cultural, functionalist, experience-based, and

techno-futurist. On the cultural level, we are witnessing that the computer is serving as a

medium engaging us in experiencing digital media and art in our daily life. In the function-

alist approach, aesthetics enables higher levels of behavioral functionalities and enhances

the usability of computers. On the experience-based level, aesthetics nurtures emotions

and creativity in design of interactions. The rather youngest of all other three levels, the

techno-futurist approach, is the influence of the technological human reflecting on technol-

ogy which in turn defines new ways of interactions between computers and humans.

Donald Norman in his book Emotional Design: Why we love (or hate) everyday things [5]

delineates three levels of aesthetics cognition: visual, behavioral, and visceral. The visual

level is the first and immediate level of aesthetics cognition; for example, when we see a

beautiful flower we may appreciate its visual appeal. The behavioral level deals with the

situation when we like how an artifact is functional and usable. The visceral level needs

more patience; for instance, when we solve a mathematical problem, or when we contem-

plate an artwork and after a while we understand it (the Aha moment).

Quantifying aesthetics in visual design is more plausible than in visual arts: Unlike vi-

sual arts where the main goals may be abstract, visual design is conceptualized and created

to convey a message and communicate with audiences [6–15]. This is a key but subtle

difference. In fact, it is a critical measure of success in applied arts along with the visual

appeal of the design. A design message has to be conveyed at first glance. Studies suggest

that designers need to make a good first impression only in some few milliseconds [16,17],

and this impression deals with expressive aesthetics [18]. These qualities suggest that it is
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theoretically legitimate to evaluate a visual design, and argue if it is a good design or not.

In other words, an artwork may be considered as “high” or “low” art (descriptive terms

from Korsmeyer [4]), but a visual design —as a very specific instance of art— may be

considered as “good” or “bad”.

Although it is legitimate to distinguish a visual design as good or bad, it is much easier

to identify a bad design rather than a good one. Part of the reason is the fact that there

is not only one good design. For a given task in design, designers may create several

alternatives. A bad design, on the other hand, is easier to distinguish, especially when it

does not follow the principles of design in a professional way. On such an occasion, design

critics may argue that, for instance, this design “is not visually balanced”; or “colors are

not chosen carefully”. This inspires us to strive to understand what visual balance is, and to

what degree a design is balanced. A similar question is raised for other elements of design,

for example, color and type. In this thesis, we raise and answer some of the questions

regarding quantifying aesthetics of visual design, but first, in the following section, we

provide a taxonomy on quantifying aesthetics.

2.2 Taxonomy

In this section, we present a taxonomy on quantifying aesthetics based on our recollec-

tion of prior work. Figure 2.1 illustrates an schematic view of this taxonomy. To us, there

are two main approaches to quantifying aesthetics: human inspection and automatic. By

human inspection approach, we mean the set of empirical studies based on human judge-

ments. This approach is well-established in psychology. The main goal is to accept or

reject a hypothesis by capturing responses of participants to a set of stimuli, under very

specific conditions. The automatic approach, on the other hand, tries to evaluate aesthetics

through closed form mathematical expressions and artificial intelligence approaches such

as pattern recognition/ machine learning and evolutionary computing.

Nevertheless, as we discuss in the following, both approaches may inspire each other.

For instance, a series of studies in human inspection may lead to a ground truth for an
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Fig. 2.1.: Taxonomy of quantifying aesthetics: A schematic view. Refer to [19–28].

automatic clustering; or a closed-form mathematical solution may steer a trend of research

in empirical studies.

2.2.1 Automatic Approaches

One of the earliest attempts in quantifying aesthetics is perhaps Georg Birkhoff’s mea-

sure:

M =
O

C
. (2.1)

Birkhoff in his book Aesthetics Measure [20] argues that:

The typical aesthetic experience may be regarded as compounded of three successive

phases: (1) a preliminary effort of attention, which is necessary for the act of perception,
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and which increases in proportion to what we shall call the complexity (C) of the object;

(2) the feeling of value or aesthetics measure (M ) which rewards this effort; and finally

(3) a realization that the object is characterized by a certain harmony, symmetry, or order

(O), more or less concealed, which seems necessary to the aesthetic effect ( [20], chapter

1, section 2, p.3).

Birkhoff’s measure is general and implies that when complexity of a piece increases,

its aesthetics value decreases. He applies this measure to quantify aesthetics of polygons,

ornaments and tiles, vases, music, and poetry. Later, Bense [29] from an information the-

ory perspective, applied redundancy theory for describing order, and Shannon’s theory for

complexity [30]. Also, Rigue et al. [23] define a set of aesthetics ratios based on informa-

tion theory, and apply it to evaluate van Gogh’s painting style [31].

Another recent extension of Birkhoff’s measure belongs to Ngo et al. [21, 22] for mea-

suring aesthetics of screen interfaces. In their model, order is a linear summation of thirteen

measures such as balance, sequence, and rhythm.

From a psychological approach, Berlyin [32] studies the relation between complexity

and aesthetics. Berlyin proposes a downward U-shaped graph to express the relation of

complexity with aesthetics. He argues that when a piece is too simple or too complex, its

aesthetics cognition decreases. A historical review on Birkhoff’s measure and its branches

is provided by Gary Greenfiled in [30].

We enumerate some of the other closed-form mathematical expressions. Machado and

Cardoso [24] present an implementation of a theory of image processing aesthetics in which

image complexity is proportionally, and processing complexity, is inversely related to aes-

thetics. In computing aesthetics of automated documents, Harrington [33] suggests a mea-

sure as a nonlinear combination of design features in the page layout. For computing visual

balance of an image, Lok and Feiner [34] suggest a measure based on lightness weightmaps

computed from the image. Balinsky [35] proposes a measure of symmetry in screen inter-

faces. Klinger and Salingaros [36] propose a measure for evaluating aesthetics (in terms of

interestingness) of a pattern based on variety and symmetry of elements in a pattern.
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Automatic approaches in quantifying aesthetics are evolving by advances in pattern

recognition/ machine learning and evolutionary computing in artificial intelligence. Datta

et al. [28] suggest a computational model for photographic images based on a set of features

such as low level color features, distinct regions in an image, spatial composition, and

depth of field in photography. Damera-Venkata et al. [27] propose a probabilistic document

model for automated document layouts in which some design decisions for the page layout

are included. In evolutionary computing, Greenfield defines several aesthetic metrics in

optimizing the achievement of evolved visual imageries [25, 37]. Ross et al. [38] also

use an aesthetics model (the Painting Bell Curve by Ross, the first author) in synthesising

evolutionary images.

2.2.2 Human Inspection Approaches

Itten [19, 39] was a color theorist who endeavored to bring color harmony from the

realm of subjection to objection. Itten defines seven kinds of color contrast: contrast of

hue, light-dark contrast, cold-warm contrast, complementary contrast, simultaneous con-

trast, contrast of saturation, and contrast of extension. Later, Mastuda extends the concept

of color harmony and defines harmonious hue and tone templates [40, 41]. Kobayashi is

another color theorist whose Color Image Scale [42, 43] in associating colors with lin-

guistic concepts (color semantics) is well-received. There exist other well-know theories

on other visual design principles. In visual balance, for instance, Arnheim quantifies a

structural net that contributes to a balanced spacial composition [44]. From a psychology

and neuroscience perspective, scientists have studied and validated Arnheim’s net through

experimental and statistical analysis (see, e.g. [45–47]).

Through exploratory factor analysis, Lavie and Tractinsky [26] propose a measurement

instrument for both classic (usability and behavioral) and expressive (beauty and visually

pleasing) aesthetics. Their measures are inferred from a collection of user experiments on

websites. Moshagen and Thielsch [48] also delineate a set of visual aesthetic factors under

four categories of simplicity, diversity, colorfulness, and craftsmanship.
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2.3 Conclusion

In this chapter, we discussed the theoretical considerations on the legitimacy of quanti-

fying aesthetics. We summarized that although some art philosophers believe that aesthet-

ics is a matter of taste, others (and especially contemporary philosophers) argue that it is

a matter of cognition and hence learning. We then presented our taxonomy of quantifying

aesthetics, based on our recollection of prior work in the fields of computer science/ engi-

neering, psychology, and neuroscience. We conclude that quantifying aesthetics is not only

viable, but an urge in leveraging adoption of art and media in our contemporary life.
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3. DESIGN MINING COLOR SEMANTICS

3.1 Introduction

Unlike visual arts where the main goals may be abstract, visual design is conceptualized

and created to convey a message and communicate with audiences [6–15]. This is a key

but subtle difference between visual arts and visual design. In fact, it is a critical measure

of success in applied arts along with the visual appeal of the design. A design message

has to be conveyed at first glace. Studies suggest that designers need to make a good

first impression only in some few milliseconds [16, 17], and this impression deals with

expressive aesthetics [18], which is a matter of visual appeal by itself.

An important design element that has a vital role in conveying a message is color. That

is, in visual design, color combinations are designed for a practical purpose: not only to

be appealing, but also to be silent salespersons that communicate with the audience [49].

Hence, it is important for designers to sell the right colors [50–52] to attract the observer

and to inspire trust [17].

In schools of design, students spend many years to learn general principles of design,

and in particular, creation and usage of color palettes to convey emotions and ideas [53].

Even within designers, there is a difference between first year and senior students [52, 53].

However, in today’s “Instagram” world, everyone wants to create designs with the purpose

of self-publishing. Unfortunately, good design cannot be learned in an instant, and this

presents a barrier for individuals and small to medium businesses who want to create good

designs but cannot afford to hire a professional designer.

This chapter presents a first step towards our broader goal of making design accessible

to the general public. We seek to understand and statistically model designers’ intuitions,

and to use the knowledge gained to help non-designers in self-publishing, and designers in

drawing inspiration and creativity. In particular, we focus on understanding meanings and
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semantics of colors. We ask and answer the following question: by mining the work of

designers, can we build a statistical model to learn color semantics? More specifically, can

we build a model which associates color combinations with linguistic concepts?

Seeking good examples of visual design, we collected a relatively large corpus of mag-

azine covers. We chose magazine covers for two reasons: First, by using a variety of data

sources including the Internet, archives of our own university library, and widely accessi-

ble newsstands, we were able to create a dataset of 2,654 covers from 71 titles. Second,

designers spend many days conceptualizing and creating a magazine cover that attracts the

audience at first glance while competing with other magazines on a newsstand [54]. In this

process, designers carefully choose a color palette for a cover based on the issue’s topic

and the cover lines to convey a very specific concept. In summary, by using magazine cov-

ers we can obtain high quality examples of good design with relatively little effort and use

them in our statistical model.

Although creating good design by selecting appropriate color palettes is difficult, dis-

tinguishing good and bad design is very easy even for non-designers. For instance, if a

massage therapy website is designed with vivid red colors, most people will agree that it

does not convey “soothing” emotions. Therefore, we validate the output of our statisti-

cal model by designing crowdsourcing experiments to answer the following question: do

a majority of “casual” users agree with the associations between color combination and

linguistic concepts produced by our model? In order to analyze the results of our crowd-

sourcing experiments, we develop a novel statistical technique inspired by click models

used in web search and online advertising.

Interpreting the ResultsUser StudyVisualizing the OutputProbabilistic ModelData Collection

2600+ magazine covers in 
71 titles and 12 genres

Utilization of click models
Adaptation of LDA-dual 

topic model to link colors 
and words

Visualization of 
color-word topics

Formative and summative 
crowdsoursed experiments

Fig. 3.1.: Overview of our end-to-end framework for design mining of color semantics.

Figure 3.1 illustrates an overview of our research process. We believe that we have

developed a complete end-to-end system for semantic design mining, which includes data
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collection, adaptation of a topic modeling framework, and verification of the model via a

crowdsourced user study.

The flow of this chapter is as following. Section 4.2 presents a study on color semantics

from both theoretical and practical aspects. This elucidates the concept of color semantics,

the fine lines between color semantics and other aspects of color such as color naming and

the practical advantages of color semantics in visual design. Moreover, from HCI aspect,

the urge of addressing color semantics is evident, for instance, in design of metrics for

quantifying aesthetics of visual designs and images, in design mining of visual designs, in

design of user interactions, and in automatic design of visual media. This section is then

followed by Sec. 6.3 where we review related work in computer science and engineering.

To mine designers’ thought processes on color semantics, we adapt an extended version

of the popular Latent Dirichlet Allocation (LDA) topic model [55], called LDA-dual [56]

to jointly link the colors and words, and infer color-word topics. LDA-dual is originally

developed by Shu et al. [56] for entity resolution in a dataset of bibliographies. Although we

independently and separately developed an exact model (see Appendix B), since we later

found that such a model exists under LDA-dual name, we give the credit to Shu et al. [56],

and mention that we “adapt” their model. In our adaptation, the model produces combined

color-word topics; the word topics are multinomial distributions on words and the color

topics are histograms of colors. In Sec. 3.4 we discuss the data (designs) collection, and

describe the statistical framework in Sec. 3.5.

For ease of visualization, in Sec. 3.6 we represent the word topics as word clouds, and

discretize the resulting color histograms to yield a mapping to a pool of 5-color palettes.

The 5-color palettes are extracted from the magazine covers by using the techniques from [57].

Unlike previous work, which has mainly focused on fitting hypotheses to crowdsourced

data (i.e. human labeling) in a post-hoc manner, we conduct focused crowdsourced exper-

iments with the sole aim of verifying whether or not users agree with the associations

between color combinations and linguistic concepts produced by the model. In particular,

users are shown a 5-color palette as a representative of a color topic and several choices of

word clouds as representatives of word topics and asked to select the most appropriate word
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cloud for the given 5-color palette. Based on the user feedback we infer the relevance of

the color palette to the word cloud. We performed both a formative and a summative study

and report the results. Section 3.7 describes the user studies. Utilizing a novel statistical

analysis technique, inspired by click models used in web search and online advertising, in

Sec. 3.8 we interpret the results of the user study. The resulting analysis shows that the

results produced by our model are aligned with the intuition of the crowd.

In Sec. 3.9 we suggest a number of applications for color semantics to demonstrate

how semantics can enable more meaningful user interactions, and perhaps help masses to

design better. We specifically discuss color palette selection and design example recom-

mendation, image retrieval, color region selection in images, and pattern colonization in

image recoloring. We conclude this chapter and suggest future work in Sec. 6.10.

3.2 Theory

Colors are colorful: more than physical attributes of objects, colors are cognitive and

have names, meanings, and values. In the following subsections, a brief review of these

aspects of colors is summarized and the urge of understanding the role of color semantics

in analysis and synthesis of visual designs in HCI is elucidated.

3.2.1 Color Cognition

While color perception is a rich area of research, color cognition is a relatively new

area of research [58]. That is, although color is perceived as the result of wavelength

discrimination, it is also cognitive [59]. Derefeldt et al. [60] elucidate that cognitive means

that after visual perception color is classified to a higher level of abstraction into verbal and

semantic categories [61, 62] by a visual task such as color categorization.

Heer & Stone [63] suggest that when this categorization capability (in the concept of

color naming) is deployed in user interfaces that model human category judgements might

demonstrate more meaningful and novel user interactions. What the boundaries of color
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naming are, and how this concept can be compared with color meanings has not yet been

paid attention to by scientists.

3.2.2 Color Naming

The earliest effort to understanding linguistic categorization of colors is perhaps based

on work of Berlin & Kay for elucidating that color naming is universal and related to

evolution [64]. Before their work, most linguists believed the concept of color naming —

associating names with colors— is not universal. As Kay & McDaniel [65] summarize, the

two main misconceptions about color naming between linguists were that color naming is

a matter of cultural relativism and semantic primes in languages are discrete entities. The

latter doctrine was not able to address compound terms, e.g. green-blue. This inadequacy

motivated Kay & McDaniel to describe color categories as continuous functions using the

fuzzy set theory. The universality claim of color naming [64] pertains under some con-

ditions. Palmer in his book Vision Science: Photons to Phenomenology [66] extensively

explains this concept. Although color naming associates words with colors, there are other

trends of research that investigate meanings and higher level of abstractions/semantics of

colors.

3.2.3 Color Meanings and Semantics

The first systematic approach to quantifying “meanings” of linguistic concepts comes

from measurement of meaning by Charles Osgood [67, 68]. Osgood proposes a semantic

space based on pairs of polar terms, such as happy-sad or kind-cruel, and terms it a “se-

mantic differential” as an “objective index of meaning” [67]. Osgood then studies cross-

cultural generality of his semantic space and finds significant similarities between different

primitive cultures [69]. Later, Osgood compiled a 620-concept Atlas of Affective Meanings,

explained in [70] with a repot of cross-cultural studies in 23 cultures. Adam & Osgood [71]

investigate the 8 color concepts of Osgood’s Atlas —color (vs monochrome), white, grey,

black, red, yellow, green, and blue— among 20 countries and report that for instance, the



20

relative affective meaning of red is strong and active. Another similar attempt belongs to

Wright & Rainwater [72], yet with a more visual communication language perspective in

color meanings and connotations. This is where a set of more professional color semantics

such as “elegant” or “showiness” is emerging.

A breakthrough in design-based color semantics is the study by Kobayashi [42]. Kobayashi

defines a meaning scale to relate “worlds of people and objects with worlds of colors”

and terms it Color Image Scale [43]. This scale comprises of two bipolar dimensions,

warm-cool and soft-hard. Kobayashi’s scale has significant contributions to visual de-

sign: it is based on 3-color combinations (3-color palettes) rather than single color patches

(swatches); it also relates these 3-color combinations with two levels of abstractions, one

with 180 semantics, and the other with 15 higher semantics. Because of these charac-

teristics, Kobayashi’s scale is taught in many color courses in schools of design (e.g.

see [73]). Later cross-cultural studies acknowledge the universality of Kobayashi’s bipolar

scales [52, 74, 75]. Similar efforts in association of colors and words belongs to Lars Sivik

as mentioned in [76].

3.2.4 Color Semantics, Emotions, and Preferences

While investigating meanings of colors, some researchers have attempted to understand

the emotions and moods evoked by colors and how feelings about colors can influence our

performance (e.g. see [77] and [78]). From a psychological point of view for instance,

Crozier [79] argues that theories of preferences, innate and learned reactions, should be

considered while studying color meanings. Crozier summarizes that red, for instance, has

the innate mood of the alert signal and also is involved in sexual behaviour in many species;

or white is learned to be associated with purity in some cultures. Although Crozier ac-

knowledges that the like-dislike bipolar scale in prior studies is a considerable measure to

research color moods, he argues that meanings of individual colors should be considered

within the context (syntax, semantics, and culture) in which they are examined, also adding

other factors such as age and gender.
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Later, Ou et al. [74, 75, 80] studied color emotions and color preferences to clarify the

relations between them. Although their studies agreed with prior work in defined scales

of warm/cool, heavy/light, and active/passive, they found notable differences in the like-

dislike scale between their participants, which were Chinese and British. They also found a

tendency that their participants preferred color combinations which hold opposite emotions.

3.2.5 Color Semantics and Cross-cultural Considerations

Hutchings summarizes that “The Principle of Adaptation of Ideas accounts for regional

variations in colour folklore. This embodies a Darwinian-type principle of behavior, that

is, ‘to survive within a community a belief must have relevance to that community”’ [81].

Nevertheless, it is observed that in the information era common sense about colors is in-

creasing [82]. Such a cultural problem in HCI can be thought of as “minor science” as [83]

suggests.

In a recent cross-cultural study of color emotions of 190 two-color combinations among

8 countries, UK, Taiwan, France, Germany, Spain, Sweden, Argentina, and Iran, Ou et

al. [52] report consistency for warm/cool, heavy/light, and active/passive. This study also

points out some inconsistency for like/dislike; for instance, Argentinian participants pre-

ferred more grayish colors in contrast to other participants. However, more cross-cultural

studies can shed light on our knowledge in color semantics and personal preferences.

3.2.6 Color Semantics in Applied Arts

Krippendorff states that “Design is making sense (of things)” [84]. This sense mak-

ing in applied arts is often equated with communication via elements of design. Profes-

sional designers and researchers have specifically emphasized on the role of colors and

color semantics as a means of visual language [73, 85]. In architecture [86–88], interior

design [89], textile [90], and product design in marketing [91], understanding values of

colors and color semantics is acknowledged as a knowledge which can support not only

non-designers but professional designers who conceptualize and ideate designs based on
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their own intuitions. This knowledge can enhance the processes involved in design, such as

inspiring, brainstorming, exemplifying, and communicating among designers over design

prototypes (see [89]).

3.2.7 Color Semantics in HCI

Although some studies in HCI investigate the role of colors in aesthetics and usabil-

ity [13, 17, 26, 48, 77, 92–103] and performance of the user [78, 104, 105], the notion of

color semantics has been barely addressed. As an example, consider a scenario in which

users are surfing the Web for a “massage therapy” website. Users perhaps expect to see

a website with color combinations that impress them with “calm”, “soothing”, and “ele-

gant” moods. If the color design of such a website fails to convey these moods, it will then

negatively affect the trust, credibility and market of its business (See [17, 106]).

We believe that color semantics is a legitimate challenge to be addressed in various

venues of HCI: in automatic design [107–112], design by example [113–116], design gram-

mar [117], design of user interaction [118–125], quantifying aesthetics of design [26, 28,

99], user experience design [126–132], and color design [40, 133–138]. For instance, in

design by example, although users are supported by a pool of designs and some mecha-

nisms help them choose their preferred designs [116], there is no well-defined interaction

to understand the user’s purpose of designs or what color combinations should be selected

from their preferred designs. Accordingly, the messages that they want to communicate

may be affected.

As Fallman argues, HCI needs to be understood and acknowledged as a design-oriented

process in terms of philosophy and theory and methodological foundations [119]. Dearden

& Finlay suggest that we need to identify patterns that are both timeless and cultural-

sensitive [139]. Hoffmann & Krauss [13] conclude that many researchers do not recognize

the importance of visual aesthetics in the communication intent. We need to work on

semantic color vocabularies and define and propose them as domain-specific knowledge to

HCI. This motivates us to revisit the concept of color semantics, utilize it in design mining
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and data-driven approaches to learn from work of professional designers, and investigate

theoretical and practical aspects of color semantics in user interaction design.

3.3 Related Work

Our work lies at the intersection of four research areas: color semantics and meaning,

probabilistic topic models, user study via crowdsourcing, and click modeling.

3.3.1 Color Semantics and Meanings

Semantics in computer science and engineering has been observed as a gap [140–146]

that merits more investigation. Nevertheless, in terms of color emotions and moods, there

is a recent body of work. Csurka et al. [147] collected a dataset of color combinations

and their associated labels, and applied a Gaussian mixture model on the data based on

some low level color features of the color combinations. Unlike our work, their dataset

is collected from a limited number of good designs suggested in [49] and mainly from an

online dataset of colors [148] produced mostly by amateurs. The noisiness of the labels in

this online dataset was acknowledged by both these authors and [149]. Another difference

is that their model does not categorize the color combinations as joint combinations of

labels and colors.

Applications of color semantics have recently come to the attention of computer en-

gineers. In image retrieval, Solli and Lenz [150] defined a mathematical framework for

Kobayashi’s Color Image Scale. This framework is utilized by [138, 151] in designing al-

ternative and customized magazine covers for non-designers based on color moods. For

color mood transfer of images, Murray et al. [152] applied the 15 moods suggested by

Csurka et al. [147]. In design mining the Web, Kumar et al. [153] reported using expres-

sive colors (color moods) for support of data-driven design tools. In contrast to our work,

where we use human judgment to evaluate the goodness of our model, they use human

input to build their models.
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In researching linguistic categorization of colors, color naming and its cross-cultural

aspects is another topic that has been under investigation for decades [66]. There is a body

of work in computer science and engineering to model color naming (e.g. [154].) In recent

work, Hear and Stone [63] reviewed statistical color naming models, with the goal of fitting

a model to single colors and their associated names. These associations are either from hu-

man judgments or retrieved from Internet search engines. For the latter, topic modeling was

utilized by Weijer et al. [155] who used Probabilistic Latent Semantic Analysis (PLSA),

and Schauerte and Stiefelhagen [156] who used Latent Dirichlet Allocation (LDA). In con-

trast to color naming, our color semantics work takes into consideration design examples,

color combinations, and different levels of abstraction. Also, unlike prior work, we adapt

topic models to jointly link colors and words, and then verify the associations through user

studies.

3.3.2 LDA Topic Modeling

The goal in LDA topic modeling is to infer underlying themes or topics of textual

document corpora, where each topic is a multinomial distribution over words, and each

document is a mixture of topics [55, 157]. Since we need to infer compound (color-word)

topics for color semantics, we adapt LDA-dual [56] by viewing each magazine cover as

a combined bag of words and colors. The closest work to our research is perhaps [158],

where LDA is used for image annotation. The authors consider a document as a mixture

of low level image features (extracted by SIFT techniques) and words. However, in our

adaptation of LDA-dual model we incorporate two independent multinomial distributions,

one for observed colors and one for observed words.

3.3.3 User Studies via Crowdsourcing

Viability of crowdsourcing graphical perception, including color visualization, has been

confirmed by recent work of Heer and Bostock [159]. In several tests, they replicated

the results of prior laboratory experiments using crowdsourcing and reported consistency
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between the results. The scalability yet inexpensiveness of online experiments in colors

overrides some of their limitations, such as visual acuity. For instance, Lin et al. [78]

employ crowdsourcing to confirm improvement in their subjects’ performance when color

semantics is utilized in information visualization. Reineke et al. [99, 160] utilize cross-

cultural crowdsourcing to study some perceived aesthetics aspects of visual complexity and

colorfulness in a dataset of website designs. Inspired by their online setup, we designed the

demographical aspects of our crowdsourcing experiments. However, we emphasize that

our goals with the crowdsourcing experiments are completely different. While they wish

to infer bias in perception based on demography and cultures, we validate the output of a

statistical model.

3.3.4 Click Modeling

The goal of click modeling is to model users’ interactions with sponsored search results

or ads. In a recent work, Govindaraj et al. [161] reviewed click models, and suggested a

new model by taking into account relations between the user’s clicks on a list of URLs

(as a response to the user’s query). Modeling the user’s back and forth clicks on a list of

URLs, they then infer the probability of clicking on different vertical positions of URLs,

regardless of their contents. Inspired by this work, we model the participants responses as

a click modeling problem. Arguably our model is simpler than those proposed by existing

work. However, unlike web-search where users can choose to not click on any of the

results, in our case the users need to make a choice. Furthermore, since users participate

willingly in the user study, the levels of user engagement are high. Therefore, we believe

that our simple model suffices.

3.4 Data Collection

Our dataset of magazine covers includes 2,654 covers in 71 magazine titles and 12 gen-

res. We collected approximately 1,500 of these covers by scanning them from magazines

held by a number of libraries and newsstands in our university. The rest of the cover images



26

were downloaded from the Internet. Although we developed a web crawler tool to collect

magazine covers, because many magazine publishers do not provide archives with high

quality images, in half of the cases we had to collect online images by hand. This data will

be made available for academic research upon request. We attempted to collect roughly

12 different genres of magazines to capture different contexts of design. These genres in-

clude Art, Business, Education, Entertainment, Family, Fashion, Health, Nature, Politics,

Science, Sports, and Technology. To this end, we loosely followed the Dewey Classifica-

tion method [162], the WorldCat indexing system [163], suggestions from our librarians, as

well as the description of the magazine by the publishers. Table A in Appendix A contains

a summary of our dataset. Note that the genres are tentative. In fact, this supports the use

of LDA: magazines rarely include only one topic and usually are a combination of different

topics (or genres in this context).

3.4.1 Preprocessing

The preprocessing of cover images was performed using a MATLAB toolkit. A color

calibration process was applied to the scanned images. We use 512 basic colors which is

the quantized space of sRGB with 8 bins in each channel. In this basis, the 512 basic colors

are independent of each other. Given the color basis, each magazine cover (image) is then

a histogram of these colors. To feed the images to LDA-dual, we scale them to 200×300

pixels using bicubic interpolation.

To extract color palettes from images we used techniques from [57], saliency map [164],

and segmentation [165]. These color palettes are used for visualizing the inferred color

combinations.

3.4.2 Word Vocabulary

To capture the words to be associated with color distributions of the magazine cov-

ers, the words on the covers were transcribed by hand. To create a word vocabulary, we

first prune the transcribed words and then create a histogram of words. Because a more
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meaningful vocabulary results in more meaningful topics, we filter out special characters,

numbers, and stop words (e.g. articles and lexical words). The list of excluded words is

provided in table A in Appendix A. Compound words with hyphen or dash are decom-

posed. A version of the Porter Stemming algorithm [166] is used to equate different forms

of a word, for instance “elegant” and “elegance.” Finally, a mapping from month to season

is applied. In order to include the context and classes of magazines in the associated words,

the periodical category to which each magazine title belongs was added to the set of words.

We collected these periodical categories from the WorldCat indexing system, which is the

largest international network of library content and services [163].

3.5 Statistical Model

Ideating about visual designs, designers take into account the topic or the context in

which they are asked to carry their messages. For instance, when the context is about

politics, the designer may expose a tendency of using darker, “heavier” and “formal” colors.

However this is not the only factor, the words in the design also influence a designers

choice of colors. Figure 3.2 illustrates that pink – which is usually used for feminine related

topics – has been used in a variety of magazines from different genres. This observation

suggests that each design’s theme might be a combination of words and color distributions;

and each design may include a proportion of various themes. Our goal is to model these

combinations of words and colors, and infer proportions of these combinations in magazine

cover designs. A similar intuition has been argued in statistical topic modeling, specifically

LDA [55], for modeling word distributions in documents as proportions of different word

topics.

LDA (Latent Dirichlet Allocation) is an intuitive approach to infer topics from text data.

As Blei et al. [55, 157] describe, instead of categorizing and exploring documents using

tools such as keywords, we may first categorize documents based on topics. This allows

us to explore topics of interest and find related documents. For example, a document about

sociology may include different topics, such as biology, evolution, history, and statistics,
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(a) (b) (c)

Fig. 3.2.: Pink is used in all of these designs, despite the fact that each of these designs

belongs to a different context and class of magazines. Images from [167–169].

with different proportions. Each of these individual topics can be viewed as a multinomial

distribution over a fixed vocabulary of words. Accordingly, each document, which can be

viewed as a bag of words, is a combination of these topics with some proportion. Typically,

a value for the number of topics is chosen by hand. The latent topics as well as the topic

proportions of each document are inferred by LDA using the observed data, which are the

words in the documents.

Just like word topics are distributions over words, one can think of color topics as

distributions over colors. One may argue that by only using LDA, we might be able to

model the distribution of the colors on the covers, and infer the color topics. We can then

utilize crowdsourcing, and ask participants to label the inferred color topics to conclude

combined color-word topics, and hence the color semantics associations. The problem with

this hypothesis is, we cannot capture the associations created in each design by designers.

Moreover, we cannot perform this modeling in an automatic fashion since we need human

judgements for labeling. Hence, we will lose the valuable insight that designers put into

selecting color and word topic combinations.

A better approach is to model the links or the associations between the color topics

and word topics to infer combined color-word topics. This means that the LDA model

plate needs to be extended. This was recently proposed by Shu et al. [56]. The key in this



29

extension is the proportions vector θ. In our case, for each cover design, any proportion is

a combination of color assignments as well as of word assignments. Similar to LDA, these

assignments are modeled with multinomial (and conjugated by Dirichlet) distributions.

3.5.1 Review of LDA-dual Model for Color Semantics

In this section, we review the LDA-dual model proposed by Shu et al. [56] and explain

how to adapt this model for color semantics. It is worth mentioning that we independently

and separately derived the exact model as LDA-dual. See Appendix B for our derivations.

However, since we later found that the exact model had been proposed earlier by Shu et

al. [56] and had been called LDA-dual, although for a complete different problem, we

decided that in this thesis we will give the credit to them and mention that we “adapt”

their model. Our implementation, however, is an extension of the Matlab Topic Modeling

toolbox [170] developed by [171] for LDA. Our implementation is available on request.

Our implementation, however, is an extension of the Matlab Topic Modeling toolbox [170]

developed by [171] for LDA. Our implementation is available on request.

Assume there areK color-word topics denoted by k1, k2, ..., kK andD magazine covers

denoted by d1, d2, ..., dD. Let W denote the number of words in the vocabulary and C

denote the number of color swatches, where each swatch is a patch of color defined by

using its sRGB values1. Moreover, let Md denote the number of words and Nd denote the

number of color swatches in magazine cover dd. Let wd,m denote the m-th word in the

d-th document and cd,n denote the n-th color swatch in the d-th document. Each magazine

cover includes some proportion of the color-word topics. These proportions are latent,

and one may use the K dimensional probability vector θd to denote the corresponding

multinomial distribution for a document dd. Let α, β, and γ be hyper-parameters of the

Dirichlet distribution.

Given the above notation, the generative model for LDA-dual can be written as follows:

1. Draw K word topics ψk ∼ Dirichlet(γ).

1Recall that we discretize and use 8 values for each of the three sRGB color channels. Therefore C = 512.
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2. Draw K color topics φk ∼ Dirichlet(β).

3. For each document dd ∈ {d1, d2, . . . , dD}:

• Draw θd ∼ Dirichlet(α).

• For each word wd,m with m = 1, . . . ,Md

– Draw yd,m ∼ Discrete(θd)

– Draw wd,m ∼ Discrete(ψyd,m)

• For each color cd,n with n = 1, . . . , Nd

– Draw zd,n ∼ Discrete(θd)

– Draw cd,n ∼ Discrete(φzd,n)

A graphical model for this generative process is illustrated in Fig. 3.3, where the shaded

nodes denote observed random variables and the unshaded nodes are latent random vari-

ables.

III. STATISTICAL MODEL

LDA is an intuitive approach to infer topics from text
data. As Blei [9] describes, a document can be viewed as
a proportion of different topics. For example, a document
about sociology may include different topics such as biology,
evolution, history, and statistics with different proportions.
Each of these individual topics can be viewed as a multinomial
distribution over a fixed vocabulary of words. Accordingly,
each document, as a bag of words, is a combination of these
topics with some proportions. A similar intuition is observed
in magazine covers: each cover might be a combination of
word topics and color distributions (topics); and each cover,
as a bag of words and colors, may include a proportion of
various word and color topics (e.g., see Fig 1).

θdα

zd,n

yd,m

cd,n

wd,m

φk β

ψk γ

n = 1, . . . , Nd

m = 1, . . . ,Md

d = 1, . . . , D

k = 1, . . . ,K

Fig. 2: Hierarchical Bayesian plate model for the biLDA
model, which combines color and word topics. D is the
number of magazine covers; K is the number of color-word
topics; Nd and Md are the number of pixels and words,
respectively, on the d-th magazine cover.

A. BiLDA Model

Assume there are K color-word topics denoted by
k1, k2, ..., kK and D magazine covers denoted by
d1, d2, ..., dD. Let W denote the number of words in
the vocabulary and C denote the number of color swatches,
where each swatch is a patch of color defined by using
its sRGB values. Moreover, let Nd denote the number of
words and Md denote the number of color swatches in
magazine cover dd. Let wd,n denote the n-th word in the d-th
document and cd,m denote the m-th color swatch in the d-th
document. Each magazine cover includes some proportion
of the color-word topics. These proportions are latent, and
we use the K dimensional probability vector θd to denote
the corresponding multinomial distribution for a document
dd. Let α, β, and γ be hyper-parameters of the Dirichlet
distribution.

Given the above notation, the generative model for biLDA
can be written as follows:

1) Draw K word topics φk ∼ Dirichlet(β).
2) Draw K color topics ψk ∼ Dirichlet(γ).
3) For each document dd ∈ {d1, d2, . . . , dD}:

• Draw θd ∼ Dirichlet(α).

• For each word wd,n with n = 1, . . . , Nd

– Draw zd,n ∼ Discrete(θd).
– Draw wd,n ∼ Discrete(φzd,n).

• For each color cd,m with m = 1, . . . ,Md

– Draw yd,m ∼ Discrete(θd).
– Draw cd,n ∼ Discrete(ψyd,m

).
A graphical model for this generative process is illustrated

in Fig 2, where the shaded nodes denote observed random
variables and the unshaded nodes are latent random variables.

If we let φ = {φ1, . . . , φK}, ψ = {ψ1, . . . , ψK},
θ = {θ1, . . . , θD}, zd = {zd,1, . . . , zd,Nd

}, yd =
{yd,1, . . . , yd,Md

}, z = {z1, . . . , zD}, y = {y1, . . . , yD},
w = {w1, . . . , wd}, and c = {c1, . . . , cd}, then the joint
distribution corresponding to the biLDA model above can be
written as p (φ,ψ,θ, z, c,y,w) =

K∏

i=1

p (φi|β) · p (ψi|γ) ·
D∏

d=1

p (θd|α)

·
(

N∏

n=1

p (zd,n|θd) p (cd,n|φ, zd,n)

)

·
(

M∏

m=1

p (yd,m|θd) p (wd,m|ψ, yd,m)

)
. (1)

Fig 3 provides a graphical illustration of the generative mech-
anism and the inference procedure described below.
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Fig. 3: LDA is both a generative and an inference model. This
image is inspired by [10]. We use the inference process for
extracting color-word topics from the magazine covers. We
then use the generative process to visualize the inferred color-
word topics (see Fig 4).

B. Inference

Since c and w are observed, inference entails computing

p (φ,ψ,θ, z,y|c,w) =
p (φ,ψ,θ, z,y, c,w)

p (c,w)
. (2)

Theoretically, the above distribution can be obtained by
computing the joint probability distribution of the latent and
the observed variables, and then computing the marginal

Fig. 3.3.: Hierarchical Bayesian plate model for the LDA-dual model, which combines

color and word topics. D is the number of magazine covers; K is the number of color-

word topics; Nd and Md are the number of color swatches and words, respectively, in the

d-th magazine cover.
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If we letφ = {φ1, . . . , φK},ψ = {ψ1, . . . , ψK}, θ = {θ1, . . . , θD}, zd = {zd,1, . . . , zd,Nd
},

yd = {yd,1, . . . , yd,Md
}, z = {z1, . . . , zD}, y = {y1, . . . , yD}, w = {w1, . . . , wd} and

c = {c1, . . . , cd}, then the joint distribution corresponding to the LDA-dual model above

can be written as p (φ,ψ,θ, z, c,y,w) =

K∏

i=1

p (φi|β) · p (ψi|γ) ·
D∏

d=1

p (θd|α)

·
(

N∏

n=1

p (zd,n|θd) p (cd,n|φ, zd,n)

)

·
(

M∏

m=1

p (yd,m|θd) p (wd,m|ψ, yd,m)

)
. (3.1)

Figure 3.4 provides a graphical illustration of the generative mechanism and the infer-

ence procedure described below.
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Fig. 3.4.: LDA is both a generative and inference model. This image is inspired by [172].
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3.5.2 Inference

Since c and w are observed, inference entails computing

p (φ,ψ,θ, z,y|c,w) =
p (φ,ψ,θ, z,y, c,w)

p (c,w)
. (3.2)

Theoretically, the above distribution can be obtained first by computing the joint proba-

bility distribution of the latent and the observed variables and then computing the marginal

probability of the observations. In practice, however, topic modeling algorithms approx-

imate the result to bypass the computational complexity of the solution. There are often

two approaches for this approximation [157], variational inference [173, 174] and Markov

chain Monte Carlo (MCMC) sampling [175, 176] (and [56, 171, 177] for collapsed Gibbs

sampling). We use MCMC collapsed Gibbs sampling as implemented in the Matlab Topic

Modeling toolbox [170] developed by [171] for LDA.

Although some variants of LDA can automatically find an optimal value for the number

of topics K, based on our domain knowledge from the data collection process, we simply

set K = 12. Because each color-word topic includes proportions of the color basis and the

vocabulary words, we visualize a topic as a pair of colors and words histograms. Figure 3.5

illustrates the 12 topic histogram pairs for K = 12, α = 0.8, and β = γ = 0.1. We heuris-

tically tune these values to produce visually pleasing color histograms and semantically

meaningful word histograms. The visualized histograms just illustrate the principle com-

ponents. Of course, other levels of granularity can be visualized if needed. For instance,

see Fig. A.4 in Appendix A for when we choose K = 24.

Figure 3.6 illustrates the proportions of each of the inferred color-word topics for the

magazine title designs in the dataset. For instance, note that Vogue as a fashion magazine

has k8 and k9 as the dominant color-word topics. As can be seen, k8 and k9 contain words

such as “women”, “fashion”, “love”, and “beauty”, while the corresponding color his-

tograms contain pastel and pink colors, which are often associated with fashion magazines.

On the other hand, Horticulture which is a nature magazine has the highest proportion of k1,
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which pre-dominantly contains shades of green. The words in k1 include gardening-related

words such as “gardens”, “landscapes”, and “plants”.

WORD_TOPIC_1 0.05 WORD_TOPIC_2 0.06 WORD_TOPIC_3 0.05 WORD_TOPIC_4 0.23 WORD_TOPIC_5 0.05 WORD_TOPIC_6 0.10

gardens 0.08 news 0.03 science 0.03 business 0.02 decorating 0.02 business 0.02

plants 0.02 pc 0.02 natural 0.02 health 0.01 interior 0.02 men0.02

landscape 0.02 ibm0.02 geography 0.02 hygiene 0.01 travel 0.02 science 0.02

science 0.02 computing 0.01 stars 0.01 economic 0.01 teach 0.02 popular 0.01

art 0.02 fast 0.01 clothing 0.01 money 0.01 interior-decoration 0.02 music 0.01

horticulture 0.02 food 0.01 fighting 0.01 sex 0.01 education 0.01 popular-culture 0.01

ideas 0.01 sport 0.01 energy 0.01 person 0.01 science 0.01 rock 0.01

living 0.01 security 0.01 aeronautics 0.01 life 0.01 bike 0.01 success 0.01

golf 0.01 drive 0.01 person 0.01 fat 0.01 hotels 0.01 college 0.01

save 0.01 microcomputers 0.01 aging 0.01 domestic 0.01 voyages 0.01 entrepreneur 0.01

WORD_TOPIC_7 0.04 WORD_TOPIC_80.11 WORD_TOPIC_9 0.04 WORD_TOPIC_100.06 WORD_TOPIC_110.11 WORD_TOPIC_120.10

life 0.02 women0.02 women0.03 shop0.01 men0.01 teach0.01

pc0.02 fashion0.02 fashion0.03 art 0.01 technology 0.01 women0.01

economic 0.02 loves 0.02 beautiful 0.03 education 0.01 sport 0.01 social 0.01

ibm0.02 style 0.01 home0.02 home0.01 hot 0.01 elementary 0.01

security 0.01 beautiful 0.01 shop0.02 products 0.01 art 0.01 time0.01

finance0.01 kids 0.01 loves 0.02 test 0.01 health 0.01 study0.01

shop0.01 life 0.01 home-economics 0.02 gardens 0.01 style 0.01 stars 0.01

microcomputers 0.01 body0.01 sex 0.01 commercial 0.01 natural 0.01 humanities 0.01

computing 0.01 intellectual 0.01 food0.01 ideas 0.01 body0.01 sex 0.01

economic-history 0.01 hair 0.01 gardens 0.01 fix 0.01 games0.01 money0.01

k1

COLOR_TOPIC_1

k6

k12

Fig. 3.5.: Color-word topics inferred by the LDA-dual model. Illustration of the 12 color

topics in the middle, their corresponding 12 word topics, 6 on top for the first 6 color

histograms from the left, and the other 6 at the bottom. Note that for visualization, only the

principle elements in the histograms are shown. Also note that the numerical weights of

the word topics are shown next to the each word topic histogram. Similarly, the numerical

weights of the words in each word topic histogram are shown next to their corresponding

words. See Fig. 3.6 for the proportions of the 12 color-word topics for the magazine covers

in the dataset.
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Fig. 3.6.: Topics vs. titles. The proportion of each of the 12 color-word topics, k1 to k12

(see Fig. 3.5) for each magazine title is illustrated. Note that the colors here are just legends

for the purpose of visualization, and not related to the color-word topics.
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3.5.3 Effect of Color Basis

We chose the quantized sRGB basis of 8 bit depth for the color basis because it is simple

and widely used. However, this is not the only possible choice. For instance, we can change

the color basis to Kobayashi’s 1,170 3-color combinations (Color Image Scale). That is,

imagine instead of 512 independent pixels in the space of colors, there are 1,170 compound

3-pixels. The difference is that the 512 basic colors in the sRGB basis are independent of

each other, whereas in the case of 3-color palettes, 3 swatches (patches) of basic colors

together define one color unit. For projecting images on Kobayashi’s 3-color palettes, we

use the mathematical framework in ref. [138, 150]. The results using Kobayashi’s color

image scale basis is provided in Fig. A.5 in Appendix A. We note in passing that different

bases may lead to more insights into the data. For instance, the shades of the color topics

are aligned with the color topics in the 512 color basis. Also, the words that Kobayashi

has chosen are in many cases synonyms to the word topics in the 512 color basis analysis.

However, we leave the deep investigation of the effect of color basis for future work.

3.6 Interpreting Model Output

Visualizing the results of LDA is a topic of research [178, 179]. Chaney & Blei [178],

for example, suggest a visualization mechanism for exploring and navigating through in-

ferred topics from LDA and their corresponding documents. Although their work does not

completely address the usability evaluation of this mechanism, it inspired our visualization

mechanism for our user study. In order to evaluate the color semantics hypothesis, we need

to display both the color histogram and the word histogram to the participants in our user

study in a comprehensive yet unbiased fashion. We address this via a two step process. The

word histograms are converted to word clouds, while the color histograms are converted to

color palettes using the mechanism described below. Figure 3.7 illustrates the visualization

process.
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3.6.1 From Color Histograms to Color Palettes

We use 5-color palettes as proxies to represent each of the color histograms in Fig. 3.5

(a). These palettes are drawn from a pool of 5-color palettes in the dataset. As mentioned

before, this pool is created by using techniques from [57].

But, why 5-color palettes? The intuition behind this is that when designers are asked to

design a piece such as a magazine cover, poster, or webpage, they often start by choosing a

good image and then extracting the color palette from the image. The color palette is then

used consistently through the design process. Designers usually choose a 3-color, 5-color,

or occasionally a 7-color palette so that their designs are clean and sophisticated as opposed

to busy and cluttered.

(a) (b) (c) (d)

Fig. 3.7.: Visualization process for the inferred color-word topics. To visualize the color-

word topics histograms inferred by the model (see Fig. 3.5), we use 5-color palettes and

word clouds as proxies to color histograms and word histograms, respectively.

In order to find the closest 5-color palettes to the color topic histograms, we define a

similarity metric as follows: Let S512 denote a color topic histogram with the 512 color
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basis, and S5 denote a 5-color palette. An intuitive similarity metric is a Euclidean distance

between color swatches of S512 and S5. Among the color spaces, the CIE L*a*b* color

space with a D65 reference white point is considered as a perceptually uniform space under

∆E ≤ 2.3, where ∆E denotes the distance between two colors, and the approximate value

2.3 is JND (Just Noticeable Difference) [180].

Defining the color similarity distance problem as a bipartite graph matching between

S512 and S5 with 512 and 5 nodes, respectively, we find the minimum distance cost of

this graph using the Hungarian method [181]. Equation 6.3 defines the distances dWED

between the nodes of these two graphs. Here the weight wi corresponds to the weight of

the i-th color in the color topic histogram S512. This metric can be thought of as a version

of The Earth Mover’s distance suggested by Rubner et al. [182] for image retrieval, with

the weight vector as the representative of color importance.

dWED =
512∑

i=1

1

wi

5∑

j=1

∥∥S512
i − S5

j

∥∥. (3.3)

Computing dWED for a given color topic histogram and all 5-color palettes, we choose

the first 3 closest of them as proxies to the histogram (see Fig. 3.7 (c)). In the user study,

we present two series of questions for the first and the second closest color palettes, be-

cause just one color palette cannot provide an adequate visualization of the whole topic

histogram. See Fig. 3.9. Figure 3.8 illustrates the three first closest color palettes to a set

of color histograms.

3.6.2 From Weighted Bag of Words to Word Clouds

Figures 3.7 (c) and (d) illustrate how we visualize each word topic histogram with

a word cloud. Word cloud (or tag cloud) is a visualization technique used to show the

relative weights of words through different font sizes. The weights resemble frequency of

occurrence or importance of the words in a word dataset. A suite of word cloud algorithms

and their usabilities is discussed in [183]. Because of the popularity of word clouds in

visualizing categories and the fact that words are randomly scattered over a layout, we use
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this technique in our summative user study. Using wordle2, we generated black and white

word clouds to avoid introducing any color bias.

Fig. 3.8.: Three first closest color palettes to each color histogram, in the pool of color

palettes. Eq 6.3 describes the used similarity metric.

3.7 User Study

The main aim of our user study is to validate the output of the probabilistic topic model.

In particular, we want to understand if casual users (who are not necessarily designers)

agree with the association between color combinations and linguistic concepts produced

by our model. In particular, as discussed above, we represent color combinations by 5-

color palettes and linguistic concepts by word clouds. We show the users a color palette

and a choice of word clouds and ask them to select the most appropriate word cloud for the

given color palette. Further, we describe details.

2http://www.wordle.net
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 3.9.: The 12 color-word topics produced by the model are visualized in this figure.

The top panel shows the color histogram, the second and third color panels show the top

two color palettes we extracted from this histogram. The word topics are visualized in the

bottom panel as word clouds, with the size of a word being proportional to its weight.
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3.7.1 Formative Study

The goal of this study was to learn an effective method to design questions, visualize the

color-word topics, and communicate with users about color semantics. For the demography

questions, we borrowed a setup similar to the one in [99]. For the color semantics, we de-

signed two sets of 12 questions. The first and the second sets contained the 5-color palettes

that were closest and second closest to the color topics, respectively. As mentioned earlier,

we used 5-color palettes as proxies to color topics histograms for the sake of visualization.

Each question then contained 12 multiple (check box) answers. Each answer included a

triple of words – we did not use word clouds for this formative study. These triples were

hand chosen by looking at each word topic histogram (see Fig. A.2 in Appendix A). Our

aim was to observe the matchings that users perform between the color palettes and the

word triples.

This study was designed as an online survey3 hosted on our university’s survey plat-

form. The survey was advertised through social networks and our university’s network. A

summary of what we learned from 367 responses follows: In most of the questions, par-

ticipants showed extremely high agreements to the colors and words associations inferred

by the model. However, we conjectured that this could be because the three representative

words were chosen by us, whereas a more unbiased method would be to just let the par-

ticipants select the concepts from the word topics histograms. This was further supported

by comments from a number of participants who argued that they were not able to com-

prehend some of the word triples. Some participants also mentioned that iterating through

a list of 12 word triples for each question was rather tedious. Another feedback was about

the demography questions, some participants stating that they did not like such detailed

questions in a free survey.

3http://goo.gl/WFnjHL
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3.7.2 Summative Study

Participants

Our color semantics online survey4 is hosted at our university’s survey system. It was

advertised through social networks and the university email network. So far, we have

collected 859 responses from 487 (56.69%) females, 367 (42.72%) males, and 5 others

(0.58%), in the age range of 18 to 80 years (with mean = 30.98). The participants are

from 70 countries with the majority from the US (59.84%) and are native speakers of 66

languages, . There are 348 (40.51%) participants who have lived in more than one country.

There are 352 (40.97%) participants with college degrees, 451 (52.50%) with graduate de-

grees, and 55 others (pre-high school, high school, and professional degrees). The majority,

i.e. 716 (83.35%) participants are non-designers. In contrast, there are 130 (15.13%) par-

ticipants with three or more years of experience in visual design (including graphic design,

interior design, and textiles.) Additional statistics are reported in Fig. A.3 in Appendix A.

Stimuli and Procedure

Figure 3.10 illustrates the flow of the survey. In order to simulate a matching experiment

between pairs of color and word topics, we designed a question as follows: one 5-color

palette is shown on the left side of the screen, and three shuffled and random word clouds,

as well as a “None of the above” option (multiple choice check boxes) are shown on the

right side in a vertical order. Among the three randomly drawn word clouds, one is the

word cloud inferred from the model. The reason for dividing the survey into two subsets of

questions is because otherwise participants lose interest in finishing the experiment. This

observation was made in the early stages of the experiment. The reason for shuffling the

word clouds in each question is that we conjectured there might be a position bias in the

vertically arranged options. In Sec. 3.8, we explain how we were inspired by click models

in [161] and utilized this framework in analyzing the experimental results.

4http://goo.gl/P4W9XL
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Fig. 3.10.: Flow of the summative user study.

We created 24 questions for the first and second closest 5-color palettes corresponding

to the 12 inferred color topics. However, to avoid exhausting the participants, we draw 8

questions randomly and ask the participants to answer them. Then we ask the participants

if they would like to continue by taking another set of 8 questions. Of all participants,

61.35% of the users chose to continue and answered all 16 questions.

3.8 Interpreting the User Study

In this section we explain the statistical inference mechanism that we used to understand

the user responses.

3.8.1 Statistical Model

First we define some notation. Let ci denote the event that the i-th color palette was

displayed. Also, let wj denote the event that the user selected (clicked on) the j-th word

cloud, and uij denote the probability that j-th word cloud was selected (clicked on) by the

user in response to the i-th color palette. In order to compute uij we note that

uij = Pr(wj|ci). (3.4)
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There are three possible positions p ∈ {1, 2, 3} at which a word cloud can be displayed.

Let djp denote the event that the j-th word cloud was displayed at position p, and let wjp

denote the event that the user selected the j-th word cloud which was displayed at the p-th

position. Then

uij =
∑

p∈{1,2,3}

Pr(wjp|djp, ci) · Pr(djp|ci). (3.5)

If dj denotes the event that the j-th word cloud was selected for display and dpj the event

that it was displayed at position p, then

Pr(djp|ci) = Pr(dj|ci) · Pr(dpj |ci). (3.6)

According to our experiment design, each word cloud has an equal probability of appearing

in any of the three positions. Therefore

Pr(dpj |ci) =
1

3
. (3.7)

On the other hand, we always select the i-th word cloud (the true word cloud as per our

model) for the i-th color palette. The other two slots are filled by selecting any two of the

remaining 11 word clouds uniformly at random. Therefore

Pr(dj|ci) =





1 if i = j

2
11

otherwise.
(3.8)

All that remains is to estimate Pr(wjp|djp, ci). For this task, we borrow from the cascade

click model [161] and write the probability as a product of the following two factors:

• the probability that the p-th position is examined by a user, the so-called position

bias. It is denoted bp.

• the intrinsic relevance of the word cloud j to the color palette i. This is the quantity

that we seek to infer from the user responses, and we will denote it rij .

In other words,

Pr(wjp|djpci) = rij · bp, (3.9)
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and by using (3.5) and letting
∑

p∈{1,2,3} Pr(djp|ci) · bp be qij we can write

uij = rij ·
∑

p∈{1,2,3}

Pr(djp|ci) · bp = rij · qij. (3.10)

Note that bp can be pre-computed as follows:

bp =
mp

m
, (3.11)

where m denotes the total number of trials (each question in our survey is equivalent to one

trial), and mp denotes the number of times the word cloud at position p was selected in any

of the trials.

Let mi denote the number of trials in which the i-th color palette was displayed, and

mij denote the number of trials in which the i-th color palette was displayed and the j-th

word cloud was selected. We can assume that the trials are independent, and therefore the

probability of observing this data under model (3.10) can be written as

Pr(mi,mij) = (rij · qij)mij(1− rij · qij)mi−mij . (3.12)

The maximum likelihood estimate for rij · qij is simply mij

mi
, from which we can infer r̂ij ,

the maximum likelihood estimate for rij , as

r̂ij =
mij

mi · qij
. (3.13)
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�̂�1 𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6 𝑤7 𝑤8 𝑤9 𝑤10 𝑤11 𝑤12   �̂�2 𝑤1 𝑤2 𝑤3 𝑤4 𝑤5 𝑤6 𝑤7 𝑤8 𝑤9 𝑤10 𝑤11 𝑤12 

𝑐1 2.14 0.33 1.39 0.39 0.49 0.38 0.26 0.38 0.31 0.81 0.43 0.30   𝑐1 2.23 0.24 1.45 0.48 1.07 0.48 0.56 0.51 0.29 1.02 0.49 0.45 

𝑐2 0.57 0.28 0.56 0.62 1.18 0.38 0.35 1.76 1.87 0.71 0.68 1.45   𝑐2 0.04 0.97 0.77 0.80 0.75 0.46 0.41 1.09 1.54 0.58 0.90 1.07 

𝑐3 0.14 1.27 1.53 0.84 0.89 0.89 1.18 0.54 0.30 0.67 1.04 0.34   𝑐3 0.31 1.17 1.18 1.04 1.38 0.96 1.29 0.60 0.67 0.85 1.39 0.48 

𝑐4 0.03 1.62 1.13 1.28 0.71 1.19 1.68 0.12 0.28 0.63 1.43 0.30   𝑐4 0.19 1.19 0.91 1.31 0.97 1.17 1.52 0.28 0.43 0.80 0.92 0.63 

𝑐5 0.38 1.23 1.44 1.09 1.45 1.05 1.61 0.43 0.36 0.93 1.12 0.53   𝑐5 0.65 0.93 1.56 0.93 1.31 0.84 0.79 0.48 0.56 1.11 1.40 0.74 

𝑐6 0.74 0.99 1.08 0.74 0.53 1.85 0.99 0.26 0.10 0.59 1.02 0.40   𝑐6 0.19 1.33 1.16 0.79 0.46 1.80 1.29 0.18 0.24 0.53 1.38 0.37 

𝑐7 0.13 1.33 1.23 1.03 1.12 1.01 1.63 0.29 0.48 0.38 1.04 0.48   𝑐7 0.05 1.19 0.97 1.22 1.01 1.39 1.38 0.25 0.71 0.71 1.20 0.36 

𝑐8 0.51 0.33 0.61 0.41 1.49 0.40 0.34 1.79 1.32 1.01 0.46 1.07   𝑐8 1.22 0.85 1.80 0.91 1.39 0.92 0.76 0.61 0.64 1.26 0.83 0.88 

𝑐9 0.43 0.03 0.10 0.30 1.30 0.07 0.10 1.96 2.07 0.61 0.34 1.18   𝑐9 0.26 0.09 0.13 0.31 0.92 0.09 0.13 1.65 2.42 0.47 0.18 1.21 

𝑐10 1.05 0.25 0.73 0.57 1.80 0.34 0.18 1.53 0.99 1.43 0.61 1.17   𝑐10 0.74 0.40 0.60 0.70 1.98 0.35 0.44 0.95 0.82 1.31 0.58 1.01 

𝑐11 0.30 1.68 0.93 1.41 0.48 1.23 1.52 0.23 0.23 0.74 1.38 0.37   𝑐11 0.09 1.63 0.99 1.11 0.57 1.20 1.41 0.05 0.00 0.63 1.44 0.10 

𝑐12 1.01 0.49 1.56 0.93 0.89 1.53 0.63 0.57 0.63 1.08 1.06 0.59   𝑐12 0.52 0.42 1.21 0.96 0.86 0.66 0.62 0.90 0.99 0.91 0.49 1.10 
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𝑐5 0.38 1.23 1.44 1.09 1.45 1.05 1.61 0.43 0.36 0.93 1.12 0.53   𝑐5 0.65 0.93 1.56 0.93 1.31 0.84 0.79 0.48 0.56 1.11 1.40 0.74 

𝑐6 0.74 0.99 1.08 0.74 0.53 1.85 0.99 0.26 0.10 0.59 1.02 0.40   𝑐6 0.19 1.33 1.16 0.79 0.46 1.80 1.29 0.18 0.24 0.53 1.38 0.37 

𝑐7 0.13 1.33 1.23 1.03 1.12 1.01 1.63 0.29 0.48 0.38 1.04 0.48   𝑐7 0.05 1.19 0.97 1.22 1.01 1.39 1.38 0.25 0.71 0.71 1.20 0.36 

𝑐8 0.51 0.33 0.61 0.41 1.49 0.40 0.34 1.79 1.32 1.01 0.46 1.07   𝑐8 1.22 0.85 1.80 0.91 1.39 0.92 0.76 0.61 0.64 1.26 0.83 0.88 

𝑐9 0.43 0.03 0.10 0.30 1.30 0.07 0.10 1.96 2.07 0.61 0.34 1.18   𝑐9 0.26 0.09 0.13 0.31 0.92 0.09 0.13 1.65 2.42 0.47 0.18 1.21 

𝑐10 1.05 0.25 0.73 0.57 1.80 0.34 0.18 1.53 0.99 1.43 0.61 1.17   𝑐10 0.74 0.40 0.60 0.70 1.98 0.35 0.44 0.95 0.82 1.31 0.58 1.01 

𝑐11 0.30 1.68 0.93 1.41 0.48 1.23 1.52 0.23 0.23 0.74 1.38 0.37   𝑐11 0.09 1.63 0.99 1.11 0.57 1.20 1.41 0.05 0.00 0.63 1.44 0.10 

𝑐12 1.01 0.49 1.56 0.93 0.89 1.53 0.63 0.57 0.63 1.08 1.06 0.59   𝑐12 0.52 0.42 1.21 0.96 0.86 0.66 0.62 0.90 0.99 0.91 0.49 1.10 

(b)

Fig. 3.11.: Relevance matrices R̂1 and R̂2 for the first and second set of questions, re-

spectively. The elements of these matrices are estimated intrinsic relevance of associations

between colors and words, calculated from the participants’ responses. The higher the

value, the greater the intrinsic relevance associated by the users. Ideally, the diagonals

should contain the highest values.
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3.8.2 Analyzing the Results

Figure 3.11 illustrates two relevance matrices R̂1 and R̂2. R̂1 (resp. R̂2) corresponds

to the inferred relevance of the first (resp. second) closest color palette to the word cloud

produced by LDA-dual. The rows are color palettes, as proxies to color topics histograms,

and the columns are word-clouds, as proxies to word topics histograms. The (i, j)-th ele-

ments of these matrices are the intrinsic relevance values r̂ij , computed from the observed

responses of the participants using the model described in the previous section. Higher

values of r̂ij mean that the users found a high correlation between the i-th word cloud and

the j-th color palette. If the participants find the word cloud produced by our model to be

the most relevant for a given color palette, then the diagonal entries, marked in blue, should

contain the highest values. Whenever an off-diagonal entry is larger than the corresponding

diagonal entry, it is marked yellow in the figure.

As can be seen from the relevance matrices in Fig. 3.11, in most cases the diagonal

elements are higher than the off-diagonal elements. This indicates a strong correlation be-

tween the results of LDA-dual and the opinion of the participants. We studied the entries

with the highest relevance values such as r̂111 and r̂199. Referring to Fig. 3.9 (a) and (i), one

reason these values are high could be because green for “garden” (r̂111) and pink and pur-

ple for “fashion” and “women” (r̂299) are intuitive and widely accepted correlations across

different cultures.

There are a few color palettes such as c2 in R̂1 where the users assign higher relevance

to other word clouds than the one produced by the LDA-dual model. To understand this,

note that in Fig. 3.9 (b) the first 5-color palette, which is c2, predominantly contains shades

of red and black. Unsurprisingly, users assign higher relevance to word clouds w8 and

w9 which are about “sex” and “beauty.” In our dataset however, the red and black color

combinations are often used by news magazines such as Time and The Economists, and

computer magazines such as PC Magazine. One can perform a similar analysis for other

color palettes such as c12 in R̂1 and c8 in R̂2 to infer why there is a mismatch between

the model output and the relevance values assigned by the users. This also shows why it
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is important to perform a user study; domain specific color palettes and their associated

linguistic concepts may not always transfer to a general context.

To understand the differences between female and male participants as well as be-

tween non-US and US participants we computed the corresponding relevance matrices.

See Fig. A.1 in Appendix A. Comparing these matrices with Fig. 3.11 we do not observe

any significant differences. This indicates that our results do not depend significantly on

the demography or cultural background of the users. However, when we compare the de-

signers to the non-designers we note that there are more zero values in the off-diagonals

for designers. This indicates that designers exhibit a stronger bias against selecting certain

word clouds for certain color palettes, perhaps because of their training.

3.8.3 Association Directionality

Our interviews [184] with designers suggest that it is often easier for people to asso-

ciate words with color combinations than color combinations with words. To examine the

directionality of the associations, we set up another crowdsourcing experiment similar to

the summative experiment. This time, however, we showed a word cloud and asked the

user to match it with the shown color combinations5.

So far, we have collected 255 responses, with 38% male, 62% female, and 3% others,

in the age range of 18 to 66 years (with average 24.34). 79% of the participants are from

the US. 87% of the participants are non-designers. Figure 3.12 illustrates the relevance

matrices of the responses. Generally, the values of these matrices are lower than of the

matrices in Fig. 3.11. This indicates that participants were more uncertain in associating

color combinations to a given word cloud. Nevertheless, still the diagonal entities in most of

the cases have the highest values, suggesting that participants agreed with the associations

inferred by the model.

5http://goo.gl/O3Xlp2
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�̂�1 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5 𝑐6 𝑐7 𝑐8 𝑐9 𝑐10 𝑐11 𝑐12   �̂�2 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5 𝑐6 𝑐7 𝑐8 𝑐9 𝑐10 𝑐11 𝑐12 

𝑤1 2.09 0.50 0.18 0.26 0.00 0.37 0.08 0.36 0.17 0.40 0.08 0.35   𝑤1 2.04 0.13 0.42 0.00 0.27 0.29 0.28 0.40 0.13 0.56 0.28 0.28 

𝑤2 0.17 0.60 1.43 1.72 1.72 1.05 1.22 0.92 0.49 0.16 1.80 0.72   𝑤2 0.34 1.02 1.15 1.32 0.70 0.80 1.71 0.56 0.12 0.84 1.08 0.76 

𝑤3 1.86 0.30 1.51 0.62 1.05 0.88 0.92 0.58 0.00 0.56 0.75 0.84   𝑤3 2.02 0.45 0.97 0.95 0.94 0.69 1.36 1.16 0.50 1.11 0.90 0.92 

𝑤4 1.03 0.57 1.18 1.36 1.15 0.92 0.82 0.89 0.32 0.80 0.86 0.58   𝑤4 1.52 0.85 0.70 1.13 1.47 1.57 1.12 0.75 0.26 1.05 1.03 0.86 

𝑤5 1.22 1.02 0.61 1.03 1.27 0.34 0.99 1.38 1.34 1.76 0.37 0.48   𝑤5 1.69 0.54 0.43 0.85 1.20 0.40 1.05 0.81 1.13 1.75 0.54 0.99 

𝑤6 1.30 0.41 1.04 1.30 1.28 1.62 1.04 0.43 0.09 0.61 1.30 0.72   𝑤6 0.93 0.36 1.37 0.61 1.20 1.82 1.00 0.83 0.12 0.53 1.24 0.22 

𝑤7 0.79 0.17 0.98 1.36 1.30 0.88 1.58 0.33 0.25 0.45 1.67 0.75   𝑤7 0.71 0.56 1.26 0.94 1.14 1.12 1.24 0.98 0.28 0.27 1.27 0.28 

𝑤8 0.16 1.62 0.42 0.57 0.69 0.09 0.29 1.83 1.74 1.62 0.17 0.09   𝑤8 0.70 1.41 0.88 0.45 0.78 0.00 0.82 0.65 2.03 1.21 0.00 1.49 

𝑤9 0.00 1.39 0.90 0.70 0.27 0.20 0.55 0.82 1.78 0.68 0.36 0.56   𝑤9 1.03 1.58 0.92 0.54 1.07 0.51 0.12 0.12 2.34 0.96 0.23 0.55 

𝑤10 1.00 0.42 0.90 0.38 0.71 0.37 0.49 0.56 0.94 1.71 0.30 0.47   𝑤10 2.12 1.07 0.56 0.42 0.80 0.42 0.42 1.26 0.70 1.41 0.29 0.86 

𝑤11 1.14 0.56 1.27 0.59 0.87 0.70 1.24 0.41 0.09 0.70 1.61 1.06   𝑤11 1.03 0.97 0.83 0.75 1.09 1.02 1.00 0.50 0.50 1.52 1.33 0.69 

𝑤12 0.75 1.30 0.96 0.65 1.42 0.33 0.50 1.63 1.71 1.37 0.42 0.77   𝑤12 0.47 0.57 1.35 0.24 0.96 0.85 0.57 0.36 1.48 1.81 0.39 1.09 

 
(a)

�̂�1 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5 𝑐6 𝑐7 𝑐8 𝑐9 𝑐10 𝑐11 𝑐12   �̂�2 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5 𝑐6 𝑐7 𝑐8 𝑐9 𝑐10 𝑐11 𝑐12 

𝑤1 2.09 0.50 0.18 0.26 0.00 0.37 0.08 0.36 0.17 0.40 0.08 0.35   𝑤1 2.04 0.13 0.42 0.00 0.27 0.29 0.28 0.40 0.13 0.56 0.28 0.28 

𝑤2 0.17 0.60 1.43 1.72 1.72 1.05 1.22 0.92 0.49 0.16 1.80 0.72   𝑤2 0.34 1.02 1.15 1.32 0.70 0.80 1.71 0.56 0.12 0.84 1.08 0.76 

𝑤3 1.86 0.30 1.51 0.62 1.05 0.88 0.92 0.58 0.00 0.56 0.75 0.84   𝑤3 2.02 0.45 0.97 0.95 0.94 0.69 1.36 1.16 0.50 1.11 0.90 0.92 

𝑤4 1.03 0.57 1.18 1.36 1.15 0.92 0.82 0.89 0.32 0.80 0.86 0.58   𝑤4 1.52 0.85 0.70 1.13 1.47 1.57 1.12 0.75 0.26 1.05 1.03 0.86 

𝑤5 1.22 1.02 0.61 1.03 1.27 0.34 0.99 1.38 1.34 1.76 0.37 0.48   𝑤5 1.69 0.54 0.43 0.85 1.20 0.40 1.05 0.81 1.13 1.75 0.54 0.99 

𝑤6 1.30 0.41 1.04 1.30 1.28 1.62 1.04 0.43 0.09 0.61 1.30 0.72   𝑤6 0.93 0.36 1.37 0.61 1.20 1.82 1.00 0.83 0.12 0.53 1.24 0.22 

𝑤7 0.79 0.17 0.98 1.36 1.30 0.88 1.58 0.33 0.25 0.45 1.67 0.75   𝑤7 0.71 0.56 1.26 0.94 1.14 1.12 1.24 0.98 0.28 0.27 1.27 0.28 

𝑤8 0.16 1.62 0.42 0.57 0.69 0.09 0.29 1.83 1.74 1.62 0.17 0.09   𝑤8 0.70 1.41 0.88 0.45 0.78 0.00 0.82 0.65 2.03 1.21 0.00 1.49 

𝑤9 0.00 1.39 0.90 0.70 0.27 0.20 0.55 0.82 1.78 0.68 0.36 0.56   𝑤9 1.03 1.58 0.92 0.54 1.07 0.51 0.12 0.12 2.34 0.96 0.23 0.55 

𝑤10 1.00 0.42 0.90 0.38 0.71 0.37 0.49 0.56 0.94 1.71 0.30 0.47   𝑤10 2.12 1.07 0.56 0.42 0.80 0.42 0.42 1.26 0.70 1.41 0.29 0.86 

𝑤11 1.14 0.56 1.27 0.59 0.87 0.70 1.24 0.41 0.09 0.70 1.61 1.06   𝑤11 1.03 0.97 0.83 0.75 1.09 1.02 1.00 0.50 0.50 1.52 1.33 0.69 

𝑤12 0.75 1.30 0.96 0.65 1.42 0.33 0.50 1.63 1.71 1.37 0.42 0.77   𝑤12 0.47 0.57 1.35 0.24 0.96 0.85 0.57 0.36 1.48 1.81 0.39 1.09 

 
(b)

Fig. 3.12.: Results of examining the words to colors association directionality. Relevance

matrices R̂1 and R̂2 for the first and second set of questions, respectively. The elements of

these matrices are estimated intrinsic relevance of associations between words (rows) and

colors (columns), calculated from the participants’ responses. Compare with matrices in

Fig. 3.11.
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Another note to take into account is that some participants mentioned that in some cases

their personal preferences interfered with their decisions in the matching processes. That

is, for a given word cloud, they sometimes preferred to choose one color combination over

another. This suggest that while color design is a professional task, it also needs to accounts

for customization and preferences.

3.9 Applications

Similar to the applications of color naming proposed by Heer and Stone [63], in order

to illustrate how color semantics enables more meaningful user interactions, we present

a number of applications in color palette selection and design example retrieval, image

retrieval, and recoloring images using semantics.

3.9.1 Color Palettes Selection Using Semantics

One way to make design accessible to the masses is to recommend design elements and

design examples. In content creation, for instance, the user needs to use a color combi-

nation that is both appealing and aligned with his/her purpose of design. While this need

seems more immediate to a non-designer, a designer may also prefer to see examples for

a more creative or even an inspiring color combination. Our inferred color semantics can

be applied in color palette recommendation. Although there are pools of color palettes

available online [148, 185], it is not easy to navigate, find, or recommend a set of palettes

based on the user’s need (see [149] and [186]). Consider a scenario in which the user is

interested to find a color palette that conveys meanings of both “technology” and “fashion.”

Figure 3.13 illustrates such a scenario, where the user queries for a combination of these

two concepts. This type of query is mapped to the word topics, and from them to their

corresponding color topics. We then map these color topics to a set of color palettes in a

pool of color palettes, created from the magazine dataset using techniques in [57]. The user

can then choose his/her preferred color palettes from the recommended set.
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Recommended 

Color Palettes

Retrieved Design 

Examples
Color-word topics

Fig. 3.13.: Application of color semantics in color palettes selection, and design example

retrieval. See Applications section. Magazine cover images from [168, 187].

3.9.2 Design Example Recommendation

Another plausible application in using our color semantics is recommendation of alter-

native designs. This can be done in several ways, i.e. by using a given a set of recommended

color palettes (see Fig. 3.13), or directly, just by taking color semantics as the user’s input.

Providing such examples can be utilized in creativity support tools [188]. It can also fa-

cilitate design prototyping [189]. Similarly, translating the associations inferred from the

magazine covers to other kinds of media such as website remains for future work. Because

LDA-dual is a generative model, it can be used in automatic creation of designs based on

the user’s preferences, similar to magazine cover design [151], and website design [116].

Utilizing generative models can also leverage the design-driven studies in HCI [117].
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3.9.3 Image Retrieval Using Color Semantics

The gap of color semantics in computer vision, specifically for image retrieval, has

been emphasized by prior work [140,142,143,145]. Nevertheless, the associations of color

combinations and linguistic concepts can be utilized in designing high level image features

for both current image retrieval algorithms [150] as well as deep learning algorithms [190,

191]. Consider a scenario in which the user first makes a query about “interior design” in an

image search community. As a result, a number of images will be retrieved and suggested.

However, in order to explore and navigate through the retrieved images, the user may query

for “classy” images. In this case, we are able to map this query to the color-word topics,

and rank the already retrieved images based on the color topic histograms that represent

“garden”.

3.9.4 Image Color Selection Using Semantics

As Heer and Stone [159] note, a common interaction in image editing is to find a region

of colors. They suggest two types of color region mechanisms based on color names:

color name queries from the user, and using the magic wand tool. In our case, we use the

user’s query and present the set of pixels that semantically contributes to the colors of an

image. Figure 3.14 illustrates this kind of interaction. Figure 3.14 a) is the original image, a

screenshot of a traveling agency website [192] nominated as one of the best designs (based

on people’s votes) according to the Webby Awards 2014 [193]. We are interested to know

what color regions have contributed to “travel” and “shop” in this image. Figure 3.14 b)

represents these regions, while turning the other regions to the grayscale mode. In contrast,

Fig. 3.14 c) illustrates only color regions that contribute to “women” in our color semantics

space.

Note that in order to find these color regions we map the user’s queries to the word

topics, and preserve their associated color topics in the image. Of course, utilizing the

current image segmentation techniques leads to a smoother pixel selection.
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(a)

(b)

(c)

Fig. 3.14.: Image color selection using color semantics. a) The original image, b) colors

that contribute to “travel” and “shop”, and c) “women” and “fashion”, in the original image.

Image from the homepage of tripadvisor.com [192].
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3.9.5 Image Recoloring Using Semantics

Given the fact that colors communicate messages, designers often modify color themes

of their designs. Part of this color modification may involve recoloring an image [194],

transferring a color theme to an image [152], or enhancing a color theme of an image [195].

In this section we suggest an application of color semantics for colorizing patterns (Fig. 3.15),

based on techniques introduced by Lin et al. [194].

Figure 3.15 a) illustrates a grayscale pattern. Using the color semantics associations,

we are able to accept a user query, map it to the word topics, and use a 5-color palette as a

representative of this color topic to colorize the original pattern. Figure 3.15 b), c), and d)

illustrate the results of colorizing the original pattern using “science”, “shop”, and “sports”

queries, respectively.

(a) (b) (c) (d)

Fig. 3.15.: Pattern colorization using color semantics. a) The original pattern, b) “science”,

c) “shop”, and d) “sports” and “men” colorized patterns. Images colorized using techniques

in [194]. Pattern from ColourLovers ArrayOfLilly [148].

3.10 Conclusion and Future Work

Taking into account that the goal of visual design is both to convey a message and to

appeal to audiences aesthetically, we investigate design mining of designers’ thought pro-

cess in associating colors with linguistic concepts. We collected high quality examples of

good designs, a dataset of 2,600+ magazine cover designs in 71 titles and 12 genres. We
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then adapted LDA-dual, an extension of the popular LDA topic model, to simultaneously

explain designers’ both choice of colors and words on the magazine covers. To verify the

inferred color semantics with the wisdom of the crowd, we used a crowdsourcing experi-

ment. The results confirm that our model is able to successfully discover the association

between colors and linguistic concepts. This completes the loop of our design mining sys-

tem, from hypothesis inference to validation.

Our user study shows that users across different countries, gender, and age groups

largely agree with the colors and linguistic concepts associations produced by our model.

However, to put this in a context note, our experiment is biased towards an audience which

is capable of reading and understanding English, is mainly college educated, and has access

to the Internet. Arguably, the Internet is globalizing design by melting cultural perceptions.

Talking about the effect of globalization in art, Carroll [82] argues that:

What we are witnessing now differs from the past insofar as what we see emerging

is something like a single, integrated, cosmopolitan institution of art, organized trans-

nationally in such a way that the participants, from wherever they hail, share converging

or overlapping traditions and practices at the same time that they exhibit and distribute

their art in internationally coordinated venues. And this, I summit, is something worth

considering as substantially unprecedented.

Nevertheless, studying color semantics in different cultures and folklore (similar to [160]

in studying aesthetics of low level features of colors) can increase our understanding of cus-

tomized designs and hopefully help both designers and non-designers in communicating

with their audience.

We then suggest a number of applications for color semantics to demonstrate how se-

mantics can enable more meaningful user interactions, and perhaps help masses to design

better. We specifically discuss color palette selection and design example recommendation,

image retrieval, color region selection in images, and pattern colonization in image recol-

oring. Nevertheless, at this stage, these applications are not final tools. They need to be

investigated more in terms of user experience design, and to be evaluated as to what degree



55

they can actually facilitate user interactions. Incorporating these applications in current

design creation tools is also part of future work.

The present work is a first step towards our broader goal of making design accessible to

the general public. We believe that this work can open up a number of interesting avenues

for future work, some of which are currently being discussed in the two next sections.

3.10.1 Visual Design Language and User Interaction

From a broader perspective, association of linguistic concepts with design elements,

specifically colors, can accelerate the development of a visual design language. This can

enhance the user interaction mechanisms to be more intuitive and cognitive. Also, it can

promote the user’s involvement in design tasks such as prototyping, collaboration, and cri-

tique. The LDA-dual model can be utilized to associate the critiques (in a design critique

system such as [196]) and semantic tags (in a design query system such as [153]) with

design elements of the corresponding designs. This may provide more insight into under-

standing design critiques and queries.

3.10.2 Quantifying Aesthetics

Current computational models for quantifying aesthetics are based on low level features

of design elements [28, 99, 197, 198]. We believe that both outcomes of this work, the

inferred color semantics and the application of the LDA-dual model to color semantics can

leverage the current models of quantifying aesthetics. While the first outcome is intended to

provide more high level features to evaluate a design based on the message that it is meant

to convey, the second outcome can be used in linking linguistic concepts with colors, spatial

composition (layout), and typography of visual media design.
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4. DESIGN MINING VISUAL BALANCE

4.1 Introduction

Psychological studies show that visual balance is an innate concept for humans [199,

200], which influences how we perceive visual aesthetics and cognize harmony [201].

There exists a body of work endeavouring to understand visual balance and its relation

with symmetry [202] about vertical [203–205] and horizontal [205] axes, content of the

scene [206], color contrast [207,208], and styles in abstract and representational artworks [45,

46, 209, 210].

In visual design, for instance, balance is also a key principle that helps designers to

convey their messages [211–219]. Photographers, specifically, create visual balance in the

spatial composition of photos through photo cropping [47, 220]. Our motivation in this

work is to model visual balance. Learning visual balance from the work of professionals

in design and photography may help to enable the automatic design applications in layout

creation [109, 110, 112, 151, 221–234], content retargeting [235–239], cropping [220, 238,

240, 241], photo composition [238, 242]and quantifying aesthetics of layouts [22, 28, 48,

198, 243–245]. Nevertheless, there is no rigorous model to describe visual balance. In the

current studies, our reference to this notion is mainly based on art theorists’ speculations

and general guidelines from professional designers. However, because of access to large-

scale datasets, we might be able to revisit such a theoretical concept in art and attempt for

a more quantifiable definition.

In prior work, visual balance is defined as “looking visually right” [246] and is studied

under the “theory of rightness in composition” [45, 47]. Balance is considered in two gen-

eral categories: symmetry and asymmetry [34], which in any case relates to harmony [247].

One of the central theories around balance is perhaps Arnheim’s structural net [44], in

which he hypothesizes that there are nine hotspots (including the center) on any visual
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artwork, and identifies their locations. Although in prior work, Arnheim’s net is stud-

ied through psychophysical experiments, by asking participants opinions about special ar-

rangements of visual elements in paintings and photos, to the best of our knowledge, the

present work is the first design mining framework on large scale datasets of images for

evaluating Arnheim’s theory.

In this chapter, we examine Arnheim’s hypothesis about balance through design min-

ing a dataset of 120K images. These images are obtained from a professional photography

website, 500px [248], and have at least 100 user likes (some of these images have several

thousands of likes). Because visual balance is stimulated by the interaction of visual ele-

ments such as lines, color, texture, and orientation in an image, we run our design mining

on the images’ saliency maps. This decision is justified according to the fact that this same

set of visual elements comprises the underlying features in the saliency map models. Hav-

ing computed the saliency maps of the images, we then model these maps as a mixture of

Gaussians by utilizing GMM and EM techniques. In our modeling, we initially position

the Gaussians in the same places that Arnheim locates his visual balance hotspots on an

image. We describe the adaption of GMM and the scalability considerations in processing

large scale datasets in our framework.

Our inferred Gaussians align with Arnheim’s hotspots, and confirm his structural net,

specifically the center and the symmetry of the net. Because the dataset contains semantic

tags (e.g. landscape, architecture, fashion, etc.) of the images, for future work, we aim

to cluster some general visual balance templates, and to establish their linkage to the tags.

This may lead to recommendations for visual layout of photos and visual design in general.

The flow of this chapter is as follows. In Sec. 4.2, we first discuss the theories behind

visual balance, and how we intuitively model it. We then describe our formal definition

and modeling framework in Sec. 4.3. The results of our work are presented in Sec. 4.4. We

conclude this chapter in Sec. 4.5 with a general discussion and future work.
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4.2 Theory

4.2.1 Visual Balance in Spatial Composition

Visual balance is often studied along with the spatial composition of an image. Spatial

composition in an image is defined as the arrangement of visual elements and the way that

they interact with each other in the space. Perhaps one of the earliest attempts in quantifying

spatial structure of visually appealing artworks belongs to Adolf Zeising through defining

Golden Section ratios [249]. Gustav Fechner later studied the Golden Section ratios, and

argued that this notion is overemphasized [250]. Some studies argue against [251] the

Golden Section concept, and some to the favor [252] of it. This could be because of the

way that the experiments were set up [253]. Another well-known rule in creating visually

appealing spatial composition is called the Rule of Third. While some argue to the favor of

this rule, others discuss about its triviality [254]. The notion of visual balance is another

component of the spatial composition has remained a challenge. In studies of balance

to this date, this concept has almost always been equated with the physical connotation

of balance and equilibrium (e.g., see [47]). However, visual balance to art experts might

metaphorically mean harmony [247]. This inspires us to study this notion beyond a measure

of weight along the vertical or horizontal axes. We aim to revisit Arnheim’s structural

net, and examine it through mining from a large-scale dataset of highly liked images. We

attempt to answer the following question: In this large-scale dataset, can we infer any

pattern to support Arnheim’s speculation about his hypothetical hotspots in his proposed

structural net? In short, our modeling framework indeed supports Arnheim’s net.

4.2.2 Visual Rightness

In prior work, visual balance is defined as “looking visually right” [246] and is studied

under the “theory of rightness in composition” [45, 47]. One of the central theories around

balance is perhaps Arnheim’s structural net [44]. Figure 4.1 illustrates Arnheim’s net, in

which he hypothesizes that there are nine hotspots (including the center) on any visual
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artwork, and identifies their locations. When visual weights are located on these hotspost,

visual stability and balance are more perceived.

Fig. 4.1.: Arnheim’s structural net. This net illustrates the hotspots on any visual artwork.

Image reproduced from [44].

According to Arnheim, factors that influence visual weight are: dynamic, position,

depth, size, color, intrinsic interest, isolation, shape simplicity, shape orientation, and

knowledge of the scene [44]. Some of these factors are studied in prior work, e.g. fea-

tures that influence dynamic quality of static abstract designs [255].

In our analysis, we model the distribution of the visual weight by elliptical shapes,

more precisely by Gaussian distributions. To find the visual weights, we use the notion of

saliency. This decision is justified according to the fact that this same set of visual elements

comprises the underlying features in the saliency map models. Figure 4.2 illustrates an

image (The Starry Night by Vincent van Gogh), its saliency map (using the algorithm

described in [164]), and the overlap of salient hotspots with Arnheim’s net. In Sec. 4.3, we

explain how our model benefits from saliency maps.
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(a) (b) (c)

Fig. 4.2.: An example for overlap of saliency map with Arnheim’s net.

4.3 Modeling Framework

A saliency map (e.g. Fig. 4.2.b) of an image is a grayscale image with pixels cor-

responding to the pixels in the original image. Each saliency pixel can be represented

by a vector (x, y, v)>, where x and y correspond to the spatial location of the pixel, and

v ∈ 0, 1, ..., 255, the luminance value of the pixel, corresponds to the saliency value of this

pixel. In other words, a higher value of v represents a more salient pixel.

Our goal is to model the saliency values of a saliency map by a mixture of Gaussians.

We therefore represent a saliency map as a scatterplot of points in the 2D Cartesian space,

and fit a Gaussian mixture model to the density distributions of this scatterplot. We define

a saliency scatterplot of a saliency map as follows. For each pixel (x, y, v)> in the saliency

map, we generate v numbers of point x = (x, y)> in its corresponding saliency scatterplot.

We denote a saliency scatterplot with N number of points in set X = {x1,x2, ...,xN}. In

this fashion, we can represent the value of a saliency pixel as a measure of density of points

in the corresponding saliency scatterplot. For the Gaussian mixture analysis, we follow the

notations in [256]. The Gaussian mixture distribution for point x in its saliency scatterplot

can be written as a linear combination of Gaussians in the form

p (x) =
K∑

k=1

πkN (x | µk,Σk) , (4.1)

where the mixing coefficient πk is modeled as the probability of assigning pixel x to Gaus-

sian component k. To model the mixing coefficients, we introduce a K dimensional binary
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random variable z drawn from a multinomial distribution, where p(zk = 1) = πk. Hence,

this distribution can be written in the form

p (z) =
K∏

k=1

πzkk . (4.2)

Because πk is a probability, it must satisfy

0 6 πk 6 1 (4.3)

together with

K∑

k=1

πk = 1. (4.4)

Intuitively, the advantage of defining the mixing coefficients as probabilities is that

we can introduce a K dimensional binary random variable z = (z1, z2, ..., zK)>, where

dimension zk is the label or assignment of point x to Gaussian component k with some

probability πk. This variable, z, is latent to us, and by defining a joint distribution of it

and observed point x, we can infer the assignments using the Bayes formula. Formally, we

define the joint distribution of x and z as

p (x, z) = p (x | z) · p (z) . (4.5)

Note that we can compute p (x) by marginalizing this joint probability over z. Because z

is latent, we can infer it based on the observation of point x using the Bayes formula

γ (zk) ≡ p (zk = 1 | x) =
p (zk = 1) p (x | zk = 1)∑K
j=1 p (zj = 1) p (x | zj = 1)

=
πkN (x | µk,Σk)∑K
j=1 πjN (x | µj,Σj)

.

(4.6)

In fact, in our modeling, πk are priors for zk = 1, and γ (zk) is the corresponding

posterior after observation of x.

So far, we have defined the problem for one point. Our problem for our dataset of

saliency scatterplots is as follows. Denote X as our dataset of I number of saliency scat-

terplots. We assume there are K Gaussian components underlying in each scatterplot, with

mean µk and covariance Σk; however, each component has a different mixing coefficient
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πik for the i-th saliency scatterplot and the Gaussian mixture component k. To fit a Gaus-

sian mixture to a saliency scatterplot in dataset X , we denote the i-th saliency scatterplot

by X(i), for i = 1, 2, . . . , I , and represent it as an N × D matrix, where N denotes the

number of the points in the i-th saliency scatterplot, and D = 2 denotes the dimensions of

each point. Note that N for each saliency scatterplot is different; however, we do not index

it for simplifying the notations. In this notation, the n-th row in matrix X is point xn given

by X>n . If we assume that the points in a saliency scatterplot are independent, then the log

of the likelihood function for all the I saliency scatterplots stored in X is given by

ln p (X | π,µ,Σ) =
I∑

i=1

N∑

n=1

ln

{
K∑

k=1

πikN
(
x(i)
n | µk,Σk

)
}
. (4.7)

By maximizing the log likelihood function in (4.7) with respect to the means µk, we

obtain

µk =
1

Nk

I∑

i=1

N∑

n=1

γ(i) (znk) x(i)
n (4.8)

where

Nk =
I∑

i=1

N∑

n=1

γ(i) (znk)

and

γ(i) (znk) =
πikN

(
x
(i)
n | µk,Σk

)

∑K
j=1 πijN

(
x
(i)
n | µj,Σj

) . (4.9)

By maximizing the log likelihood function with respect to the covariance matrixes Σk,

we obtain

Σk =
1

Nk

I∑

i=1

N∑

n=1

γ(i) (znk)
(
x(i)
n − µk

) (
x(i)
n − µk

)>
. (4.10)

Finally, we obtain the mixing coefficients πik for saliency scatterplot X(i), by maximiz-

ing the log likelihood function with respect to πik while taking account of the constraint

(4.4) using a Lagrange multiplier:

πik =
N

(i)
k

N
(4.11)
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where

N
(i)
k =

N∑

n=1

γ(i) (znk) . (4.12)

4.3.1 EM for Gaussian Mixtures

Given the Gaussian mixture model for our dataset, we optimize to maximize the likeli-

hood function in (4.7) with respect to its parameters µk, Σk, and πik. The EM algorithm is

then:

1. Initialize µk, Σk, and πik, and compute the initial value of the log likelihood.

2. E step. Compute γ(i) (znk).

3. M step. Recompute the estimation of the parameters using the current γ(i) (znk).

4. Compute the log likelihood again, and check for the convergence condition. If the

condition is satisfied, stop; otherwise return to step 2.

4.3.2 Dataset

Our dataset includes about 120K images. These images are obtained from a profes-

sional photography website, 500px [248], and have at least 100 user likes (some of these

images have several thousands of likes). These images also have semantic tags (e.g. land-

scape, architecture, fashion, etc.) which enable us, for future work, to cluster some general

visual balance templates and to establish their linkage to the tags. The preprocessing of the

images is performed with Matlab Imaging and Parallel Computing toolboxes. This includes

image resizing and computing of the saliency maps.

4.4 Results

We performed our algorithm on the Purdue Clusters using Matlab Parallel Computing

toolbox. We assigned 96 cores in 24 nodes for the parallel computing. For our experiment,
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we consumed about 120 hours for the EM algorithm. We initiated two types of Gaus-

sians for our experiment, five Gaussians as illustrated in Fig. 4.3.a and nine Gaussians in

Fig. 4.3.c. We initiated these Gaussians to text Arnheim’s hotspots (compare with Fig. 4.1.

(a) (b)

(c) (d)

Fig. 4.3.: Results of our GMM fitting.

The results of our computations are illustrated in Fig. 4.3.b and Fig. 4.3.d for initial

Gaussians in Fig. 4.3.a and Fig. 4.3.c, respectively. Our inferred Gaussians align with
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Arnheim’s hotspots, and confirm his structural net, specifically the center and the symmetry

of the net.

Moreover, the second column of Fig. 4.3 suggests that Arnheim’s power of the cen-

ter [257], or the center of the mass is the most important location in the images. This

supports the idea of computing the center of the mass as a means of quantifying balance.

It is also observed that the Rule of Third is a viable notion in the images (especially, see

Fig. 4.3.b). However, this needs more investigation. For instance, one may argue that our

images are mainly taken by experts or photographers who respect such a rule of thumb.

4.5 Discussion and Future Work

In this chapter, we discussed some of the theoretical aspects of the concept of visual

balance in images and artworks. We argued that this concept needs to be revisited through

design mining large-scale datasets. For this account, we gathered a dataset of 120K highly

liked images obtained from a professional photography website, 500px [248]. We devel-

oped a computational framework to model important or salient parts of the images with a

mixture of Gaussians. Our goal was to examine what Arnheim had spatulated about the

existence of stable axes and hotspots in an image. Arnheim suggested that the overlap of

visual weights with these hotspots may represent a feeling of balance. Our inferred Gaus-

sians align with Arnheim’s hotspots, and confirm his structural net, specifically the center

and the symmetry of the net.

At this stage, our analysis supports Arnheim’s structural net. However, we believe that

further investigation is necessary to understand how experts and non-experts prefer such a

structure in images. Similar to some of the experiments in the recent work of McManus

et al. [47], we need to study random or low liked images as well. One valid question is

whether the photographers of highly liked images were aware of or even trained in some

of the rules for positioning important elements in certain locations. Another question is

whether by distorting the saliency structure of images we can still obtain acceptable visually

balanced compositions.
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Another part of our future work is to study semantics of visual balance. Because our

dataset contains semantic tags (e.g. landscape, architecture, fashion, etc.) of the images,

for future work, we aim to cluster some general visual balance templates, and to establish

their linkage to the tags. This may lead to recommendations for visual layout of photos

and visual design in general. For instance, in photography, it might be intuitive to layout

the horizon line on one of the horizontal axes of Arnheim’s net. As another example, in

automatic design of magazine covers, assuming there is a human face in the cover image,

we might be able to recommend a set of good candidate places to layout the face. A similar

recommendation may be made for locating a brand logo in a design.
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5. AUTOMATIC DESIGN OF SELF-PUBLISHED MEDIA: A CASE
STUDY OF MAGAZINE COVERS

5.1 Introduction

Following progress in technology, the idea of communication has been evolving. Per-

sonal communication has been enriched by means of internet web services such as web

blogs, forums, and web magazines. There are several tools that contribute to the creation of

a self-publishing medium for the sake of communication over Internet. These tools support

semi-automatic/automatic composition of media.

However, this idea of personal communication by means of self-publishing is multi-

dimensional. One of the dimensions is to support individuals or small to medium busi-

nesses to publish by designing media. Aesthetics is an important aspect of such media.

Therefore, designing aesthetically pleasing media is a conspicuous challenge that semi-

automatic/automatic tools must address [258]. The main audience or customers of these

tools are non-designer designers. Magcloud.com [259], for instance, supports users to pub-

lish magazines and advertisements for either web or print. Automatic design of magazines

discussed in [111] is another example of such efforts. Automatic design of magazine covers

is another concept that can be deployed to support current and future self-publishing work.

This concept can also contribute to new approaches for the automatic design of documents

and media.

Our purpose in this chapter is to address the idea of automatic design of magazine

covers. We focus on magazine covers, especially because a magazine cover is one of

the richest instances of a visual design. Designers spend many days conceptualizing and

creating a magazine cover that will attract the audience at first glance when competing

with other magazines on a newsstand [54]. If we can quantify and model the process
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of designing such a medium for non-designers, we can support non-designers to produce

designs that are closer to the work of professionals.

This new idea is however a multifaceted problem which includes the autonomous pro-

cess of design, aesthetics and principles of design, concept in design, and cultural consid-

erations in design. We are interested to know how professional designers think when they

are in the process of creating a magazine and how they create a cover considering form

and functionality. Since automatic design of magazine covers needs to be approached in

an interdisciplinary manner, we have contacted professionals in schools of art, schools of

journalism, and magazine editorial boards. We performed a literature review in the areas

of computer science and engineering, art and graphic design, and journalism. A number of

interviews with professional designers were conducted as well. We implemented what we

learned in a framework of a software tool.

In this chapter, we propose a system for automatic design of magazine covers, ADoMC,

that quantifies a number of concepts from art and aesthetics. Our solution to automatic de-

sign of this type of media has been shaped by input from professional designers, magazine

art directors and editorial boards, and journalists. Consequently, a number of principles

in design and rules in designing magazine covers are delineated. Several techniques are

derived and employed in order to quantify and implement these principles and rules in the

format of a software framework. At this stage, our framework divides the task of design

into three main modules: layout of magazine cover elements, choice of color for masthead

and cover lines, and typography of cover lines. Feedback from professional designers on

our designs suggests that our results are congruent with their intuition. To the best of our

knowledge ADoMC is the first system that incorporates the three main elements, layout,

typography, and color for automatic visual design.

The chapter is organized as follows: Section 5.2 discusses the analysis of the contents

of a cover. This section is followed by Sec. 6.3, a review of prior work in automatic design.

Section 5.4 overviews our solution to automatic design. In Sec. 5.5 we discuss the lay-

out decisions, including an adaptive template with visual balance considerations. Sec. 5.6

describes our solutions for automatic text insertion, considering the hierarchy and prior-



69

ity of the text contents. In Sec. 5.7 we discuss our color design algorithms. Section 6.9

presents some of the experimental results from our system. Finally, Sec.6.10 discusses the

limitations of our automatic design, and provides directions for future work.

5.2 Theoretical Considerations

Through the case study of ADoMC, we take into account the key concepts of design and

address the challenges that designers encounter when creating a design. The key concepts

include: elements of design, principles in design, and aesthetics of design. By elements

of design, we specifically mean space, type, color, and the cover photo (there are more

basic elements such as line, shape, and texture that we do not aim to discuss). Principles

in design, however, refer to a number of rules that a designer may apply to accomplish the

task of design. Aesthetics of design deals with the beauty of designs and how good a design

is, considering both the form and function of a design.

The following subsections of this section are based on the interviews with professional

designers in [260], and our recollections from [44, 54, 213, 215, 216, 219, 261–272].

5.2.1 Principles of Design

Unlike visual arts where the main goals may be abstract, visual design is conceptualized

and created to convey a message and communicate with audiences [6–15]. This is a key but

subtle difference between visual arts and visual design. In fact, it is a critical measure of

success in applied arts along with the visual appeal of the design. Therefore, unlike visual

arts, there exists a set of rules so called Principles of Design that helps the designer to

accomplish a design task. Apart from the designer’s intuition, learning and applying these

rules is emphasized in design education [215, 217]. Knowing that a design message has to

be conveyed at first glace, perhaps even in the first 50 milliseconds [16,17] to make a good

impression, it is critical to review some of the main principles that specifically deal with

our automatic designs.
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Unity

While there are different elements in design interacting with each other, it is important

that they all together convey one unified message in order to comply with the design’s func-

tion. A successful unity is often described by designers as clean, clear, and sophisticated.

In the design of magazine covers, for instance, there might be several images and stories

that the editorial board wants to depict on a cover. While the designer has to use all of these

elements, he/she attempts to make one unified design.

Contrast

To direct the eyes of the reader, or to point out the important parts of a design, or to

make tension and attention, contrast is applied. A more sophisticated design deliberately

maintains a high contrast between the elements. For instance, for text legibility of the

magazine cover, color contrast with the background, or size contrast between different texts

may apply. In design, unity in variety, or a global coherence of contrasts is often advised.

Rhythm

Sense of motion and reputation of the elements may convey a form of rhythm. Apart

from contrast, rhythm makes a design to be more dynamic, outstanding, and salient. Mak-

ing a magazine cover design to be conspicuous is specifically important, since it has to

compete with other covers on a newsstand.

Balance

Our eyes are pleased when they see a balance. Balance has different types, symmetrical

and asymmetrical. Balance to designers means harmony rather than just the connotation

implied by physical equilibrium (also see [247]). Visual balance however, is one of the

challenging concepts in a design process. As delineated in [34], for designers visual balance

in layout means “it looks right” and this can be considered as “visual weight”. Some of
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the well-known features that influence the notion of visual weight are light, color, shape,

and texture. Although weight in terms of visual symmetry along with the vertical axis

seems natural for humans (and even in animals), sometimes designers may break this type

of symmetry to create tension and attention. Designers often make use of a grid (and

sometimes break the grid) to create a sense of visual balance.

Fig. 5.1.: Elements of a magazine cover. (image from [273])

5.2.2 Elements of Design

The elements of design are space, text, color, and other graphics. We discuss these

elements in detail in separate sub-sections in Sec. 5.4.

In order to address the concept of magazine cover design, one needs to know what

the elements of a magazine cover consist of. In fact, the elements of the magazine cover

customize this type of design and make it different from other media such as posters or

brochures. References [54] and [262] identify the structure and elements of magazine

covers through analysis of well-known magazines and interviews with professionals. As
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Fig. 5.1 illustrates, a magazine cover consists of a cover image, masthead, cover lines,

price, date, barcode, and some graphics called bells and whistles.

The following is a list of magazine cover elements with a concise description of the

form and functionality of each element from [54].

Cover Image

Cover image is probably the most important element of the cover. Art directors, editors,

and publishers have many disputes about the cover shot, since it plays such a crucial role in

selling. Some research delineates that making eye contact between readers and the person

on the cover contributes enormously to the sale, although sometimes designers may use an

unusual shot to make the issue stand out from competitors.

Masthead

The masthead contains the title of the magazine. It has a fixed design which contributes

to making it iconic, i.e. familiar to consumers. Its typeface is fixed. However, its color or

perhaps its size may change. An iconic masthead gives a degree of freedom to the designer

to break some of the rules about the cover’s masthead.

Cover Lines

The main function of the cover lines is to absorb the reader’s interest, and to convince

him or her to purchase the magazine instead of a competing magazine. Cover lines also give

the readers a flavor of what genre the magazine could belong to. Here, it is the form of the

typeface that matters. A formal typeface indicates a different content than a casual typeface.

Size and color of the text are employed to represent different blocks of information, as well

as to distinguish the magazine from its competitors.
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Price, Date, and Barcode

These elements present additional information to readers. Designers usually do not

focus on these elements to make an interesting cover. Some magazines carry these elements

in an organized structure, whereas others may put them in a random place. The price should

be presented in a place that is easy to find. The date also indicates whether or not the issue

is a current one. Some magazines prefer to give the actual date of the publication’s date

while others may prefer a sequential format to convey the longevity and prestige of the

magazine. The barcode is probably the most challenging of these three elements, since the

designer needs to deal with its white background. Some designers simply choose to leave

it in a fixed place.

Spine

The spine makes available information related to the magazine, such as the logo (mast-

head), date, and sometimes a brief itemized list of its contents.

Back Cover

The back cover may be used to make the magazine look more appealing or valuable to

the reader or may be sold to advertisers.

5.3 Related Work

We believe the work of visual media’s automatic design, magazine covers in particular,

is a multidisciplinary task that spans several different topics, including automated layout,

color design, typography, computational aesthetics, and recommendation with personaliza-

tion (see the next chapter). The following sub-sections review the related work in each area

and how we apply or extend prior work.
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5.3.1 Automated Layout

Automated layout – how to position the textual and graphical elements in the format

of documents including newspapers and magazines – has been an active area of research

activity. Lok et al. [107] and Hurst et al. [109] provide surveys of automated document

layout techniques. Most of the related work is based on the concept of grids in design. We

also use the idea of making and breaking grids, comprehensively discussed in [264]. The

idea of automated layout has recently been used in the design of photo-books [274], web-

based magazines [111], and semi-automated magazine layout [112]. The main difference

between prior work and our work could be the fact that we apply the layout onto a bitmap,

or an image, as the background, or the canvas, rather than a white space. This requires

dealing with the composition and complexity of the images as well. In fact, our definition

of white space is different, since we consider the non-salient part of an image as the white

space. In this paper, we will describe how we find the salient and non-salient parts of an

image, and how we use them to convey visual balance in a layout.

5.3.2 Color Design

Color design is a broad concept in design that ties with several well-known color mod-

els proposed by color theorists. In computer science and engineering, researchers have de-

ployed some of these color theories, such as color harmony and complementary colors. [40]

uses Matsuda’s harmonious hue and tone templates as well as Kobayashi’s color image

scale to support users for the selection of colors for product design. [41] also uses Matsuda’s

harmonious templates for color harmonization in images. [149] studies color preferences

provided from two color design websites Adobe Kuler [185] and COLOURLovers [148].

In our work, however, we use the well-known color theories of Itten [19] and Matsuda [40]

for color design of text. In the next chapter, we apply the color semantics of Kobayashi [43]

for recommendation of alternative designs to the user.
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5.3.3 Typography

Typography in automatic layout is often considered as an optimization problem [109].

Knuth’s work [275] is perhaps the most effective solution for typography. Recently, [276]

suggests an algorithm based on Knuth’s work for text fitting in arbitrary geometrical re-

gions for digital publishing. The automatic text insertion in our typography is inspired by

both [275] and [276], while dealing with text fitting in geometrical regions. Typography in

design also deals with the aesthetics of typefaces and which typeface to choose for the pur-

pose of a design [277]. Although we alternate the typeface of the textual elements in design

of a magazine cover, choosing a good typeface for the purpose of a design is mentioned in

the Discussion section as our future work.

5.3.4 Computational Aesthetics

Quantifying aesthetics of images is another trend of research. Birkhoff’s [20] model

is perhaps the first mathematical expression for aesthetics. [22] deploys Birkhoff’s model

for measuring aesthetics of layout of user interfaces on the screen. From another perspec-

tive, [278] develops a genetic algorithm for computing aesthetics of photo-albums. Datta et

al. [28] apply a number of machine learning techniques in computational aesthetics of pho-

tos. However, machine learning techniques require defining effective features to quantify

aesthetics and should be considered based on both function and form. That is why in our

work aesthetics considerations are part of each module of design, e.g., aesthetics of color

design or visual balance as well as the final design.

Moreover, unlike other methods, we consider high level or semantic features (e.g.

“clean and clear” colors) rather than just low level features (e.g. lightness of color). From

a psychological viewpoint, [26] suggests an exploratory factor analysis for this purpose

and lists a number of semantic terms in aesthetics of design. However, to the best of our

knowledge, deployment of high level features in automatic design has not been considered

in previous work. This is, in fact, part of this thesis’s contribution (See the next chapter).
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5.4 Automatic Design System

This section is dedicated to how we think about the problem of automatic design from

the point of view of software engineering and computer science, and how we formulate

the design thought processes in a system called ADoMC (Automatic Design of Magazine

Cover). We identify the main modules or processes that a typical design creation comprises.

As derived from the interviews with a number of professional designers [260], we observe

that for designers, the main modules in the creation of a design are perhaps layout, design

of color, and typography. Hence, in order to realize the idea of our automatic design,

we have devised several methods and mathematical expressions to quantify and perform

each module automatically. In this section, we first present a schematic overview to our

software framework in Sec. 5.4.1. We then discuss in detail each phase of the schematic

overview in specific sections. In Sec. 5.5 we talk about the concept of layout which in

turn includes the visual balance considerations. We talk about how we have customized

this concept in our automatic design. Section 5.6 dedicates a discussion to the concept of

typography and the way that we have deployed it in our automatic design to make more

aesthetically compelling designs. Section 5.7 talks about the concept of color design and

how we formulate some of the well-known color theories in the framework of our automatic

design.
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2.2. Software Framework Overview 

As Fig. 2 shows, our framework includes the three main modules of the design in the 

format of three phases to accomplish the task of automatic design. Note that in our 

software system, typography and color design works independent of each other. 

However, any change in the user inputs makes the system to start over and design again 

from the beginning. This decision is very important: any change in a design may lead to a 

whole new design [2]. That is part of the reason that we do not allow the user to apply 

any modification to our design. In fact, we learned that if the user does not know how to 

design, he/ she can easily make “big uglies” [2]. Also, note that our system start the 

design from a well-composed image as the input.  

 

 

Fig. 2. Overview of our software framework. 

The system first takes a well-composed image as input. Here, we define a well-

composed image as an image which obeys the rule-of-thirds [9]. This rule suggests that 

humans like to see important parts of an image to be placed on the two vertical and 

horizontal imaginary lines on the image. Another feature of a well-composed input image 

is to have the aspect ratio of 8.5in width to 11in height. This is a standard size for 

magazine covers. Note that resizing or cropping an image to fit make it ready for a 

specific purpose is a whole separate topic and there are many efforts has been done in the 

field of image processing and computer graphics. However, for confining the boundaries 

of our problem, we assume that the cropping and resizing according of the cover image 

has been done and a well-composed image will be entered by the user to the system. 

Given a well-composed image, the system makes decisions for layout of elements. In 

order to have an aesthetically appealing layout, one needs to consider visual balance. In 

fact, visual balance is one of the most important elements in design [10]. In order to 

quantify visual balance, the system employs a visual saliency algorithm ([11] and [9]) to 

Input: A well-

composed image 

Layout and 

visual balance 
Text insertion Design of color  

Output: A 

magazine cover  

Fig. 5.2.: A schematic view of ADoMC. Image reproduced from [110].

5.4.1 Software Framework Overview

As Fig. 5.2 shows, our framework includes the three main modules of the design in the

format of three phases to accomplish the task of automatic design. Note that in our software

system, typography and color design work independent of each other. However, any change
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in the user inputs makes the system start all over again and design from the beginning. This

decision is very important: any change in a design may lead to a whole new design [260].

That is part of the reason that we do not allow the user to apply any modification to our

design. In fact, we learned that if the user does not know how to design, he/ she can easily

make big uglies [260]. Also, note that our system starts the design from a well-composed

image as input.

The system first takes a well-composed image as input. Here, we define a well-composed

image as an image which obeys the rule-of-thirds [279]. This rule suggests that humans

like to see important parts of an image to be placed on the two vertical and horizontal

imaginary lines on the image. Another feature of a well-composed input image is to have

the aspect ratio of 8.5in width to 11in height. This is a standard size for magazine covers.

Note that resizing or cropping an image in order to make it fit for a specific purpose is a

whole separate topic. There are some effort has already been made in the field of image

processing and computer graphics for photo cropping. However, to confine the boundaries

of our problem, we assume that the cropping and resizing according to the cover image has

been done and a well-composed image will be entered by the user to the system.

Given a well-composed image, the system makes decisions the layout of elements. In

order to have an aesthetically appealing layout, one needs to consider visual balance. In

order to quantify visual balance, the system employs a visual saliency algorithm ( [164]

and [279]) to find important parts of the cover image. Here, important or salient parts are

the most conspicuous regions of an image based on prediction of human eye fixations. In

this fashion, the framework can designate a number of regions as candidates for inclusion of

other elements of the cover, such as cover lines. Moreover, we compute the visual balance

of the cover image to narrow down our choices of the candidate regions. Section 5.5 talks

about the layout and visual balance phase in more detail.

Insertion of text in the candidate regions, obtained in the layout and visual balance

phase, is part of typography. Section 5.6 formulates the task of automatic text insertion in

the geometric candidate regions as a number of optimization problems. This text insertion

follows some rules and patterns recognized by analyzing the work of designers.
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Design of color for the masthead, headline, byline and other cover lines of the magazine

is the other phase of the system. Our system makes a number of decisions based on the

color distribution of a given cover image and then designs a color palette for the magazine

cover. Section 5.7 collects two well-known color theories and devises a number of mathe-

matical expressions to quantify these color theories to deploy in our automatic design. This

section also identifies another important challenge in design of color for texts, which is text

legibility. Hence, a color modification process is devised and applied after design of the

text color palette in Sec. 5.7.3.

5.5 Layout

As noted in [107], layout can be considered as a process that tries to solve the problem

of positioning the visual elements while considering or determining their sizes. However,

creating aesthetically pleasing layouts ties with visual balance considerations in design and

effective usage of the white space. In design, the form of the layout should follow the

functionality of the design. For instance, the layout of the magazine cover should be in a

form that directs the eyes of the audience through the design. In the layout process, the

designer comes up with a structure to position and scale the design elements interacting

together yet together representing a unified look.

The layout of a magazine cover also has to have an appealing form to attract the reader

at first glance while it is on the sand of magazines [260] and [54]. In order to meet both

required function and appealing form, designers apply some imaginary grids on the sheet

of the arrange the visual elements of the design through these grids. Designers may occa-

sionally break the grids as well [264]. Making and breaking girds is a concept in design

which has been influenced by modernism and later postmodernism art movements [280].

Our space is the entire cover image. We need to define the white space and the hierarchy

while considering balance and contrast principles discussed in Sec. 5.2.
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5.5.1 Defining Space

As function of the magazine cover requires it, some of the elements on the cover should

be laid out in fixed positions. These positions are mainly justified based on the priorities

and the hierarchies the editorial board of a magazine assigns to different elements. More

specifically, the layout of the magazine cover should give a visual hierarchy and a sense

of priority to the stories that have been decided to be presented on the cover, and lead the

reader’s eyes through the stories. Among the elements of a magazine cover, the masthead

is always positioned at the top of the cover. It also has to be as large as possible, to blast

the magazine’s name. Based on the rules in Sec 5.2, we have derived a general template for

our automatic magazine cover design illustrated in Fig. 5.3.

 

 

14 

inserted somewhere between the masthead and the headline. Fig. 3 illustrates these 

decisions in a format of a general template for our automatically designed magazine 

covers. In order to formulate the above rules regarding the masthead size, we define the 

following optimization expression. 

First, we define the cost function  h,wdM , as a function of width, w and height, h of 

a given masthead M . Note that M can be either a predesigned logo or a string of text, 

entered by the user. In the latter case, width and height of the surrounding box (bounding 

box) of the string are the parameters of the cost function: 

 

     hdwdh,wd hwM 
 

(2.4) 

 

Where  

 

  hhhd

wwwd

Mh

Mw




 

(2.5) 

 

Here Mw and Mh are our predefined values for maximum width and height of the 

masthead in the general template, illustrated in Fig. 6. 

 

 

Fig. 6. A general template for magazine covers. Note to the parameters that we have 

denoted as width ( w ) and height ( h ) of each region. 

Masthead 

Cover Lines 

Headline and Byline 

Mw
 

Mh
 

Ch
 

Cw
 

Fig. 5.3.: A general template for magazine covers.

This template in fact is based on the concept of grids in design. In this fashion we

can constrain the problem of layout to a more specific form which is also aligned with

the functionality of the magazine cover. The alignments and margins help us to design

neatly. Also note that base on the content of a given cover image, we may break some of

the grids. This idea provides a general template and makes the produced designs look more

customized to their background images.
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More specifically, this template can vary based on the visual balance considerations

which are unique and specific for each design and mainly influenced by the cover image of

a magazine. The only caveat attached to this current template is that we consider a fixed

position for the headline and byline. This decision is made to present the important stories

of the magazine in an isolated part, and yet distinguishable from the masthead. In other

words, as learned in the interviews with the professionals, we do not want the headline and

byline to be in a place that visually competes with the masthead on the priority criterion.

5.5.2 Visual Balance Considerations

Having devised a general template for our magazine covers, we need to consider the

visual balance concept to utilize its predefined grids. As discussed in Sec 5.2 in visual

balance, our goal is to optimize the usage of the white space to represent a sense of visual

weight, and “looking right”. These terms, the work of [22] in measuring aesthetics of

layout, and the grid-based approach in layout [264], form the quantification approach of

the visual balance of magazine cover layout in ADoMC, illustrated in Fig. 5.4.

For visual balance considerations, ADoMC first finds the white spaces of the cover

image. White space on the background image means the regions of the image which

are less busy relative to the other regions of the image. That is, ADoMC finds the non-

salient segments of the image by deployment of the Graph-Based Visual Saliency algorithm

(GBVS) [164]. ADoMC then fuses the binary GBVS mask with the general magazine

cover template. The result yields the candidate regions for holding the textual elements

on the cover. Finally, ADoMC applies grids on the image and assigns different weights

to different cells of the grids to compute which candidate region should hold the textual

elements. In this fashion, ADoMC conveys the visual balance in the layout of magazine

covers. However, there are more details that we need to address to be able to find which

candidate region is the best among all the candidates. In other words, we want to know

whether we insert the cover lines to either the left or the right side of the cover; or in some

occasions, distribute the cover lines to both sides of the cover.
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(a) (b) (c)

(d) (e) (f)

Fig. 5.4.: Layout decisions and visual balance considerations. a) An image. b) GBVS [164]

saliency map. c) Binarized mask from (b). d) A general template for magazine covers. e)

Fusion of (c) and (d). ADoMC keeps the green region and discards the brown region, since

the green region looks empty and is a good candidate to hold the cover lines. This decision

is made by computing the visual balance as shown in (f). f) Computation of visual balance:

different weights are assigned to the cells of the yellow grids on the left and right sides of

the cover image: the darker the cells, the heavier the weights. Summing up the product of

each cell’s weight and the number of salient pixels (here in white) gives us the weights of

the left and right grids (see Eq. 5.2). The side with a lighter weight will be considered as

an empty space to hold more elements, such as the texts of the cover lines (see Eq. 5.3).

Photos courtesy of Amir Garachorlou.
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As Fig. 5.4.b shows, GBVS gives us a mask which contains values between 0 and 1.

In order to obtain a binary mask shown in Fig. 5.4.c, we threshold the GBVS mask. This

threshold depends on the cover image. We use the Newton-Raphson method to obtain 1
9

of

the total area of the salient parts. We choose the fraction 1
9

based on the intuition that if we

consider the rule-of-thirds, then 1
9

of an image is the most conspicuous or important part of

it.

Having obtained the GBVS binary mask (Fig. 5.4.c) and fusing the general cover tem-

plate (Fig. 5.3) to it, we obtain Fig. 5.4.d. The green region in Fig. 5.4.d is considered

as a candidate for holding cover lines. However, the question is how to identify when the

green region wins over the other side (the dark orange region). Figure 5.4.f illustrates how

we apply grids (yellow grids in Fig. 5.4.f), and assign weights to the both left and right

sides (green and dark orange). In this fashion we find which side is the better choice as the

candidate region for inclusion of the cover lines.

As illustrated in Fig. 5.4.f, we consider two grids on the left and the right side of the

cover image. Then, different weights are assigned to the cells of the yellow grids: the

darker cells (refer to Fig. 5.4.f) are assigned with the heavier weights. Summation of mul-

tiplication of each cell’s weight to the number of the salient pixels (here in white) that it

contains gives us the total weight of each the left and the right grids. This represents the

fact that while our eyes move away from the center of the magazine cover, we are ready

to see more text. This idea is based on consulting the work of professionals. In fact, in

the most of magazine covers, designers try to wrap around the salient part(s) of the cover

image with the cover lines. That is why we do not want to put the cover lines on a side with

more salient part close to the borders of the cover. Equation 5.2 shows how the weights for

the left side and the right side (red regions in Fig. 5.4.f) are computed. Based on these two

weights we choose the final candidate region for the inclusion of the cover lines, according

to Eq. 5.3.
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We denote wL and wR as the obtained weight for left side and right side, respec-

tively. Also, gLij and gRij denote each cell in the left grid and the right grid (yellow grids

in Fig. 5.4.f), respectively. gLij (and similarly, gLij) is obtained from the following equation:

gLij =





n if n ≥ T

0 otherwise,
(5.1)

where n is the number of white pixels in the ij-th cell. Here, based on our experiments,

T = 800 is satisfactory.

Given gLij , we compute wL (similarly, wR) as:

wL =
1

6

3∑

i=1

3∑

j=1

j · gLij. (5.2)

The final candidate region for inclusion of the cover lines is obtained by:

c =





1 if wL < wR

2 if wL > wR

3 if wL = wR

(5.3)

Here we index each condition with 1, 2, or 3, indicating left side, right side, or both

left and right sides, respectively. Note that if the third condition happens for c, we use both

sides for the automatic text insertion process. The next step is to wrap the cover lines in the

candidate region, c. This process is discussed in Sec. 5.6.3 as an automatic text insertion

process.

5.6 Typography

Where and how to put text, including the masthead, headline, byline, and other cover

lines, is an important decision in design of magazine covers [54]. In our problem scope, by

typography we mean the decisions that a designer makes about using different typefaces for
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different design purposes, the text size of the cover lines, priorities of the cover lines, and

the problem of legibility of the text. According to professionals, the family of Helvetica is

a good choice for a typical magazine cover. Better choices, however, relate to the genre of

magazine and will be considered in our future work.

Similar to the preceding discussion for layout, we need to convey the priority and the

hierarchy of the cover lines on the cover. Therefore, ADoMC assigns different sizes to the

cover lines and lays them out based on their priority (specified by the user) starting from

the top of the cover. Given a candidate region from the layout process, ADoMC inserts the

text by applying a special form of indentation. This indentation is a pattern derived from

well-known magazine designs. That is, designers usually give an indentation to the texts

to align them with the boundaries of the salient segments of the cover image. Therefore,

they can use the white space in an effective way. This technique can be formulated as how

to insert or fit a text in a geometrical region such that its indentation is most faithful to the

shape of the region. ADoMC solves this problem as an optimization problem in which the

maximum fidelity to the shape of the geometrical region and the maximum size of the text

is desirable (see Sec. 5.6.3). Figure 5.5 illustrates the results of this solution for different

numbers of cover lines with different words.

5.6.1 Masthead

As Fig. 5.3 illustrates, the masthead is always positioned at the top of the cover. It also

has to be as large as possible, to blast the magazine’s name.

First, we define the cost function dM(w, h) as a function of width w and height h of a

given mastheadM . Note thatM can be either a predesigned logo or a string of text, entered

by the user. In the latter case, width and height of the surrounding box (bounding box) of

the string are the parameters of the cost function:

dM(w, h) = dw(w) + dh(h), (5.4)



85

where dw(w) = wM − w and dh(h) = hM − h, with wM and hM as our predefined

values for maximum width and height of the masthead in the general template, illustrated

in Figure. 5.3.

Then, we define FM(w, h) as the optimization function which obtains the optimal val-

ues of width and height of the masthead. We denote (wM0 , h
M
0 ) as the optimal masthead

signature for a given masthead M , such that

(wM0 , h
M
0 ) = argmin

w,h
(dM(w, h)), (5.5)

for wm ≤ w ≤ wM + ∆w and hm ≤ h ≤ hM . Here wm and hm stand for minimum of

width and height, respectively. Also, ∆w and ∆h stand for some small numbers (in inches)

as the tolerances for cases where a small change in the sizes of the predefined values for

width and height may obtain a better result.

5.6.2 Headline and Byline

Similar to the way that we find the optimal size for the masthead, we can find the

optimal sizes of the typeface for the headline and the byline texts, positioned at the bottom

of our automatic generated covers (see Fig.5.3).

We denote F (H) and F (B) as the optimization functions for the case of the headline

and the byline text, respectively. The only difference with the case of the masthead is that

since we have to convey hierarchy and priority of the stories, we choose a smaller size of

typeface for the lower priority story. Hence the maximum width and height for the headline

is one unit less than the obtained values for the corresponding parameters in the masthead

case from the masthead signature. Headline signature is then denoted by (wH0 , h
H
0 ), and

computed as:

(wH0 , h
H
0 ) = argmin

w,h
(dH(w, h)), (5.6)
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for wHm ≤ w ≤ wM + ∆w and hHm ≤ h ≤ (hM0 − 1) + ∆hH .

Based on the same rational for hierarchy depiction by using different text sizes, the

maximum height of the byline should start off with at least one unit smaller that the obtained

value for the height of the headline from the headline signature.

Finally, in the insertion of cover lines, the maximum height of the cover lines should be

at least one unit smaller that the obtained value for the height of the byline from the byline

signature.

5.6.3 Cover Lines

For insertion of cover lines however, we want to make a special form. This form is

inspired by looking through the work of designers. In fact, although we consider the candi-

date region from Sec. 5.5.2 (see Fig. 5.4) to put the cover lines, we want to make the design

more compelling and closer to the work of professionals. By looking at different magazine

covers we have found a general pattern of how to make text indentation for cover lines.

Indentations are usually in a form that imitate boundaries of the salient part(s) of the cover

image. This design decision makes a dynamic interaction between the design elements and

leads to a more unified design.

To illustrate this pattern and our idea for reproducing such patterns in our automatic de-

signs, consider Fig. 5.5.a (obtained in the same way described in Sec. 5.5.2) which contains

a green region. The borders (red curve) of this region can determine how the indentation of

cover lines in this region should look like. Figure 5.5.b and Fig. 5.5.c illustrates the result

of our solution for this problem.

Therefore, our problem of how to give this kind of indentation to the cover lines can be

defined as the following: how to insert the text such that its indentation has the maximum

fidelity to the shape of the green part and simultaneously make sure that its size is the

largest in an acceptable size range for cover lines. Figure 5.6.a and Fig. 5.6.b illustrate that

with a smaller size of typeface of the text —the blue boxes represent the bounding box of

each line of the text— we may obtain a higher fidelity to the geometric region –the orange
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(a) (b) (c)

Fig. 5.5.: Examples of automatic cover lines text insertion on a magazine cover. a) The

green region is a candidate to hold cover lines. We want to insert the text of the cover lines

in such a fashion that the text indentation follows the shape of the green region and the

size of the text is as large as possible. b) Result of our automatic text insertion in the green

region in (a). c) Another result of our automatic text insertion in the green region in (a).

Note that the number of words and different words in the cover lines yield different results.

shape. On the other hand, the larger size of the text is preferred to obtain a better legibility

of the text. Therefore, we define this problem as an optimization problem where maximum

fidelity to the shape of the candidate region (the orange region in Fig. 5.6) and maximum

size of the text is desired. As Fig. 5.6.c and Fig. 5.6.d show we define a distance penalty

or a cost function as the length of the red arrows and we minimize this cost function while

trying to keep the size of the text as large as possible.

We define the optimal text insertion parameters’ values by this signature:

(s∗, y∗,d∗, h∗) = argmax
s

(argmin
y,d,h

(FCL(s, y,d, h))), (5.7)

where

FCL(s, y,d, h) =
K∑

k=1

d
(s)
k + y(s) + h(s), (5.8)
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Fig. 5.6.: Insertion of cover lines on a magazine cover. The blue boxes represent the bound-

ing box of each line of the text and the orange geometric regions represent the candidate

regions for inclusion of the text. a) A smaller size of the text may result in a higher fidelity

to the candidate region of the text whereas b) shows that larger size of text is also desired.

c) shows the distance penalties (in red and violet) and other variables. These distance

penalties represented by red and violet arrows need to be minimized.

for s ∈ [18, 36], where |y(s) − ax| ≤ ∆y, |h(s) − ah| ≤ ∆h, and d, contains the distances

d
(s)
k for each line k defined by |lk − bk|. See Fig. 5.6.c for the variables.

5.7 Design of Color

Design of a color palette —or which colors to choose to create a good design— is part

of a designer’s work and concern. There are resources [148, 185, 281–283] that suggest

which colors go with which. In general, designers try to make a contrast or a linkage

between colors [43]. However, our problem is how to quantify these concepts. One of

the most significant works in the area of quantifying aesthetics of colors is Itten’s color

harmony concept [19]. Itten defines seven kinds of color contrast: contrast of hue, light-

dark contrast, cold-warm contrast, complementary contrast, simultaneous contrast, contrast

of saturation, and contrast of extension. From these contrasts, only complementary contrast

is used in our work. Itten’s complementary contrast concept is based on physiological
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laws of afterimage and simultaneity. These laws suggest that our eyes are satisfied when

they can perceive a balance in colors —or in Itten’s words “complementary colors”. Itten

then defines a hue wheel as shown in Fig. 5.7.a, which presents complementary colors in

opposite directions. We apply the concept of complementary contrast in our automatic

framework to choose the color of the masthead.

(a) (b)

Fig. 5.7.: Elements of color design. a) Itten’s hue wheel. Note that complementary colors

are in opposite directions: for instance, yellow and violet, or orange and blue. b) Matsuda’s

harmonious templates. This figure is from [41]. Hues which are in shaded sectors are

considered to be in harmony. The angles of the sectors are described in [40] and [41].

Having chosen a color for the masthead, now we want to find a set of colors for cover

lines. For cover lines, we can use the idea of the similar hues and the same hues discussed

in [284]. Some color resources call these ideas analogous colors [185] or light-dark con-

trast [39]. Similar hues are color hues which are adjacent colors on the hue wheel. Same

hues are colors in the same hue but with different levels of shade [284], or more precisely,

different values of S (saturation) and V (value) in HSV color space. A more comprehensive

definition of these concepts is suggested by Mastudas harmonious templates [40, 41]. Fig-

ure 5.7.b illustrates seven different hue templates and a template for gray-scale images (N

type). In each template, the hues that are in shaded sector(s) are considered to be harmo-

nious. Later in Sec. 3.5.2 we talk about how we use Matsudas harmonious hue templates

to design the colors of cover lines.
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In order to work on the hue wheel of an image, we first convert the color space of the

image from sRGB to HSV —Hue, Saturation, Value. The reason is that HSV has been

defined to support an intuitive color space for designers. One of the reasons that HSV

is intuitive is perhaps because of the fact that it supports the realization of the subtractive

colors concept versus the additive colors concept. In the real world, as opposed to the world

of computers, what we can see as far as colors and color mixtures are considered they are

subtractive colors. In fact, the color that we perceive is a subtracted component of the

light that has been illuminated to an object surface. In contrast, the colors that computers

presents to our eyes are the results of an additive color system. In means that computers add

several light components to represent a color corresponding to a real color. This additive

color system is implemented in the sRGB color space. In order to transform between the

real colors —the colors that designers use in reality— and the computer generated colors,

we frequently switch to HSV and sRGB. We then work on the hue channel which is defined

from 0 to 360 (degrees), where 0 corresponds to red. This means that we keep the two other

components of the color, S and V as their maximum amounts (S = 100, V = 100). In this

fashion we just work with the colors located on the border of the circle of the HSV cone.

5.7.1 Masthead Color

For color of the masthead, we use the idea of the complementary colors suggested in

Itten’s hue wheel. As Fig. 5.7.a illustrates, Itten has chosen ten colors as representative of

all the colors. However, taking into account the capabilities of computers and printers, we

can support more than ten distinct colors for our automatic design of color. Therefore, we

have upsampled Itten’s hue wheel to 360 hues. Another fact is that Itten calls these ten

colors ten hues by which he means ten pure or highly saturated colors. Correspondingly,

we should define our mathematical framework in a color space which can be an appropriate

representative for the hues that Itten meant.
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(a) (b) (c)

Fig. 5.8.: Our choice of hue wheel for computing the complementary color. a) A continuous

pure hue wheel. This means that saturation and value are equal to the highest possible

amounts. b) The inner wheel shows the hue wheel. But we discard the sectors marked

with “×”. As a result, we use the outer wheel to return the computed complementary (see

Eq. 5.10). c) Our design of color palette will have a triple of hues, all in the shaded sectors

of V-type and Y-type templates of Matsuda.

In order to construct Itten’s hue wheel, we first transfer from sRGB color space to HSV

color space. We then consider the Hue component of the color and assign the highest

amounts to Saturation and Value components. In this fashion we obtain a continuous hue

wheel which later will be quantized or downsampled to 360 hues. Figure 5.8.a illustrates

the result of this decision.

As one can notice, the result is not a complete equivalence of Itten’s hue wheel in

respect to the opposite hues. Therefore we slightly change the hue wheel to obtain more

artistically intuitive results. These changes are depicted in Fig. 5.8.b. More precisely, we

define the membership function for the complementary color as following:

We denote the hue of the masthead color as HM which is the complementary hue of the

most repeated hue in a given cover image, and obtained from the function compl(h):

HM = compl(h0). (5.9)
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According to Fig. 5.8.b, we define function compl(h) as:

compl(h) =





115, if h ∈ [180, 190]

333, if h ∈ [220, 239]

0, if h ∈ [240, 309]

(h+ 180) mod 360, otherwise.

(5.10)

Where h0 in 5.9 is the most repeated hue, obtained from:

h0 = archistM(maxhue). (5.11)

Hence, the color of the masthead, denoted by colorM is obtained by:

colorM = RGB(HM , S = 100, V = 100). (5.12)

5.7.2 Cover lines Colors

Given the hue of the masthead HM , we obtain the color of cover lines, namely headline

color, colorHL and byline color, colorBL from 5.13 and 5.14 , respectively. In this fashion,

we obtain our cover line colors based on the idea of similar hues in V type and Y type

templates of Matsudas harmonious hue templates.

colorHL = RGB(HHL, S = 100, V = 100), (5.13)

for HHL = (HM + 15) mod 360.

colorBL = RGB(HBL, S = 100, V = 100). (5.14)

for HBL = (HHL + 15) mod 360.

So far, we have designed the color of the texts based on the hue wheels. Part of the

motivation for using hue wheel is that, hue colors are vivid, and suitable for color palette of
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the magazine covers. In fact, using vivid colors is a form which follows the functionality

of the color of the texts in the magazine covers. However, we occasionally apply the Light-

ness Contrast to enhance the legibility of the texts while keeping the color design palette

aesthetically compelling. The next section describes this idea in more details.

5.7.3 Color Aesthetics and Text Legibility

In the previous section, we described how we have quantified and computed the concept

of color harmony for our automatic design of color. However, in practice there are some

challenges that we need to address. The main challenge is perhaps that while the color

palette design has to be aesthetically pleasing, it also has to be simple. Therefore we

should limit the palette to a pair or a triple of colors. This is an enormous constraint that

we put: sometimes these two or three colors are not very legible on the cover. So we have

to come up with a better color, subject to the legibility criterion. One way of solving this

problem is to expand our use of color and include the variation of Saturation and Value in

the design of color. Matsuda also defines his tone templates, where he presents the tones

that are considered to be harmonious. Figure 5.9 illustrates Matsuda’s harmonious tone

templates.
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Fig. 5.9.: Matsudas harmonious tone templates. a) Tone templates. This figure is from [41].

Tones which are in the shaded sectors are considered to be in harmony. The measures of

the sectors are described in [41].

Similar to what we have done for hues, we need to find a corresponding framework

for tones in computers. Matusda’s tone coordinate is composed of Chroma versus Value.

Here, Chroma and Value are representative of Munsell’s Chroma and Value in Munsell’s

color system. In fact, Matsuda designed his tone templates in the same shape of Munsell’s

Chroma-Value coordinates. Matsuda then marked the regions that he found in harmony.

Figure 5.9.a shows that marked regions in black, indicating any two points in a black region

are considered harmonious. In our design, we use the Upper Arc Contrast and Lower

Arc Contrast tone templates. More specifically, we choose two points in these two black

regions: the tip and the tail of the arc. This gives us a combination of a hue (i.e. a vivid

color, similar to what we designed in previous sections) and of either a white color or a

black color. The justification of this decision comes from the fact that in our contemporary

design, professionals tend to use white (in majority) and black (in minority) in their designs.

In order to choose between white and black, we first consider the local background

lightness of the text. If the lightness of the local background is not higher than a threshold

we use white, otherwise we use black. Note that in order to compute the lightness of
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the colors we transfer the colors from sRGB color space to color space, since this color

space is perceptually uniform and an appropriate system for representation of lightness

and noticeable contrast to human eyes. In our framework, we evaluate the lightness of the

colors and the local backgrounds by just considering one component.

One way to solve this problem is to expand our use of color to include the variation

of Saturation and Value in the color’s design. Going back to the geometric structures, we

observe that Matsuda has defined tone templates, as seen in Fig. 5.9. These tone coordinates

are composed of Chroma versus Value. Here, Chroma and Value are representative of

Chroma and Value in Munsell’s color system. The colors seen in the shaded regions are

considered to be harmonious. In our design, we use the Upper Arc Contrast and Lower Arc

Contrast tone templates (the middle column in Fig. 5.9. More specifically, we choose two

points in these two black regions: the tip and the tail of the arc. The reason for this decision

is that in our contemporary design, as we have stated above, professionals tend to use white

and black for text colors. Similarly, in our designs we use a pure or highly saturated color

with white or black. In order to choose between white and black, we first consider the

local background lightness of the text. If the lightness of the local background is less than

a threshold, we use white. Otherwise, we use black. This process is implemented in the

flowchart found in Fig. 5.10.a. It is important to note that the comparisons in Fig. 5.10.a

are computed in CIEL∗a∗b∗ color space because this color space is perceptually uniform,

and is a useful system for representation of lightness and just noticeable contrast to the

human viewer. Also, the numerical values of the thresholds in Fig. 5.10.a are based on

psychophysical experiments, some described in [285].
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Fig. 5.10.: Text legibility solution and results using hue modification. a) Flowchart repre-

senting color modifications for text when the lightness (in CIEL∗a∗b∗) of the text and its

local background are too close. In this flowchart, the lightness of the masthead is denoted

by LM , and the mean lightness of the masthead’s local background by LBGM . Also, HL

and BL indicate headline and byline, respectively. The numerical thresholds are based on

psychophysical experiments, some described in [285]. b) and c) Before and after applying

the flowchart in (a), respectively. Photos courtesy of Andy Jessop.



97

30HH BG

MM 

90LBG

M 

whitecolor New

M 

Old

M

New

BL

New

M

New

HL

colorcolor

colorcolor





blackcolor New

M 

30HHOR30HH BG

BLBL

BG

HLHL 

90LBG

HL 

End

Start

Old

M

New

HL colorcolor 

whitecolor New

BL blackcolor New

BL 

Yes

No

No

No

No

Yes

Yes

Yes

(a)

(b) (c)

Fig. 5.11.: Text legibility solution using lightness modification. a) Flowchart represent-

ing color modifications for text when the hue (in CIEL∗a∗b∗) of the text and its local

background are too close. In this flowchart, the hue of masthead is denoted by HM , and

the mean hue of the masthead’s local background by HBG
M . Also, HH and BH indicate

headline and byline, respectively. The numerical thresholds are based on psychophysical

experiments, some described in [285]. b) and c) Before and after applying the flowchart in

(a). Photos courtesy of Andy Jessop.
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Another approach to solving the text legibility problem is to apply shadow effects to the

text. This approach is often taken by designers to mitigate the problem in an aesthetically

pleasing fashion. Similarly, in cases where illegible text colors occur, we provide an alter-

native design for the user that includes text shadow effects. Fig. 5.12 illustrates alternative

designs generated by our system.

(a) (b)

Fig. 5.12.: Text legibility solution using shadow effect. An alternative solution to improve

text legibility by applying shadow effects to the text, a) before, and b) after modifications,

respectively. Photos courtesy of Andy Jessop.

5.8 Experimental Results

We have implemented the the automatic framework discussed in the previous sections

as a software application. We have named this system ADoMC: Automatic Design of

Magazine Covers. As specified earlier, the users of our system are non-designer designers;

from the range of individuals, small to medium businesses. Therefore, ADoMC has a

simple graphical user interface (Fig. 5.13), because we want to keep the creation of the
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design for our framework without the possibility of modification from the user. The reason

is that we think if the user does not know anything about design, he/she can easily make

“big uglies” (noted in [260]). Figure 5.13 illustrates a screenshot of the graphical user

interface of our system. Our system does all the tasks automatically with just a click. It

takes a few minutes for the system to accomplish the entire design. Our code is in Matlab

and our experiments have been performed on a 64-bit PC machine with a 2-core 3GHz

Intel processor and 4GB of RAM. This system will be implemented in Java as an internet

service.

Fig. 5.13.: A screenshot of the graphical user interface of ADoMC (Automatic Design of

Magazine Covers) system.

5.8.1 Results

In this section, we present four more automatically designed magazine cover samples

by ADoMC. Figures 5.14 (a,b, and c) illustrate cases where there was no need to perform

a color modification. Therefore, the colors have been designed based on the hue templates.

Figure 5.14.d however, illustrates a case in which the color modification process has been

performed due to the text legibility aspect of the color design for the magazine cover.
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(a) (b)

(c) (d)

Fig. 5.14.: Automatic designs generated by ADoMC. Photos courtesy of Sean Molin (a, b,

and c), and Martin O’Connell (d).
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Note that the color modification process is part of our automatic color design solution,

and there is no modification made by the user (refer to Sec. 5.7.3 for details). Also note that,

as the results suggest, choosing the right content for a magazine cover is very important in

the formation of an aesthetically compelling magazine cover. By content we mean the

words that are chosen to be presented on the cover. The content of a magazine cover may

be influenced by the hot topics and contemporary subjects in societies [260].

5.9 Conclusion and Future Work

At this stage of our work, the feedback of professional designers suggests that our au-

tomatic designs are aligned with their intuition. However, there are some limitations in

our system which deserve more investigation for quantifying aesthetics of design. For in-

stance, in our research we assume that the input to the system is a well-composed image.

At this stage of the work, we consider a well-composed image to be an image consistent

with the rule-of-thirds. To be considered well-composed, an image should also satisfy

criteria related to other features, such as content and color combination. These features

need to be addressed in our future work. Neither does our system at the moment take care

of the different sizes of an input image. It assumes that the image is whitin the aspect

ratio of the magazine cover to be designed. How to crop an image to obtain such an as-

pect ratio is another challenge under the umbrella of image resizing and image retargeting

research. A further consideration is visual saliency. In some cases, Graph-based visual

saliency (GBVS) does not satisfy our requirement for the salient part. We can instead use

visual saliency to extract foreground from background. Another feature of design is mak-

ing decisions about the choice of typeface. In current results, we have used a number of

predefined typefaces. Although these typefaces were recommended to us by professionals

for the purpose of design of a typical magazine cover, we are interested to determine what

kind of typefaces can be used within the style of a magazine.

The style of a magazine, which is heavily influenced by the genre of magazine, has a

major influence on the design of magazine covers. At this stage, our implementation does
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not consist of design based on style or even genre of magazine. However, we have done

some preliminary work about this aspect of design and part of our results are presented

in the next chapter. In the next chapter, we present how color semantics can help us to

recommend a design based on the mood that the user wants to convey in his/ her design.
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6. RECOMMENDATION SYSTEM FOR AUTOMATIC DESIGN

6.1 Introduction

In the information era, the representation of information via visual media is a desire for

both personal and business means, though consumers may prefer not to hire a professional

to create designs for them. Personal communication through internet web services is be-

coming an essential part of contemporary life. New generations of communication devices

also contribute to the need for the design of personal communication media. Hence, there

is a great need and an increasing request for software applications that provide users with

easy-to-follow steps for creating visual media, such as magazines, blogs, and other forms

of self-publishing media. This need, in turn, inspires science and engineering to tackle the

idea of visual media’s automatic design.

An automatic design system, however, needs to take into account the key concepts

of design and address the challenges that designers encounter when creating a design. The

key concepts include: elements of design, principles in design, and aesthetics of design. By

elements of design, we mean layout and visual balance considerations, typography, design

of color, style, and context. Principles in design, however, refer to a number of rules that a

designer may apply to accomplish the task of design. Aesthetics of design deals with the

beauty of design and how good a design is, considering both its form and function. In fact,

an automatic design system has to quantify these subjective concepts. Moreover, such a

system has to perform the task of design automatically and autonomously. From a broader

perspective, this system should be able to recommend to the user a number of designs and

to customize the future designs for a user based on his/her personal preferences. Therefore,

designing effective sets of interactions for user participation in the process of automatic

design of visual media based on his/her preferences is required.
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In this chapter, we introduce a recommendation system for automatic design of mag-

azine covers. Professional designers start a design by developing a concept to convey the

message or purpose of the design. Similarly, our system guides the user to understand the

purpose of his/her design. The purpose of a magazine cover design relates to the context

of its cover image [54]. The context of the cover image has several aspects, including the

color mood and the objects. At this stage, we focus on the color mood: we recommend a

set of semantic descriptors to the user to understand his/her preferred color mood in his/her

design. The system then selects a number of photos from the user’s album based on his/her

preferences and generates alternative designs.

We focus on magazine covers as an application of the idea of automatic design, espe-

cially because of the need for self-publishing designs in recent years. This need has also

been addressed in prior work, such as [258] and [112]. There are now several tools and

services for the design of magazine covers. As an example, HP MagCloud websites [286]

provide individuals as well as businesses with the ability to design and upload magazine

covers to share with others. Moreover, there are several on-line tools and apps for maga-

zine cover design for amateurs, which is in contrast with tools that facilitate professionals

for the design of magazine covers. Consequently, some well-known magazines such as

Wired and Cosmopolitan have started offering design of personalized magazine covers as

promotions to customers. As an example of other applications of our work, consider the

case for providing non-designer designers with the opportunity to design magazine-like

documents to communicate with specific target audiences. For instance, Greig et al. [287]

suggest a system which creates a travel brochure, but it has to be enhanced by adding fea-

tures that recognize how to design an effective cover. Other potential users include small

non-profit organizations that need to design magazine covers and other magazine-like doc-

uments to generate excitement and credibility about their work, without hiring professional

designers [258]. Furthermore, as we suggest in the discussion section, our work could be

considered to be a starting point to contribute to the idea of creativity support tools for both

non-designer and designer users.
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Our recommendation system is an extension of the automatic design system ADoMC,

or Automatic Design of Magazine Covers (see the previous chapter), by Jahanian et al. [110].

Hence, we call our recommendation system R-ADoMC. Section 6.4 illustrates a schematic

view of the system. We describe each part of R-ADoMC, including: Input User Interface in

Sec. 6.5, which suggests different purposes of a design to the user; Evaluation of Input Pho-

tos in Sec. 6.6, which deals with the user’s inputs; Designs User Interface in Sec. 6.7, which

provides a rating mechanism of the generated designs for the user; and Personalization of

Designs in Sec. 6.8, which recommends more designs based on the preferences of the user.

We finally discuss the current limitations, challenges, and future work in Sec. 6.10. In the

next section, we illustrate a common scenario typical for our users.

6.2 Scenario

Our users are non-designer designers, individuals and businesses who want to design

without hiring a professional designer, while still wanting to create aesthetically compelling

designs. Consider the following scenario: John has a pile of photos, and he wants to make

a magazine cover with the best photo from the group. John also has a number of stories as

his cover lines that he wants to place on the cover. He has thought about the priorities of his

stories in terms of their importance. He knows what he would like to call his magazine title,

but he may or may not have a predesigned masthead for his magazine title. John wants to

make an attractive design, but he has no idea about the principles of design. The only thing

that he knows is that he wants a “sporty and dynamic” design. Designers believe that if

someone does not know how to design, he/she can easily make non-pleasing designs [260].

They also believe that any changes made in a design would lead to a different design, and

the designer would have to start a new design from scratch. From the above input, R-

ADoMC is implemented to create a design from start to finish. It does not allow for any

modifications on the user’s part. Instead, it provides a number of designs to the user and lets

him/her choose one. It also recommends a design based on the preference of the user. In

John’s case, R-ADoMC takes his photos and stories (i.e. cover lines), and then it suggests
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a number of adjectives to him that describe some possible kinds of design, e.g., “clean and

clear”, “dynamic and active”, “elegant”, “formal”, etc. In the next sections, we discuss

these adjectives, their origins, and the way that we deploy them to create a design.

6.3 Related Work

We believe the work of visual media’s automatic design, magazine covers in particular,

is a multidisciplinary task that spans several different topics, including automated layout,

color design, typography, computational aesthetics, and recommendation with personaliza-

tion. In the previous chapter, we have reviewed the related work in each area and discussed

how we apply or extend the prior work. The following reviews the prior work in design

recommendation systems.

Recommending a generated design from scratch for the user is another contribution

of this thesis. [114] discusses how designers can benefit from examples recommended by

a recommending system to support their creativity in new designs. The main difference,

however, is that in our work we create designs and recommend them to non-designer users.

In recommendation systems, typically, prediction of a user’s preferences is based on a

rating data set, accumulated from the same user and similar users [288]. In our work,

we personalize the future designs for a user by predicting his/her personal preferences in

design and by inferring a style for him/her based on his/her ratings.

6.4 Software Framework

This section describes how we think about the problem of automatic design from the

viewpoint of software engineering and computer science. We endeavor to quantify the el-

ements and concepts in design and bring these subjective topics to the realm of objection.

Our approach includes close collaboration with professional designers, magazine art direc-

tors and editorial boards, and journalists. The current software framework is the projection

of a number of rules, mathematical expressions, and algorithms delineated and devised

from the lessons we have learned so far. The following sub-sections describe each part of
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the system in more detail. We first start by looking at a schematic view of the framework

and the relation of each part with others.

Fig. 6.1.: A schematic view of R-ADoMC. The user uploads his/her photos, cover lines,

and masthead. Then, he/she chooses some recommended descriptors to indicate the desired

color mood of his/her design. R-ADoMC evaluates the user’s photos and chooses the best.

It then sends the selected photos to the design engine. The generated designs will be shown

to the user, who can rate the generated designs. The ratings will be considered for the user’s

future designs to recommend him/her one more design based on his/her style.

6.4.1 Schematic View

As Fig. 6.1 illustrates, the system is comprised of three major parts: Input User Inter-

face, Automatic Design Engine, and Designs User Interface. The system first takes the

user’s inputs, which includes a collection of his/her photos, a number of text strings as

his/her magazine cover stories (e.g. headline and byline), a masthead for the title in the for-

mat of a text string or a predefined logo, and a number of predefined adjectives describing

the desired color mood of his/her design. The system then evaluates the user’s photos based

on his/her chosen adjectives. In this way, the system can order the input photos based on

their aesthetics, including both form and functional aspects. The best photos are then sent

to the design engine. This engine is called ADoMC and is based on work by Jahanian et
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al. [110]. The designs generated by ADoMC, which in turn pass a visual composition cri-

terion, are presented as the final designs to the user by listing them in order of best design.

The user can rate the generated designs using a five-star rating scale. The system incorpo-

rates the user’s ratings in the personalization part to customize his/her future designs. In

this fashion, the system will suggest to the user one more design among the other designs

that he/she may like by indicating that it is based on “your style.”

Fig. 6.2.: Descriptors for color mood of design. The user can tell R-ADoMC which color

mood he/she wishes to convey in his/her design. These descriptors are suggested by [43]

to relate the world of colors to the world of styles and human preferences.

6.5 Input User Interface

A magazine cover has a main photo called a cover image, a title called a masthead, and

a number of stories, including headline, byline, and other cover lines [54]. The user can

upload his/her cover image, masthead, and cover lines to R-ADoMC. Users generally have

a number of photos and may wonder which photo could be a good candidate for a magazine

cover. On the other hand, since the context of the cover image influences the purpose of a

magazine cover design, we recommend a list of adjectives to the user to describe several
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color moods in the context of a magazine cover. Although the context of a photo includes

aspects other than color, at this stage of our work, we address only the color aspect. After

the user chooses a set of adjectives, or color mood descriptors, R-ADoMC can evaluate the

user’s photos, rate them, and generate alternative designs. Figure 6.2 illustrates the menu

of the color mood descriptors in R-ADoMC.

6.6 Evaluation of Input Photos

Computational aesthetics of photos is one of the recent interests in computer science

and engineering. However, most of the related work is focused on a number of low level

features in a photo, such as color distribution, texture, and objects [198]. These features

are part of the aesthetics of photos, but they are context-free. Since a design has a mission

and conveys a purpose to the audience, we also need a set of high level features to be able

to describe a design and its color mood. Our solution to this challenge is inspired by the

work on the Color Image Scale by Kobayashi [43] (see Fig. 6.3). Kobayashi has proposed

a semantic view to the aesthetics of colors to relate the world of colors to the world of

objects, life styles, and human preferences. Therefore, we use his work to quantify the

mood of our designs from a semantic viewpoint.

Kobayashi’s Color Image Scale is an attempt to investigate the meanings that people

may perceive from the colors and color combinations, from a number of psychological,

systematic, and pragmatic approaches. This viewpoint comes from the idea of associat-

ing the physical attributes of the colors – hue, value, and chroma — to a higher level of

abstract attributes of colors – warm-cool and soft-hard. Kobayashi and his institute, Nip-

pon Color and Design Research, have conducted more than a decade of psychophysical

experiments on colors. They asked individuals and groups of people to match a color and

a combination of three colors with an adjective. Through factor analysis, a semantic dif-

ferential method, and cluster analysis, Kobayashi came up with a list of adjectives as color

descriptors or “color-images.” Kobayashi then applied his scale to different color designs,

for example, clothes, food, and several other industrial design applications [42]. Kobayashi
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later published his Color Image Scale in a book with the same name [43]. Today a Japanese

website uses his work in a search engine for images [289]. Recently [150] has deployed

Kobayashi’s scale for image retrieval.

Fig. 6.3.: Kobayashi’s Color Image Scale. Image taken from [43]. The contours show

15 patterns, labeled by all-capital letters. Note that Kobayashi has defined 1170 3-color

combinations on this scale, however for simplicity only some of them are shown. We use

these patterns to describe the desired color mood of the design.



111

We deploy the mathematical framework that [150] develops to implement Kobayashi’s

color scale for the purpose of image retrieval; hence, we use almost the same notation. We,

however, use this framework to measure and evaluate the input photos for the purpose of

a design. Kobayashi first defines 130 Basic Colors. He then defines 1170 3-Color Com-

binations and associates them with 180 adjectives (called color-images) or Labels. Each

3-Color Combination is also associated with a five-star rating that indicates the frequency

of its usage. The Labels are later classified into 15 Patterns. The Patterns represent a

number of selected terms in fashion and lifestyle. Kobayashi positions his 3-Color Combi-

nations on a scale of warm-cool and soft-hard, and based on this arrangement, defines the

boundaries of each Pattern. Figure 6.3 illustrates Kobayashi’s Color Image Scale with the

15 Patterns and some of his 3-Color Combinations.

Our problem is how to locate a given image on Kobayashi’s Color Image Scale. First

we need to find a way to represent an image in sRGB color space in terms of Kobayashi’s

130 Basic Colors. One way is to represent the image by its histogram. In other words, the

problem is: how to convert the sRGB histogram of an image to its corresponding histogram

in Kobayashi’s 130 Basic Colors. To do so, we quantize the sRGB color space to a smaller

space with 8 levels of R, 8 levels of G, and 8 levels of B. This leads to 512 sRGB colors,

or bins. We obtain the Kobayashi’s histogram of an image, denoted by hK from the sRGB

histogram of the image, denoted by hRGB, according to the following equation:

hK = hRGB · T (6.1)

Here T is the transformation matrix. We construct T by first converting both the quan-

tized sRGB space and the 130 Basic Colors to CIELab color space. This space is perceptu-

ally uniform, and so we measure the distance between each pair of colors converted from

these two color spaces in terms of their Euclidean distance in CIELab, denoted by 4Er.
We can then define the elements of the transformation matrix T :

trl =





1− 4Er

10
+ 0.1 if4Er ≤ 10

0 otherwise
(6.2)
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where r = 1, ..., 512, and l = 1, ..., 130.

Hence, we obtain Kobayashi’s histogram hK of an image. The next step is computation

of the distribution of any 3-Color Combination in the given image from its corresponding

hK . To do so, we first define the following notation to refer to a 3-Color Combination:

c(3)n =
{
b1n, b

2
n, b

3
n

}
(6.3)

where 0 ≤ bin ≤ 130 denotes the index of a Basic Color.

Now we define hσ as the distribution of the all 3-Color Combinations in a given image

by:

hσ = [σ1, ..., σ1170]
T (6.4)

where

σ = min(hK(b1n), hK(b2n), hK(b3n)) (6.5)

for n = 1, ..., 1170.

Next, we define matrix L as an index matrix to associate the 180 Labels to the 1170

3-Color Combinations:

L = [l1 . . . l180] (6.6)

where L is a 1170 × 180 matrix and

lij =





1 if label j is associated to Color Combination i

0 otherwise
(6.7)

Also, we define the diagonal matrix R, which contains the ratings of each 3-Color

Combination. Hence, we obtain the distribution of each Label in an image by hL as:

hL = hσ ·R · L (6.8)
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Similar to Eqs 6.6 and 6.7, we can define the matrix U as an index matrix to associate

the 15 Patterns to the 180 Labels. Hence, we obtain the distribution of each Pattern in an

image as follows:

P = hL · U (6.9)

Finally, given the location of all the 180 Labels on the scale from the matrix E, we can

obtain s, the location of the given image on the scale from:

s = hL · ET (6.10)

As an example, Fig. 6.4 illustrates the location of an image on the Color Image Scale.

In fact, we can find which of the Patterns, or in our word, color moods an image holds. The

normalized values of matrix P give us a measure of closeness or similarity of an image to

each Pattern. We use this measure to rate the user’s photos and compute the best matches

to Patterns. As we mentioned, this method deals with the high level features of an image’s

aesthetics. However, we also consider a low level feature in images, which is the layout

composition of the image. We suggest this feature because the composition of the cover

image heavily influences the visual balance and layout of the design of a magazine cover.

Therefore, if an image maintains a busy composition, it will not be included among the

final designs. At this stage, we equate the layout composition of an image with its visual

saliency and compute it with the Graph-Based Visual Saliency algorithm [164].

6.7 Designs User Interface

Getting the user to effectively visualize the results is a challenge when designing a user

interface for recommendation systems. This, in turn, influences the personalization of the

user’s results. In our problem, we aim to present more than one design to the user in order

to understand his/her design’s purpose and to customize his/her future designs. We believe

this is an added value for non-designers because it provides them designs that are aligned

with their personal preferences and styles. In this fashion, we devise an interactive process
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Fig. 6.4.: The location of an image on Kobayashi’s Color Image Scale. This image is

considered to be CHIC and MODERN according to this scale. The scale is taken from [43].

between the automatic system and the user while creating a design, which also happens

in practice between a professional designer and his/her client. Figure 6.5 illustrates R-

ADoMC’s user interface. R-ADoMC displays the first choice design in the main GUI and

arranges two more design choices, along with a design based on the user’s accumulated

ratings in a separate panel. It also provides a five-star rating scale option by the user for

these designs [290] provides a number of guidelines for choosing a rating scale, the options

being unary (“like it”), binary (thumbs up/thumbs down), five-star, or a 100-point slider.

The degree of accuracy and user friendliness of the five-star method is a good choice for
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our work. In this way, we accumulate a better understanding of what kind of design the

user likes, and consequently, we can customize his/her future designs.

Fig. 6.5.: Designs UI for visualization of the designs generated in R-ADoMC. A rating

option is available for each design, and the ratings will be considered in the user’s future

designs. The “your style” design is a representation of the idea of personalized designs for

the user. The more that the user works with the system, the more that the system is able to

personalize the future designs.

6.8 Personalization of Designs

Is it legitimate to personalize designs? Although form follows function – or the context

of a design should be aligned with the mission of the design – it can also be personalized.

In fact, one way of thinking about personalization of a design is to think about the design’s
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style, which comes from the preferences of a designer. There is a consensus between artists

that each professional has his/her own style or signature, making some of the designers

identifiable based on their designs even without their explicit identification. On the other

hand, there might be alternative good designs for a specific purpose, and choosing one

from several, ties with the personal preferences of the user. Hence, providing alternative

designs and allowing a user to choose one design based on his/her personal preferences

is an added value to the function of automatic design systems. Accordingly, R-ADoMC

implements the idea of design personalization to support the user. As the user works more

with R-ADoMC and rates the generated designs, the rating data is accumulated for future

designs.

There are three different approaches for recommending an item in current recommenda-

tion systems, content-based, collaborative filtering, and a combination of both these known

as hybrid [288]. At this stage, our system does not consider any collaborative filtering be-

cause its personalization procedure is single-user based rather than multiple-user based. As

Fig. 6.5 illustrates, the system suggests the personalized design as an extra design, labeled

as “your style.” To anticipate this personalized design from the previous ratings of the

user, we define the prediction of the ratings of the generated designs as a linear regression

problem. To solve this problem, we use the LASSO algorithm [291] with L1 regularization.

6.9 Experimental Results

Figure 6.6 illustrates several ordered results. Generally speaking, the results generated

by ADoMC are acceptable to our professional designers. However, a set of psychophysical

experiments to evaluate the results by users is part of our future work. The system is

implemented in Matlab and takes a few minutes to present the results (for a photo album of

about 100 images), on a 64-bit PC machine with a 2-core 3GHz Intel processor and 4GB

of RAM.
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Fig. 6.6.: Illustrations of magazine covers that were automatically designed on Kobayashi’s

Color Image Scale (the scale image is taken from [43]). The cover images of these designs

have been selected according to Kobayashi’s Patterns to represent the mood of the magazine

cover designs. Images reproduced from [138]. Photos courtesy of Andy Jessop.

6.10 Conclusion and Future Work

R-ADoMC is a recommendation system for the automatic design of magazine covers,

and the purpose of this system is to aid the non-designer designer in creating aesthetically
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compelling designs. After a user uploads his/her photos, the system first suggests a number

of semantic features, e.g., “elegant,” “dynamic and active,” or “sporty,” to describe the color

mood for the purpose of his/her design. Based on these high level features and a number

of low level features, such as the complexity of a photo’s visual balance, our system then

selects the most suitable photos from the user’s album for his/her design. Following this, R-

ADoMC generates several alternative designs that can be rated by the user. Consequently,

the system generates future designs grounded in the user’s style, thus personalizing the

designs based on his/her preferences.

The feedback that we have received from professional designers suggests that our au-

tomatic designs are aligned with their intuition. However, there is a need to devise a solid

framework to evaluate R-ADoMC’s generated results. This problem is highly correlated

with aesthetics measurements. Quantifying aesthetics is still a challenge in computer sci-

ence and engineering. In our case, while seeking a good solution by discussing this prob-

lem with our partners in the School of Visual and Performing Arts at Purdue University, we

found that there might be several alternative good designs. So, we might be able to restrict

the problem to what is a bad design. That inspired us to follow the principles of design.

We believe that our work, among other previous work, emphasizes the need of devising and

designing a set of measures and user experiments to evaluate aesthetics of the visual design.

It is also worthwhile to mention that one dimension of aesthetics is beauty, which might be

perceived through personal interest and experience, as suggested by Frohlich in “Beauty

as a Design Prize” [292] and also by Barthes [293]. This viewpoint supports the notion

of personalized design, or “Your Style,” which, as suggested in this chapter, may leverage

the transcendental experience of beauty. Moreover, as Frohlich suggests, the perception of

beauty can be stimulated by the inclusion of a more subjective experience in design. This

is another support for the idea of recommendation for automatic design, as it considers the

user’s preferences. In fact, in interaction design, engaging the non-designer designer in the

process of a design’s creation by having a personal experience can arouse the experience

of beauty, and hence, aesthetics.
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Although our framework provides personalized designs, we endeavor to develop a

framework which generates designs that are effective in both the function and form of

aesthetics. Keeping this in mind, there are a number of limitations in R-ADoMC that must

be addressed. One limitation is that we reduce the dimensionality of a design’s purpose to

the color mood dimension, as well as visual complexity of the cover image. Although these

two dimensions are important and influence the aesthetics of a design heavily, there exist

other dimensions such as the objects in the cover image. This correlates with the context

evaluations of the photos, and so these contextual factors need to be further investigated.

Another limitation includes the hypothetical case that a user has an album of similar pho-

tos, e.g., all the photos are classified as modern in his/her album. While our system would

provide several designs, we still require another feature or set of features to identify the

ranking of these designs based on what the user needs. An additional limitation is that we

do not consider specific typefaces for our typography, and this problem ties with the class

of magazine, which contributes to defining a magazine’s style. We aim to address design

based on the class of magazines within our future work.

Our current system, R-ADoMC, is a software framework meant to emulate the pro-

cess that a professional designer attends to when creating a design. In fact, one of the key

components of this framework is developing an interactive process between the software

and the user to understand what kind of design the user needs or wants. As also indicated

by Swearingen et al. [294], understanding the user’s needs is important in designing the

interactions of recommendation systems. On the other hand, designing interactions for

recommendation systems can also be expanded to contribute to the idea of creativity sup-

port tools. Creativity support tools facilitate users to “explore, discover, imagine, innovate,

compose, and collaborate” [295]. However, as indicated by Shneiderman [188], creative

work often begins by viewing previous projects and similar samples. Since R-ADoMC

recommends alternative designs to the user based on his/her preferences, it can be an un-

derlying framework for a creativity support system in visual design. If the user is unaware

of key concepts in design or principles of design, it is an added value to recommend these

semantic descriptors that make sense to him/her and help to describe a design. It is, how-
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ever, more ambitious to escalate the creativity of our non-designer user in the design of

visual media. This desire requires a series of effective interactions between the user and

the system to include the user in the creative process of his/her design. Hence, we endeavor

to evolve R-ADoMC’s framework into a creativity support tool for the process of visual

design and concept design for media.
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A. APPENDIX DESIGN MINING COLOR SEMANTICS

Table A.1.: Summary of our magazine covers dataset. In total

2,645 magazine covers from 71 different titles were collected.

These titles are roughly assigned to 12 different genres of mag-

azines by us for the purpose of our analysis.

Art Business

Magazine Title # collected Magazine Title # collected

Art in America 49 Bloomberg Businessweek 50

ARTNews 50 Entrepreneur 52

HOW 41 Forbes 50

ID 1 Harvard Business Review 50

Interior Design 50 Money 48

Live Design 9 The Economist 29

The New Yorker 50

Art Total: 250 Business Total: 279

Education Entertainment

Magazine Title # collected Magazine Title # collected

Academe 40 Conde Nast Traveler 50

Language 36 Jet 50

Language Arts 2 National Geographic 44

Social Studies and the Young Learner 50 People 50

Teaching Exceptional Children 2 Rolling Stone 50

Techniques 48

The American Scholar 3

continued on next page
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Table A.1.: continued

The Reading Teacher 3

The Science Teacher 50

Education Total: 234 Entertainment Total: 244

Family Fashion

Magazine Title # collected Magazine Title # collected

Good Housekeeping 61 Esquire 11

Better Homes and Gardens 30 Essence 50

House Beautiful 50 Glamour 50

Parenting 51 GQ 50

ShopSmart 40 Vogue 50

Family Total: 232 Fashion Total: 211

Health Nature

Magazine Title # collected Magazine Title # collected

Health 17 BBC Wildlife 25

Men’s Health 50 Garden Design 35

Natural Health 17 House & Garden 15

Women’s Health 50 Organic Gardening 17

Health Total: 134 Nature Total: 92

Politics Science

Magazine Title # collected Magazine Title # collected

Human Rights 42 astronomy 10

Newsweek 50 Nature 50

The Atlantic 25 Popular Science 29

The Progressive 22 Science 119

Time 50 Science and Children 5

continued on next page
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Table A.1.: continued

Science Illustrated 30

Smithsonian 38

Politics Total: 189 Science Total: 281

Sports Technology

Magazine Title # collected Magazine Title # collected

Bicycling 22 Aviation Week 45

Car and Driver 29 PC World 50

Golf Digest 26 Popular Mechanics 34

Golf World 24 Technology Review 17

Runner’s World 22 Wired 45

Sporting News 44

Sports Illustrated 50

Sports Total: 217 Technology Total: 191
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Table A.2.: Stop word list. The list of words that we exclude from the words on the covers

to. Note that these words are inspected by manually visiting the first 30 words in the word

topics inferred by the model.

day inside meaning reveals things winning minute

dos issue meet romney tips frances colors

double jennifer minutes ryan today small grows

easy joe month share top japan green

essence johns nation shows trick china simple

exclusive julie needed special ultimate stuff autumn

eye kate obama steve undos pages design

faces klein ons stop ups mitt

falling losing picks stories wanted week

free lost preview summer ways i

good makeover rated takes white super

great making real talking work perfect

guide matter red tells year spring
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l)

Fig. A.1.: Relevance matrices. (a) and (b) females, (c) and (d) males, (e) and (f) Non-US

participants, (g) and (h) US participants, (i) and (j) Non-designers, (k) and (l) designers.
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Fig. A.2.: Formative study. For this study one 5-color palette and the 12 word triples

(under the color histograms) along with the “None of the above” option were shown. The

participants were asked to choose as many as word triples that apply for the given 5-color

palette. For each color histogram the first three closest 5-color palettes are shown in order,

from top to bottom. Also for each color histogram a word triple as the representative of

each word topic is shown.
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(a)

(b)

(c)

Fig. A.3.: Demography statistics of the summative user study. a) 14 highest participants’

countries. b) Participants’ age. c) Participants’ education.
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Fig. A.4.: Color topics histograms for K = 24.
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Fig. A.5.: Color topics histograms when the color basis is the 3-color combinations de-

signed by Kobayashi [43]. Note that the black bandings are the result of small proportions.

That is, when one zooms in on the visualization software tool, he/she can see these small

proportions of the 3-color combinations.
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B. APPENDIX DERIVATIONS OF GIBBS SAMPLING FOR
LDA-DUAL

The following derivations to extend LDA is independently done by us. However, since

later we found that the exact model has been earlier proposed by Shu et al. [56] called

LDA-dual, although for a complete different problem, throughout the entire of this thesis,

we give the credit to them and mention that we “adapt” their model. Our notation and

derivation closely follows the steps in [296].

B.1 Notation

• Number of documents (magazine covers) is D.

• Number of color-word topics is K.

• Number of words in document d is Nd ∈ N+.

• Number of color swatches in document d is Md ∈ N+.

• Number of words in the vocabulary is W .

• Number of colors in the color basis is C. For sRGB C = 512.

• n-th word in document d is wd,n ∈ {1, . . . ,W}.

• m-th color in document d is cd,m ∈ {1, . . . , C}.

• The word topic to which word n in document d is assigned is zd,n ∈ {1, . . . , K}.

• The color topic to which color m in document d is assigned is yd,m ∈ {1, . . . , K}.

• The topic distribution for document d is θd ∈ ∆K , where ∆K denotes the K dimen-

sional simplex.

• The word distribution for word topic k is φk ∈ ∆W .

• The color distribution for color topic k is ψk ∈ ∆C .
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• We will assume that prior on the word topics is the Dirichlet distribution parameter-

ized by a single scalar β.

• Similarly, the prior on the color topics is the Dirichlet distribution parameterized by a

single scalar γ.

• The prior for θd is a Dirichlet distribution with parameter α.

• B(·) denotes the beta distribution and Γ(·) denotes the gamma distribution.

We use the following notation for the sampling. The word distribution for color-word

topic k is drawn from φk ∼ Dirichlet(β) for 1 ≤ k ≤ K. The color-word topic distribu-

tion for document d is drawn from θd ∼ Dirichlet(α) for 1 ≤ d ≤ D. The distribution

of the word topic assignment zd,n for the n-th word in document d is drawn according to

zd,n ∼ Discrete(θd) for 1 ≤ d ≤ D, 1 ≤ n ≤ Nd. Similarly, for each color in document

d, we follow the same mechanism: yd,m ∼ Discrete(θd) for 1 ≤ d ≤ D, 1 ≤ m ≤Md.

B.2 Joint Probability

p(φ,ψ,θ, z, c,y,w, | α, β, γ) =

p(θ | α) · p(z | θ) · p(y | θ) · p(w | z,φ)·

p(c | y,ψ) · p(φ | β) · p(ψ | γ). (B.1)

Using standard iid assumptions on the documents in the corpus, Eq B.1 can be rewritten as

p(φ,ψ,θ, z, c,y,w, | α, β, γ) =
D∏

d=1

p(θd | α) ·
D∏

d=1

Nd∏

n=1

p(zd,n | θd)·

D∏

d=1

Md∏

m=1

p(yd,m | θd) ·
D∏

d=1

Md∏

m=1

p(cd,m | y,ψ)·

D∏

d=1

Nd∏

n=1

p(wd,n | z,φ) ·
K∏

k=1

P (φk | β). ·
K∏

k=1

P (ψk | γ).

(B.2)
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Using our priors, Eq B.2 is

p(φ,ψ,θ, z, c,y,w, | α, β, γ) =
D∏

d=1

Dirichlet(θd | α) ·
D∏

d=1

Nd∏

n=1

Discrete(zd,n | θd)·

D∏

d=1

Md∏

m=1

Discrete(yd,m | θd) ·
D∏

d=1

Md∏

m=1

Discrete(cd,m | y,ψ)·

D∏

d=1

Nd∏

n=1

Discrete(wd,n | z,φ) ·
K∏

k=1

Dirichlet(φk | β)·

K∏

k=1

Dirichlet(ψk | γ). (B.3)

Now we introduce some counting terms: lk,d,w is number of times word w is assigned

to color-word topic k in document d. lk,∗,w is number of times word w is assigned to color-

work topic k in all documents. lk,d,∗ is total number of words in document d assigned to

color-word topic k. lk,∗,∗ is total number of words in all documents assigned to color-word

topic k. Similarly, for color counts, we use rk,d,c, rk,∗,c, rk,d,∗, rk,∗,∗.

lk,d,w =

Nd∑

n=1

I(zd,n = k, wd,n = w)

lk,∗,w =
D∑

d=1

lk,d,w

lk,d,∗ =
W∑

w=1

lk,d,w

lk,∗,∗ =
D∑

d=1

W∑

w=1

lk,d,w.

B.3 Integrating Out Multinomials

In the collapsed Gibbs sampling, we walk through the samples at a time. Let z−(i,j) =

z − z(i,j). For sampling the goal is to compute the probability of word topic assignment
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z(i,j) that is being assigned to w(i,j), the i-th word of the j-th document, given that all the

other word topic assignments z−(i,j) are assigned:

p(zi,j | z−(i,j), c,y,w, α, β, γ) =
p(zi,j, z−(i,j), c,y,w | α, β, γ)

p(z−(i,j), c,y,w | α, β, γ)

∝ p(z, c,y,w | α, β, γ). (B.4)

Now

p(z, c,y,w | α, β, γ) =

∫

θ

∫

φ

∫

ψ

p(z, c,θ,y,w,θ,φ,ψ | α, β, γ) dψk dφk dθd

=

∫

θ

∫

φ

∫

ψ

p(θ | α) · p(z | θ) · p(y | θ) · p(φ | β) · p(w | φ, z)·

p(ψ | γ) · p(c | ψ, γ) dψk dφk dθd

=

∫

θ

p(θ | α) · p(z | θ) · p(y | θ) dθd ×
∫

φ

p(φ | β) · p(w | φ, z) dφk

×
∫

ψ

p(ψ | γ) · p(c | ψ, γ) dψk. (B.5)

According to Dirichlet(α) distribution

p(θ | α) =
1

B(α)

D∏

d=1

K∏

k=1

θα−1d,k .

Using the discrete distribution

p(z | θ) =
D∏

d=1

K∏

k=1

θ
lk,d,∗
d , and p(y | θ) =

D∏

d=1

K∏

k=1

θ
rk,d,∗
d .

Hence, the first integral in (B.5) can be written as

∫

θ

p(θ | α) · p(z | θ) · p(y | θ) dθd =
1

B(α)

∫

θ

D∏

d=1

K∏

k=1

θα−1d,k · θ
lk,d,∗
d,k · θ

rk,d,∗
d,k dθd

=
1

B(α)

D∏

d=1

∫

θ

K∏

k=1

θ
α+lk,d,∗+rk,d,∗−1
d,k dθd.
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Let α + lk,d,∗ + rk,d,∗ = α′. Then inside the integral looks like a Dirichlet(α′), and the

integral sums up to 1:

=
1

B(α)

D∏

d=1

∫

θ

B(α′)

B(α′)

K∏

k=1

θ
α′k−1
d,k dθd

=
1

B(α)

D∏

d=1

B(α′)(1)

=
D∏

d=1

B(α′)

B(α)
.

In a similar fashion we solve the the second and the third integral:
K∏

k=1

B(β′)

B(β)
, where β′ = lk,∗,w + β, and

K∏

k=1

B(γ′)

B(γ)
, where γ′ = rk,∗,c + γ.

Hence,

p(z, c,y,w | α, β, γ) =
D∏

d=1

B(α′)

B(α)

K∏

k=1

B(β′)

B(β)

K∏

k=1

B(γ′)

B(γ)

=
D∏

d=1

Γ(
∑K

k=1 α)∏K
k=1 Γ(α)

∏K
k=1 Γ(α + lk,d,∗ + rk,d,∗)

Γ(
∑K

k=1 α + lk,d,∗ + rk,d,∗)

K∏

k=1

Γ(
∑W

w=1 β)∑W
w=1 Γ(β)

∏W
w=1 Γ(lk,∗,w + β)

Γ(
∑W

w=1 lk,∗,w + β)

K∏

k=1

Γ(
∑C

c=1 γ)∑C
c=1 Γ(γ)

∏C
c=1 Γ(rk,∗,c + γ)

Γ(
∑C

c=1 γ + rk,∗,c)
.

Note that Γ functions that depend on hyperparameters are constants and we can remove

them to obtain

p(z, c,y,w | α, β, γ) ∝
D∏

d=1

∏K
k=1 Γ(α + lk,d,∗ + rk,d,∗)

Γ(
∑K

k=1 α + lk,d,∗ + rk,d,∗)

K∏

k=1

∏W
w=1 Γ(lk,∗,w + β)

Γ(
∑W

w=1 lk,∗,w + β)

K∏

k=1

∏C
c=1 Γ(rk,∗,c + γ)

Γ(
∑C

c=1 rk,∗,c + γ)
.

Now, at the current position (i, j) take out the terms that depend on the sample position:

=
D∏

d 6=i

∏K
k=1 Γ(α + lk,d,∗ + rk,d,∗)

Γ(
∑K

k=1 α + lk,d,∗ + rk,d,∗)

∏K
k=1 Γ(α + lk,i,∗ + rk,i,∗)

Γ(
∑K

k=1 α + lk,i,∗ + rk,i,∗)

K∏

k=1

∏
w 6=wi,j

Γ(lk,∗,w + β)Γ(lk,∗,wi,j
+ β)

Γ(
∑W

w=1 lk,∗,w + β)

K∏

k=1

∏C
c=1 Γ(rk,∗,c + γ)

Γ(
∑C

c=1 γ + rk,∗,c)
.
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Next, we remove the terms that do not depend on the current sample position (i, j):

∝
∏K

k=1 Γ(α + lk,i,∗ + rk,i,∗)

Γ(
∑K

k=1 α + lk,i,∗ + rk,i,∗)

K∏

k=1

Γ(lk,∗,wi,j
+ β)

Γ(
∑W

w=1 lk,∗,w + β)
.

Denote l−(i,j) for the counts without position (i, j). That is l = l−(i,j) and to include the

next count we obtain 1 + l−(i,j):

∝
∏K

k 6=zi,j Γ(α + l
−(i,j)
k,i,∗ + rk,i,∗)Γ(α + l

−(i,j)
zi,j ,i,∗ + rzi,j ,i,∗ + 1)

Γ(1 +
∑K

k=1 α + l
−(i,i)
k,i,∗ )

K∏

k 6=zi,j

Γ(l
−(i,j)
k,∗,wi,j

+ β)

Γ(
∑W

w=1 lk,∗,w + β)

Γ(l
−(i,j)
zi,j + β + 1)

Γ(
∑W

w=1 l
−(i,j)
zi,j ,∗,w + β)

.

Using the property of Γ function, Γ(x + 1) = xΓ(x), we can expand the incremented

terms based on the current sample position(i, j):

=

∏K
k 6=zi,j Γ(α + l

−(i,j)
k,i,∗ + rk,i,∗)Γ(α + l

−(i,j)
zi,j ,i,∗ + rzi,j ,i,∗)(α + l

−(i,j)
zi,j ,i,∗ + rzi,j ,i,∗)

Γ(1 +
∑K

k=1 α + l
−(i,i)
k,i,∗ )

K∏

k 6=zi,j

Γ(l
−(i,j)
k,∗,wi,j

+ β)

Γ(
∑W

w=1 lk,∗,w + β)

Γ(l
−(i,j)
zi,j + β)(l

−(i,j)
zi,j + β)

Γ(
∑W

w=1 l
−(i,j)
zi,j ,∗,w + β)

∑W
w=1 l

−(i,j)
zi,j ,∗,w + β

.

Now shrink Γ’s into the general form:

=

∏K
k=1 Γ(α + l

−(i,j)
k,i,∗ + rk,i,∗)(α + l

−(i,j)
zi,j ,i,∗ + rzi,j ,i,∗)

Γ(1 +
∑K

k=1 α + l
−(i,i)
k,i,∗ )

K∏

k=1

Γ(l
−(i,j)
k,∗,wi,j

+ β)

Γ(
∑W

w=1 lk,∗,w + β)

(l
−(i,j)
zi,j + β)

∑W
w=1 l

−(i,j)
zi,j ,∗,w + β

.

We continue with proportionality; here Γ’s are constants so we remove them:

∝
(α + l

−(i,j)
k,i,∗ + rk,i,∗)(l

−(i,j)
zi,j + β)

∑W
w=1 l

−(i,j)
zi,j ,∗,w + β

. (B.6)

Since
∑W

w=1 β = Wβ, Eq B.6 can be rewritten as

=
(α + l

−(i,j)
k,i,∗ + rk,i,∗)(l

−(i,j)
zi,j + β)

l
−(i,j)
zi,j ,∗,∗ +Wβ

. (B.7)

In order to compute the probability, we normalize the so far proportional computation:

p(zi,j | z−(i,j), c,y,w, α, β, γ) =

(
(α+l

−(i,j)
zi,j ,i,∗

+rk,i,∗)(l
−(i,j)
zi,j ,∗,wi,j

+β)

l
−(i,j)
zi,j ,∗,∗+Wβ

)

(∑K
k=1

(α+l
−(i,j)
k,i,∗ +rk,i,∗)(l

−(i,j)
k,∗,wi,j

+β)

l
−(i,j)
k,∗,∗ +Wβ

) .
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In a similar fashion, for ci,j we get:

p(yi,j | y−(i,j),w, z, c, α, β, γ) =

(
(α+r

−(i,j)
yi,j ,i,∗

+lk,i,∗)(r
−(i,j)
yi,j ,∗,ci,j+γ)

r
−(i,j)
yi,j ,∗,∗+Cγ

)

(∑K
k=1

(α+r
−(i,j)
k,i,∗ +rk,i,∗)(r

−(i,j)
k,∗,ci,j

+γ)

r
−(i,j)
k,∗,∗ +Cγ

) .

θ, φ, and ψ are estimated from the computed z and y:

θ̂d,k =
lk,d,∗ + rk,d,∗ + α

lk,d,∗ + rk,d,∗ +Kα
, φ̂k =

lk,∗,w + β

lk,∗,∗ +Wβ
, ψ̂k =

lk,∗,c + γ

rk,∗,∗ + Cγ
.


