
F h f t i th dditi MRF I thFor each feature, we impose a smooth, additive MRF. In the
Orientation

p
orientation case this is represented as:Orientation orientation case, this is represented as:

φ θφ θφ
Scale *Scale *θθ

where is the smooth field and is the intrinsic orientationφ *θwhere is the smooth field and is the intrinsic orientation.φ θ
Contrast Once these fields are found, we can find the traditionalContrast Once these fields are found, we can find the traditional

intrinsic image and the intrinsic texture image (equal contrastintrinsic image and the intrinsic texture image (equal contrast,
bias orientation and scale)bias, orientation and scale).

BiasBias

We aim to capture four features of a texture: the orientationWe aim to capture four features of a texture: the orientation,
l t t d bi I t l t t h f thscale, contrast, and bias. In natural textures, each of these

features can change due to the underlying geometric shapefeatures can change due to the underlying geometric shape
of the object or a physical change in the texture. We attemptof the object or a physical change in the texture. We attempt
to measure these features and impose a smooth Markovto measure these features and impose a smooth Markov

Original Image Intrinsic Image Intrinsic Texture Imagerandom field (MRF) to capture the spatial correlation of Original Image Intrinsic Image Intrinsic Texture Imagerandom field (MRF) to capture the spatial correlation of
l l i t tslowly varying textures.y y g

We use our feature set in the segmentation algorithmWe use our feature set in the segmentation algorithm
presented in [2] treating each feat re as statisticallpresented in [2], treating each feature as statistically
independent We incorporate the multi-region segmentationindependent. We incorporate the multi-region segmentation

l ith d i [3]algorithm used in [3].g [ ]

Th St bl P id [1] i lti l lti i t tiThe Steerable Pyramid [1] is a multi-scale multi-orientationy
decomposition of an image similar to the conventionaldecomposition of an image similar to the conventional

l t t f Th d d t i i l l d ithwavelet transform. The red dot is recursively replaced withy p
the gray box The advantage of the Steerable Pyramid is thatthe gray box. The advantage of the Steerable Pyramid is that
the output at any orientation can be interpolated from thethe output at any orientation can be interpolated from the
b i A l t t i h b lbasis. An example output is shown below.p p

OrientationOrientationOriginal

Hi h PHigh-Pass

ScaleScale

Low-Pass Our model also allows us to easily estimate a one parameterOur model also allows us to easily estimate a one parameter
camera radiometric function. We take advantage of thecamera radiometric function. We take advantage of the
similar structure between the camera model and our texturesimilar structure between the camera model and our texture
model: C M d lRmodel: Camera ModelR - Reflectance Imageg

S SS - Shading Image

I Irradiance ImageI - Irradiance Image

X - Original Image Texture Model

F th i t l t d filt t t t i l l ds θ
X - Original Image Texture Model

GFor the interpolated filter output,         at pixel i, scale s, and ,s
iy
θ G - Gain Fieldp p , p , ,

orientation θ we define the energy as:
iy G Gain Field

Borientation θ, we define the energy as: B - Bias Field
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W l d fi th bi f th t t O h li d l h b i d i hWe also define the bias of the texture as: Once the nonlinear camera model has been estimated with our

1 model we also estimate a shading image We use a common1s xμ = ∑ model, we also estimate a shading image. We use a common
i ixR

μ = ∑ shape from shading algorithm [4] to infer the shape
iRjiR ∈

∑ shape from shading algorithm [4] to infer the shape.
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Feature SetFeature Set
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