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Preface

This book is a must read! It is the first and the original book of quantitative questions from finance job interviews. Painstakingly revised over 15 years and 12 editions, Heard on The Street has been shaped by feedback from many hundreds of readers. With 50,000 copies in print, it is unmatched by any competing book.

This revised 12th edition contains over 175 quantitative questions collected from actual job interviews in investment banking, investment management, and options trading. The interviewers use the same questions year-after-year, and here they are—with solutions! These questions come from all types of interviews (corporate finance, sales and trading, quant research, etc.), but they are especially likely in quantitative capital markets job interviews. The questions come from all levels of interviews (undergraduate, MS, MBA, PhD), but they are especially likely if you have, or almost have, an MS or MBA. This edition also includes over 125 non-quantitative actual interview questions, giving a total of more than 300 actual finance job interview questions. There is also a section on interview techniques—based on my experiences interviewing candidates for the world’s largest institutional asset manager and also based on feedback from interviewers worldwide.

This book bridges the considerable gap between the typical finance education and the knowledge required to successfully answer quantitative finance job interview questions. The considerable gap arises because Wall Street interviewers must separate the “wolves” from the “sheep.” The sheep are confined by the boundaries of their education; the wolves are not. The interview questions reach beyond these boundaries in order to separate the two classes of interviewees. Hence the gap. Of course, most interviewers are wolves. Unfortunately, many interviewees are sheep. The butchering that takes place has been described to me as “horrible.” That is why you need this book.

I bridge the above-mentioned gap by presenting quantitative questions from actual finance job interviews. I could not find even one of these questions in any of the three-dozen other “interview books” at a large US bookstore. My solutions and advice are carefully designed to sharpen your quantitative skills. My advice is based on my experiences as a frontline teaching assistant for MBA students at MIT, as a finance professor at Indiana University, and as the former head of a quant research team for the world’s largest institutional asset manager.

My intended audience includes interviewees (wolves and sheep alike) seeking employment at Wall Street or other finance-related firms; their interviewers, who need to weed out the hapless sheep; university professors who want to “spice up...
finance courses with Wall Street job interview questions (both for fun and to show the importance of the basic concepts on The Street); students of finance who want to fill in some gaps; and finally, doctoral students in need of entertainment during periods of downtime.

Many of the questions collected and presented here are "classics" that appear year-after-year without fail. However, this book is definitely not for people who just want "The Answers" to such questions. Such people are the archetypal sheep in wolves' clothing, and they are quickly identified as such in an interview. To benefit from this book, you must make a serious investment of your time.

I thank MIT students, MIT faculty, and people on "The Street" who have supplied me with information. I thank Olivier Ledoit, Cecily Lown, Bingjian Ni, Eva Porro, and Juan Tenorio for their constructive criticism. This book was written and edited in 1995 while commuting to and from MIT on the subways and buses of the Massachusetts Bay Transit Authority (MBTA).

TFC/MIT/1995

I updated this book while working as a professor at Indiana University (IU). I thank all the people thanked above (especially Olivier Ledoit). I also thank Sean Curry and The MathWorks Inc. for a free copy of MATLAB (used to check answers and draw figures), MBA Style Magazine (www.mbastyle.com) for horror stories, Andres Almazan, Tom Arnold, Mary Chris Bates, Klara Biff, Alex Butler, Victor W. Goodman, Tim Hoel, Taras Klymchuk, Victor H. Lin, Marianne Lown, Alan J. Marcus, David Miskinen, Marc Rokgomsala, Jason Roth, Yi Shen, Valerii Smelyanskiy, Dahn Tamir, Paul Turner, and students (MBA and undergraduate) at each of MIT, UCLA, and IU.


I updated this book while working as Head of Quantitative Active Equity Research (UK/Europe) at the world's largest institutional asset manager. I now also thank Jiupeng Chang, Mark Rubinstein, Alex Vighodson, and Nick Vivian.

TFC/London/1999–2003

I updated this book again after accepting the Chair in Finance at Otago University in New Zealand. I now also thank Giulio Agostini, Scott Chaupit, Chinn Han, Alessio Farhad, Vincen Moshkevich, Katie Price, Wolfgang Prymaus, Naoki Sato, Mikhail Voropasev, and Thomas C. Watson.

The 10th, 11th and 12th Editions contain many new questions and improved answers to old ones. I particularly thank the interviewers at top firms who freely shared their most recent questions with me for inclusion in this book. I now also thank David Alexander, Armen Anjargholi, Edward Boyce, Jun Chang, Nate Cohoe, Richard Corna, Rob Kings, Patrick de Man, Alexander Jozsa, Charles Halton, James Hinchorn, Philip Koop, Steve Lee, Stuart O'Neill, Bryan Rasmussen, Ashish Saxena, Torsten Schöneborn, Adam Schwartz, Yirong Shen, Ian Short, Olaf Torne, and Simon West.
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Introduction

This book first appeared in 1995 with questions collected from students after interviews. Nowadays the interviewers at top firms frequently send me their new questions directly! For example, one interviewer at a big-name New York investment bank sent me the bank’s latest full written quantitative interview test with three dozen questions (and answers)! Like this book, the test questions are in sections (pure quant, stats, finance, etc.). I can, however, find only a few to include that differ in nature from what is here already.

I used to wonder why interviewers at top firms supply me with their interview questions to put in a book to sell to their job candidates. Now I understand that they do not mind if the questions are public knowledge because job candidates who make a serious investment of time in revising the questions deserve to be hired!

All of the quantitative questions are accompanied by detailed solutions. The questions are split into four categories: Purely Quantitative and Logic, Derivatives, Other Financial Economics, and Statistics (chapters 1, 2, 3, and 4, respectively). The solutions appear in Appendices A, B, C, and D, respectively. Chapter 5 presents non-quantitative questions from actual interviews (with selected solutions in Appendix E). In the text, a name followed by a year (e.g., “Girsanov [1960]”) refers to a work cited in the References (following the appendices).

If you are interviewing for option jobs and you need a review book to complement the interview questions here, then you should buy my other books: Basic Black-Scholes, Crack (2009). See the advertisement on the last page of this book for details, or go directly to www.BasicBlackScholes.com. Note that Basic Black-Scholes started its life as an extended appendix to this book, but was carved out as a book in its own right in 2004; it is now in its revised second edition. Given that the original aim of that book was to help interview candidates, the writing style should be more suited to your interview preparation than most competing books.

Questions in This Book

The questions in this book were collected by me from interviewees, interviewers, and others. I have taken the liberty of rewarding them for maximum clarity because, unlike in an interview, you have no opportunity to ask me for clarification. Sometimes I give only part of a question that was asked; sometimes I combine related questions into a larger one. I remain faithful to the original problem statement.
finance, economics, statistics, or mathematics questions, respectively. If you think the basic questions are beneath you, then prove it by walking through them like a hot knife through butter. If you cannot answer the basic questions, however, either because you are rusty on the basics, or simply never understood them, then why should anyone hire you? No one will want to put you in front of their traders, other team members, or clients who will have basic questions.

Knowledge of C (but probably not C++) is required for some types of quantitative Wall Street interviews (in such cases, C++ may be required for the job itself). I used to have a few Q questions in my book without solutions, but I now think it is in your best interest to simply recommend Mongan, Suojanen and Gigaire (2007) to you.

You must have already heard all the ordinary interview advice (cover letters, appearance, comments on previous employers, use of bad language, chewing gum, re- researching people who will interview you, researching the firm, knowing your strengths and weaknesses, and so on); if not, then see Fry (2009). To answer the type of questions in this book, however, you may need the extraordinary advice in the next section.

The Interview

Will They Ask me These Questions?

Yes; you must assume that they will. You can hope for the best, but you must prepare for the worst. Some firms use the first round of interviews to get to know you with soft and non-quantitative questions. In this case, a second round typically follows with quantitative questions. Other firms use a quantitative first round to screen applicants up front. However, some firms ask no quantitative questions. There is thus a chance that you will see no quantitative questions. In this unlikely event, my quantitative questions will have increased your IQ, and my non-quantitative questions (chapter 5) will have been of most assistance.

On the non-quantitative front, many interviewees have been asked, “Where did the Dow close yesterday?” or “Where did the Nikkei close?” or “Where is the long bond?” In addition to current knowledge, you should also know how these (and other) basic economic variables have changed over the recent past, and where they are relative to all-time highs and lows—see chapter 5 for more examples. Even if you are very busy interviewing with many firms, you must not be found ignorant on such basic market knowledge.

ATQ!

“ATQ” stands for “Answer The Question!” Let us suppose that I am the interviewer and that I have little patience. I am busy. Damn busy! I have a deadline for my boss on a project that is due tonight (he is in an earlier time zone). I just walked away from the stack of work on my desk, and the computer simulation I desperately need to see the results of just so that I can talk to you. Spending 30 minutes with
you means I get home at 10:30 PM instead of 8:00 PM, because I have to finish my project, and I will miss the last direct train. I earn $250,000, $500,000, $1M, or more per annum. I got my job and kept it because I am efficient and I understand time management. I want to hire a good person, even if you waste my time then I will crucify you; perhaps not to your face, but to my colleagues, both at this firm, and at competing firms thinking of interviewing you.

I know from past experience that people with good resumes are not necessarily knowledgeable in their claimed area of expertise. If you have a degree in finance, or mathematics, or whatever, and cannot answer a basic question in that area, then how the heck can I let you answer the phone when our traders call, or stick you in front of a client, or take you to a meeting with the portfolio managers, or have you join me in a conference call with my boss? That is, how can I hire you if you cannot answer basic questions? I know that there will come a time in this interview or the next when I have to push you to answer some quantitative questions, so that I can see what you understand and what you do not. Some of them will be basic, some of them not. I need to know the limits of your knowledge, and I cannot find them by asking soft wishy-washy questions about your resume.

If I ask you a question, then answer the damn question! If you know the answer, then tell me it. If you do not know the answer, but can work it out, then tell me that and outline the steps; I may be happy with that, and then not need to see the full derivation. If you have only a passing knowledge of the area, or no hope whatsoever of answering the question, then I need you to say so directly, and without wasting my time, so that I can ask you other questions. I need to know the boundaries of your abilities, and to find them I must ask you a mix of questions including ones that you cannot answer at all. Do not waste my time by floundering around and, in effect, drowning yourself in your own ignorance.

For example, suppose it is a bond trading job and I ask you whether the curvature in the plot of bond price versus yield to maturity is caused by changing Macaulay duration as yield changes. Let us suppose that you know the answer, but instead of giving it to me directly, you say:

“Well, that’s an interesting question. We know that for a standard coupon-bearing bond with no embedded options, the plot of bond price versus yield to maturity is downward sloping and concave up. Let me draw that on the whiteboard here (draws picture). As yield rises, other things being equal, bond price falls, but the dollar rate at which the bond price falls actually decreases as yield to maturity rises. That is, the slope becomes less negative. Changing slope means that there is curvature, and sure enough the plot is concave up. Now, some people may think, namely, that the slope of the plot is just the Macaulay duration of the bond. Now, it is well known that as yield to maturity rises, other things being equal, the Macaulay duration of a standard coupon-bearing bond with no embedded options falls. So, these people would deduce, namely and incorrectly, that as yield to maturity rises, the changing slope is simply a reflection of changing Macaulay duration. However, the simple fact that the Macaulay duration of a standard coupon-bearing bond with no embedded options is positive, and that the slope of our plot is negative, tells us that the slope is not the Macaulay duration. It is not the negative of the Macaulay duration either, and we can see

that by looking at the case of a zero-coupon bond. Suppose we plot bond price versus yield to maturity for a ten-year zero with no embedded options. The plot is downward sloping and concave up as before, with slope becoming less negative as yield to maturity rises, but the duration is 10 years regardless of the yield – because it is a zero. That is, where the slope is of large magnitude, the Macaulay duration is ten; where the slope is of intermediate magnitude, the Macaulay duration is ten; where the slope is of small magnitude, the Macaulay duration is ten. Thus, slope does not equal Macaulay duration, or negative Macaulay duration, and the curvature of the plot cannot simply be a reflection of changing Macaulay duration. Now, the slope of the plot of the price of the standard coupon-bearing bond versus its yield to maturity is a function of Macaulay duration, but it is also a function of bond price and yield to maturity. If we write down the slope explicitly, we see that it is $-\frac{D}{P}$, where D is Macaulay duration, P is bond price, and r is yield. If we look at numerical examples, we can see however, that the duration does not change very much with changing yield. Indeed, as already mentioned, it does not change at all in the case of a zero, and low-coupon bonds are not that different from zeroes. Rather, it is the bond price that changes significantly with changing yield, and it is this that causes changes in the slope, thus producing curvature. Sure enough, in the case of a coupon-bearing bond, the changing Macaulay duration contributes to the change in slope, and thus to the curvature, but its contribution to curvature is much less important than the contribution of changing bond price. So, no, it is not changing Macaulay duration, but rather, changing price, that drives the change in slope, thus creating curvature.”

Well, you just spent two and one-half minutes of your valuable time saying that. That is ten percent of your interview time. In your favor, you got to the correct answer, which is “no,” but in so doing you gave me so many words that I could not be sure if you were caring whether you knew the answer or not. I did figure out, though, that if you were working on my team, I could not take you to a presentation to clients because you would take for bloody ever to answer their questions and bore the pants off them in the process. I also figured out that you really like hearing the sound of your own voice. You may well be someone who does not realize that time is money, that that money belongs to my clients, or to the firm, and that that money has a heck of a lot of zeroes on the end of it.

You should have just answered “No, changing bond price drives changing slope and creates curvature.” You should then add that “Changing Macaulay duration contributes marginally to curvature for a coupon bearing bond, but not at all in the case of a zero.” If the question has a “yes” or “no” answer, and you know the answer, then the first word out of your mouth should be “yes,” or “no,” respectively. Anything else means you are not getting to the point, and you are wasting my time and your golden opportunity! Obviously, you support your assertion immediately with more words, but answer the question first! ATQ!

I have had people talk a full ten minutes or more before coming anywhere near allowing me to detect whether they know the answer or not. After the first minute I have already decided that you are in the wrong building, and I am thinking about the stock of work on my desk. I stopped caring about your answer back in the first chapter of your saga. I am about to cancel the next person on your interview
schedule because I value his or her time almost as much as I value my own. Unlike me, you get to go home early today.

To repeat, if the answer is "yes," and you know it, then say so! If the answer is "no," and you know it, then say so! You can add words after that, to support your answer, but for God's sake, get to the point! Suppose you are on a date with a person you find exceptionally attractive, and you are dancing, and this person says, "Do you want to kiss me?" Are you going to talk to them for ten minutes about how you arrive at your decision or are you going to get to the point? Similarly, you must have had a professor at college who, when asked a question from the audience mid-lecture would take five minutes giving his answer. When he got to the end of it you did not know what the answer was he had given, and you just wished he would shut up and move on. He invariably followed it up with "Is that clear now?" and no one dared say "no," for fear he would talk more about it. The bottom line is, answer the question! Remember ATQ, or even ATQf! If it helps hammer it into your/skull.

If you do not know the answer, but know enough to try to work it out, then say something like "Hmmm. I do not know, but I think I can work it out. I know that the slope is given by \( \frac{D}{P} \), where \( D \) is duration, \( P \) is price, and \( v \) is yield. I am not sure how much of the change in slope is explained by changes in each of \( D \) and \( P \), but I do know that a zero has fixed \( D \), so I suspect that changing \( P \) is more important than changing \( D \)." That is fine. You told me you did not know, and then you tried to work it out. That differs from knowing, but failing to tell me until the end of a saga.

If a question is not clear, be sure to ask for clarification. For example, "Is it a straight bond with no embedded options?" or "Are there coupons?" etc.

If the interviewer tells you that your answer is incorrect when you know it is correct, and if you are dead sure of your answer, then defend yourself to the hilt. Interviewers make mistakes, and you can earn their respect (and a job) by tactfully correcting them. Good people want you to do that in practice, though probably not in front of their colleagues.

**Other Advice**

You are not just interviewing for the job that was advertised. There are other openings in the firm that have not yet been advertised (and may never be advertised), and there are openings in other firms that your interviewer knows about because he or she knows people there. There will also be other openings at the interviewing firm in the future. If they like you and your CV, but do not think you are suited to that one job, they may recommend you strongly to another team leader within their firm or even at another firm. The implication of this is that if you discover quickly that you are not suited to the position advertised, or the firm, then you should steer the interview toward your strengths and ask the interviewer to keep you in mind for other positions. He or she may even tell you of another opening.

This works in reverse also. If your interview is awful, the interviewer will happily pass that information to other people who ask about you, or even without being asked if you really suck.

The finance community is small and interconnected and corporate memory is long. If you interviewed at the firm before, your interviewer probably knows about it and will talk to the people you talked to. Indeed, if you worked/interviewed/studied anywhere in the world, the interviewer can find a former colleague, interviewer, adviser, etc., of yours, who is known to them and who can assess you. Your resume may have circulated widely within the firm, both in its local offices and overseas, before you set foot in the building or pick up the phone. Indeed, your resume might have circulated so widely that no one informs HR, and no one even remembers where your resume came from; that can explain why you never got any response, not even a rejection.

Your resume is a starting point. Do not inflate it. You will be asked about it. When a resume arrives on the desk of the interviewer, he or she looks at it and tries to figure out in advance some questions to ask. If you write on your resume that you took an option pricing class, and got an “A,” then if the interviewer is an option pricing nut, you just guaranteed that the interview is going to get hot. If the area is a weakness for you, then do not make yourself a target. If you want to advertise that you took the class, then that is fine, but prepare yourself for incoming questions. ...and make sure your resume is proofread by people for whom English is their first language!

I received three cover letters that stood out in my mind. One from a young woman applying for a junior quant position who stated that she had “a lot of love to give,” one from a graduate of Rutgers who seemed to think I was sufficiently stupid not to have heard of Rutgers and felt the need to rewrite the school in great detail, and one from someone saying that they had always wanted to work in investment banking (when I was working for an asset management company). Remember that you have sent your CV and cover letter out to act as your ambassador in your absence!

Be upbeat and enthusiastic. Even if the market is bad, and you are out of work. People like people who like them; it is that simple. If you tell me a tale of woe, all I can think is that “90% of your life is what you make it, and if your life sucks, you suck.” Why would I want you sitting next to me at the office all day when I can have fun with someone else?

Do not smoke just before your interview. Get a stop smoking patch or something similar. The same goes for garlic for 24 hours before your interview. It stinks! Similarly, no one likes shaking hands with a limp dead fish. If your hands drip like a leaky faucet, then put your hand in your pocket (warm and dry), or palm down on you lap right up until you get up to shake hands. It is simple but effective.

Intelligent or genuinely humorous small talk is fine, but do not make a fool of yourself. For example, one guy came back a week later for a second round interview with me. I went to greet him in the foyer, and he looked at me blankly. Then he suddenly said "I remember you!" and "This is for the quant position, right?" Those were his first words!

Cover letters go in the garbage can, and e-mails are deleted. Make sure your e-mail address and phone number are on your resume. Similarly, buy an answering
machine and check it often. If HR cannot find you quickly, then someone else can interview for your job before you.

Finally, and one candidate told me this was the most valuable advice in the book, the ex-post probability that you get the job is either zero or one. If you prepare as though it is zero, then it will be. If you prepare as though it can be one, then you can make it so.

**Story:** A reader sent me the following e-mail: "...I bought your book... ...I just opened it to the first problem and was somewhat taken back by your solution. If you worked out the maths, you would know that your answer is wrong. If you do not want to work out the maths, then you could qualitatively grasp the mistake like so: ... ...Of course, to be quantitatively correct, you have to do the maths. Always do the maths... ...Hopefully, not too many interviewers have read this answer—or there will be lots of poor quants that will be turned away for being smart. Sincerely, YT."

Like many an overconfident quant, YT jumped into the maths without thinking about the problem. Just as a pickpocket bumps you from the left while his accomplice takes money out of your right pocket, many of these questions are set up to distract you, and they are easier than they look.

I sent YT a tactful e-mail telling him politely why he was mistaken and why no maths was needed. I even gave him a challenge quant question to solve to save face, but he did not respond. I think that his failure to respond was because he was unable to handle any criticism or admit his mistake (that would be consistent with his condescending e-mail). This is not what employers are looking for! Suppose an interviewer pushes you so hard or so far that you supply the wrong answer to a quant question. If the interviewer points out your mistake (and they do not always) then you should behave like a team member who is happy to accept constructive criticism. Do not get defensive, do not supply any BS; just take it and roll with the punches.

---

Please feel free to send e-mails with queries, corrections, alternative solutions, but especially with new interview questions. The errata (with corrections and comments) can be found at the website below.

[www.InvestmentBankingJobInterviews.com](http://www.InvestmentBankingJobInterviews.com),
[tiinckrack@alum.mit.edu](mailto:tiinckrack@alum.mit.edu)

Support the author! If you like this book, buy a copy!

---

Chapter 1

Purely Quantitative & Logic Questions

The only prerequisites for answering the questions in this chapter are elementary quantitative skills and common sense. Many questions in this chapter have two solution techniques: an elegant technique requiring little or no computation and a “launser-and-tong” brute-force approach. The technique you choose is revealing.

Solutions for this chapter appear in Appendix A.

**Question 1.1:** You are given two glass jugs. Each contains the same volume, \( V \), of liquid. One jug contains pure alcohol, and the other jug contains pure water. A modest quantity, \( Q \), of water is poured from the water jug into the alcohol jug, which is then thoroughly mixed. The same modest quantity, \( Q \), of (now diluted) alcohol is then poured back into the water jug to equalize the volumes of the jugs at their initial levels.

The initial concentration of alcohol in the alcohol jug equals the initial concentration of water in the water jug (at 100%). What is the relationship between the final concentrations of alcohol in the alcohol jug and water in the water jug?\(^1\)

**Question 1.2:** What is the sum of the integers from 1 to 100?\(^2\)

**Question 1.3:** (**) You are given a set of scales and 12 marbles. The scales are of the old balance variety. That is, a small dish hangs from each end of a rod that is balanced in the middle. The device enables you to conclude either that the contents of the dishes weigh the same or that the dish that falls lower has heavier contents than the other.

The 12 marbles appear to be identical. In fact, 11 of them are identical, and one is of a different weight. Your task is to identify the unusual marble and

---

\(^1\)This is not a chemistry problem. Please ignore the fact that mixing a volume \( V_1 \) of water with a volume \( V_2 \) of alcohol results in a total volume less than \( V_1 + V_2 \).

\(^2\)More generally, what is the sum of the integers from 1 to \( n \)?
Question 1.4: Interviewer: "You are a bug sitting in one corner of a cubic room. You wish to walk (no flying) to the extreme opposite corner (the one farthest from you). Describe the shortest path that you can walk. Be sure to mention direction, length, and so on."

Question 1.5: Picture a 10 x 10 x 10 "macro-cube" floating in mid-air. The macro-cube is composed of 1 x 1 x 1 "micro-cubes," all glued together. Weather damage causes the exposed (outermost) layer of micro-cubes to become loose. This outermost layer falls to the ground. How many micro-cubes are on the ground?

Story: One candidate for a futures trading position in Chicago was asked: "Would you rather be beaten up, beat someone up, or run around the block naked?" The last response did not get him the job. My wife was horrified to hear this story. Welcome to Chicago!

Question 1.6: A mythical city contains 100,000 married couples but no children. Each family wishes to "continue the male line," but they do not wish to over-populate. So, each family has one baby per annum until the arrival of the first boy. For example, if (at some future date) a family has five children, then it must be either that they are all girls, and another child is planned, or that there are four girls and one boy, and no more children are planned. Assume that children are equally likely to be born male or female.

Let p(t) be the percentage of children that are male at the end of year t. How is this percentage expected to evolve over time?

Question 1.7: How many degrees (if any) are there in the angle between the hour and minute hands of a clock when the time is a quarter past three?

Question 1.8: What is the first time after 2 PM when the hour and minute hands of a clock are exactly on top of each other?

Question 1.9: There are 100 light bulbs lined up in a row in a long room. Each bulb has its own switch and is currently switched off. The room has an entry door and an exit door. There are 100 stockbrokers lined up outside the entry door. Each bulb is numbered consecutively from 1 to 100. Each stockbroker is numbered consecutively from 1 to 100.

Broker number 1 enters the room, switches on every bulb, and exits. Broker number 2 enters and flips the switch on every second bulb (turning off bulbs 2, 4, 6, ...). Broker number 3 enters and flips the switch on every third bulb (changing the state on bulbs 3, 6, 9, ...). This continues until all 100 brokers have passed through the room.

What is the final state of bulb number 64? Is it illuminated or dark?

Question 1.10: Exactly the same set-up as Question 1.9, with a different final question: How many of the light bulbs are illuminated after the 100th person has passed through the room, and which light bulbs are they?

Question 1.11: Your bedroom sock drawer contains eight red socks and 11 blue socks that are otherwise identical. The light is broken in your bedroom, and you must select your socks in the dark. What is the minimum number of socks you need to take out of your drawer and carry into your (well-lit) living room to guarantee that you have with you at least a matching pair to choose from?

Story: One of my students was asked to "Describe the best boss you have ever had." Watch out for the opposite question: "Describe the worst boss you have ever had." Your answer may indicate disloyalty to a (former) employer.

Question 1.12: You and I are to play a competitive game. We shall take it in turns to call out integers. The first person to call out "90" wins. The rules are as follows:

1. The player who starts must call out an integer between one and 10, inclusive;
2. A new number called out must exceed the most recent number called by at least one and by no more than 10. For example, if the first player calls out "nine," then the range of valid numbers for the opponent is 10 to 19, inclusive.

Do you want to go first, and if so, what is your strategy?

Question 1.13: You are to open a safe without knowing the combination. Beginning with the dial set to zero, the dial must be turned counter-clockwise to the first combination number, (then clockwise back to zero), and clockwise to the second combination number, (then counter-clockwise back to zero), and counter-clockwise again to the third and final combination number, whereupon the door shall immediately spring open. There are 40 numbers on the dial, including the zero.

Without knowing the combination numbers, what is the maximum number of trials required to open the safe (one trial equals one attempt to dial a full three-number combination)?

Question 1.14: (** You are given a set of scales and 90 coins (this question is similar to Question 1.3). The scales are of the old balance variety. That is, a small dish hangs from each end of a rod that is balanced in the middle. The device enables you to conclude either that the contents of the dishes weigh
the same or that the dish that falls lower has heavier contents than the other. You must pay $100 every time you use the scales.

The 90 coins appear to be identical. In fact, 89 of them are identical, and one is of a different weight. Your task is to identify the unusual coin and to discard it while minimizing the maximum possible cost of weighing. What is the most it can cost to identify the unusual coin (assuming your strategy maximizes the minimum possible cost)?

Note that the unusual coin may be heavier than the others, or it may be lighter. You are asked to both identify it and determine whether it is heavy or light.  

4A slightly different task is to minimize the expected cost of weighing. Minimizing the expected cost of weighing does not necessarily minimize the maximum possible cost. This is a subtle distinction that you should not overlook.

5Does the answer change if you must identify the coin without saying whether it is heavy or light?  

*Suppose that the function \( f(z) \) is complex valued in the complex plane. Suppose also that \( f(z) \) is both bounded and entire. Prove that \( f(z) \) must be a constant.*

Question 1.16: I have dropped 10,000 ants randomly onto a ruler that is one meter (i.e., 100 centimeters) long. The ants are of negligible size and mass. Each ant walks at a steady pace of one centimeter per second in a straight line in some random direction. The ants are all from the same colony and possess an inherited vision problem: they have peripheral vision only. This means that they can collide with each other if they meet head on (if they meet, but not head on, then one ant will just crawl over the other and neither will pause their steady pace). If two ants do collide head on, however, then they each turn around instantly and head back the way they came at their steady pace. With so many ants in one small space, a single ant may experience multiple collisions before it walks off of the ruler. So, how long must you wait to be sure that all the ants have walked off of the ruler?

Question 1.17: You start with a single lily pad sitting on an otherwise empty pond. You are told that the surface area of the lily pad doubles every day and that it will take 30 days for the single lily pad to cover the surface of the pond. If instead of one lily pad you start with eight lily pads (each identical in characteristics to the original single lily pad), how many days will it take for the surface of the pond to become covered?

*Question 1.18: Another lily pad problem. There are 27 lily pads on a pond. Each of the lily pads is one square foot in area. The pond is 6,000 square feet in area. Each lily pad doubles its size every day. How long until the pond is covered in lily pads?

**Story:** A student of mine was taken to a room and asked to choose a place to sit at a long oval-shaped table. He chose a place at random. Later the interviewer asked why he had chosen that spot. I think the intent was to see if he was a leader (sitting at the head) or a follower (sitting at the side).

Question 1.19: Interviewer: “Alright, you’re from MIT; you must be a quantitative type of person.” Interviewee: (confidently, after a slight pause) “Yes indeed.” Interviewer: “Give me the decimal equivalent of \( \frac{4}{11} \) and of \( \frac{3}{7} \).”

Question 1.20: A snail is climbing up a 10-foot pole. It climbs up by three feet every day. Each night it sleeps. While sleeping, it slides down by one foot. When does it reach the top of the pole?

Question 1.21: (*) A windowless room contains three identical light fixtures, each containing an identical light bulb. Each light fixture is connected to one of three switches outside of the room. Each bulb is switched off at present. You are outside the room, and the door is closed. You may flip any of the external switches in any manner you choose. After this, you must take your hands off the switches and then you may go into the room and do as you please (but you will not be allowed to damage anything or touch the switches again). How can you tell which switch goes to which light?

Question 1.22: Inside of a dark closet are five hats: three blue and two red. Three smart men go into the closet, and each selects a hat in the dark and places it unseen upon his head. Each man knows both that the closet contains three blue hats and two red and that the other two men have the same knowledge.

Once outside the closet, no man can see his own hat. The first man looks at the other two, thinks, and says, “I cannot tell what color my hat is.” The second man hears this, looks at the other two, and says, “I cannot tell what color my hat is either.” The third man is blind. The blind man says, “Well, I know what color my hat is.” What color is his hat, and how does he know?

Question 1.23: (***) Find the smallest positive integer that leaves a remainder of 1 when divided by 2, a remainder of 2 when divided by 3, a remainder of 3 when divided by 4, ..., and a remainder of 9 when divided by 10.
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Story: 1. During the interview, an alarm clock went off from the candidate's briefcase. He took it out, shut it off, apologized, and said he had to leave for another interview. 2. An applicant came in wearing only one shoe. She explained that the other shoe was stolen off her foot in the bus.
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Question 1.24: There are two motorcyclists on a single lane road. They are 25 miles apart. At a signal, they start moving toward each other with constant speeds. The first motorcyclist rides at 20 mph; the second rides at 30 mph. When the signal goes off, a fly on the helmet of the first motorcyclist is startled and starts flying toward the second motorcyclist at 40 mph. When the fly reaches the second motorcyclist (now moving toward the first), he immediately reverses course and flies back to the first motorcyclist. When the fly gets back to the first motorcyclist, he reverses course again. The fly continues to fly backwards and forwards between the two motorcyclists until they all collide. How many miles will the fly have traveled before his life is extinguished?7

Question 1.25: A, B, C, D, E, F, G, H, and I, are the nine integers from one to nine (not necessarily in order). They satisfy the following constraints:

\[ A + B + C + D = 20, \]
\[ B + C + D + E + F = 20, \]
\[ D + E + F + G + H = 20, \]
\[ F + G + H + I = 20 \]

What values are taken by each of A to I?

Story: Instead of being asked her greatest weakness, one of my students was asked: “Why shouldn’t we hire you?” It is pretty difficult to maneuver your way out of that one!

Question 1.26: Prove that the area of a triangle is given by

\[ A = \sqrt{s(s-a)(s-b)(s-c)}, \]

where a, b, and c are the side lengths, and \( s = \frac{a+b+c}{2} \) is half the perimeter.7

Question 1.27: A very large number, \( N \), of people arrive at a convention. There are exactly \( N \) single rooms in the hotel where the convention takes place. Each guest is given a numbered key for a specific room. Before they even go upstairs, they are all invited to a large party in the banquet hall. To gain admittance to the hall, they have to give up their keys to a doorman. At the end of the evening, the guests are not sober enough to recall their room numbers, so the doorman simply hands out the keys randomly. Each guest ends up spending the night in a random room. What is the probability that at least one guest ends up in the room to which he or she was originally assigned?

Question 1.28: A small boat is floating in a swimming pool. The boat contains a very small but very heavy rock. If the rock is tossed out of the boat into the pool, what happens to the water level in the pool?

Question 1.29: (**) In a certain matriarchal town, the women all believe in an old prophecy that says there will come a time when a stranger will visit the town and announce whether any of the men folk are cheating on their wives. The stranger will simply say “yes” or “no,” without announcing the number of men implicated or their identities. If the stranger arrives and makes his announcement, the women know that they must follow a particular rule: If on any day following the stranger’s announcement a woman deduces that her husband is not faithful to her, she must kick him out into the street at 10 AM the next day. This action is immediately observable by every resident in the town. It is well known that each wife is already observant enough to know whether any man (except her own husband) is cheating on his wife. However, no woman can reveal that information to any other. A cheating husband is also assumed to remain silent about his infidelity.

The time comes, and a stranger arrives. He announces that there are cheating men in the town. On the morning of the tenth day following the stranger’s arrival, some unfaithful men are kicked out into the street for the first time. How many of them are there?

Question 1.30: In front of you are three poles. One pole is stacked with 64 rings ranging in weight from one ounce (at the top) to 64 ounces (at the bottom). Your task is to move all the rings to one of the other two poles so that they end up in the same order. The rules are that you can move only one ring at a time, you can move a ring only from one pole to another, and you cannot even temporarily place a ring on top of a lighter ring.

What is the minimum number of moves you need to make to achieve the task?

Story: Here are some common thinking questions from section 5.5: “How many McDonald’s fast food outlets are there in the US? How many gas stations are there in the US? How many elevators are there in the US?”

Question 1.31: Solve the following ordinary differential equation (ODE):

\[ u'' + u' + u = 1 \]
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Story: One of my students went to an interview with a big-name Wall Street firm in New York. He was interviewed by five quantitative guys in a row. Each interview was one hour, and there were absolutely no breaks. He had to work through multiple quantitative problems on their blackboard. They gave him no lunch. He was exhausted and starving by the end. He was swearing black and blue about the "&@##$%^&%" when he got back. He said "The Russian" was the worst.

Question 1.32: Assume that the random variables X and Y are Normally distributed: X ~ N(μX, σX^2), and Y ~ N(μY, σY^2). The correlation between X and Y is ρ. How can you choose constants α and β such that you minimize the variance of the random variable S = αX + βY under the constraints that α + β = 1, 0 ≤ α ≤ 1, and 0 ≤ β ≤ 1?^8

Question 1.33: Suppose there is a straight coastline and a lighthouse that is L = 3 miles away from the coast. The light revolves at one revolution per minute. How fast is the beam of light traveling along the coastline? When the beam is 3L away from the coastal point closest to the light, how fast is the light traveling along the coast?

Question 1.34: I have a 20 × 20 chessboard and a very large box of identical cubes. Each square on the chessboard is the same size as the face of any cube. I am going to arrange piles of cubes on the chessboard in a special pattern. I align one edge of the board so it is running north-south. I start at the northwest corner by placing one cube on that square. Whenever I step to the south or the east, I place a pile of cubes containing one more cube than in the previous square. This produces the pattern in figure 1.1. How many cubes in total are there on the chessboard?

|    | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  |
|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1  | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  |
| 2  | 2   | 4   | 6   | 8   | 10  | 12  | 14  | 16  | 18  | 20  | 22  | 24  | 26  | 28  | 30  | 32  | 34  | 36  | 38  | 40  |
| 3  | 3   | 6   | 9   | 12  | 15  | 18  | 21  | 24  | 27  | 30  | 33  | 36  | 39  | 42  | 45  | 48  | 51  | 54  | 57  | 60  |
| 4  | 4   | 8   | 12  | 16  | 20  | 24  | 28  | 32  | 36  | 40  | 44  | 48  | 52  | 56  | 60  | 64  | 68  | 72  | 76  | 80  |
|... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| 19 | 19  | 21  | 23  | 25  | 27  | 29  | 31  | 33  | 35  | 37  | 39  | 41  | 43  | 45  | 47  | 49  | 51  | 53  | 55  |
| 20 | 20  | 22  | 24  | 26  | 28  | 30  | 32  | 34  | 36  | 38  | 40  | 42  | 44  | 46  | 48  | 50  | 52  | 54  | 56  |

Figure 1.1: Number of Cubes on Each Square of a 20 × 20 Chessboard (Q)

Question 1.35: You are standing at the centre of a circular field of radius R. The field has a low wire fence around it. Attached to the wire fence (and restricted to running around the perimeter) is a large, sharp-toothed, hungry dog who likes to eat any humans he can catch. You can run at speed v. Unfortunately, the dog can run four times as fast, at 4v. The dog will do his best to catch you if you try to escape the field. What is your running strategy to escape the field without being caught by the dog?

Question 1.36: Please prove that the following relationship holds:

\[ \int_{-\infty}^{\infty} e^{-x^2} \, dx = \sqrt{\pi} \]

Question 1.37: What is \( \int \sec \theta \, d\theta \) equal to?^9

Question 1.38: Does the infinite sum \( \sum_{n=1}^{\infty} e^{-n^2} \) converge?

Story: Our interviewer told me that the interviewers aim to put you under as much pressure as possible, and that "you never know when they are going to trick you in the chicken suit."

Question 1.39: We are to play a game on a table in the next room. We each have an infinite bag of identical quarters (i.e., American 25-cent pieces). We will take it in turns to put one quarter on the table. Quarters may not overlap on the table. When there is no room left on the table to put another quarter, the winner is the last person to put a quarter on the table. Let me tell you that there does exist a strategy for winning and that this strategy is independent of the size of the table.

1. What is the shape of the table?
2. Do you start?
3. What is your strategy for winning?
4. Is there any case where this does not work?

Question 1.40: One analyst (John) is talking to another (Mary) while working on a deal book at 2AM. Mary learns that John's sister has three children. "How old are the children?" asks Mary. "Well," replies John, "the product of their ages is 36." Mary thinks for a while and says, "I need more information." "Heh, the sum of their ages is the same as this figure right here," says John pointing at the spreadsheet. "Still not enough information," says Mary after thinking for a minute. "The eldest is dyslexic," says John. How old are the children?

^8 Another version of this question asked in interviews is: "You are driving around with one wheel on the gravel and one wheel on the pavement. The variance of the gravel and pavement surfaces are described by \( \sigma^2_g \) and \( \sigma^2_p \). Whereabouts on the axle should you sit between \( x = 0 \) (right over the wheel on the gravel) and \( x = 1 \) (right over the wheel on the pavement) if you want the most comfortable ride?"

^9 Similarly, you could see questions on integrals or derivatives of \( \sin \theta \), \( \cos \theta \), \( \tan \theta \), \( \cot \theta \), and \( \sec \theta \).
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Question 1.41: What are $\sum_{k=1}^{n} k^2$, and $\sum_{k=1}^{n} k^3$?

Question 1.42: You are given eight balls. They appear identical, but one is heavier than the rest. As in the previous ball questions, you have a pair of scales. How do you find the heavy ball?

Question 1.43: (**) You have 52 playing cards (26 red, 26 black). You draw cards one by one. A red card pays you a dollar. A black one fines you a dollar. You can stop any time you want. Cards are not returned to the deck after being drawn. What is the optimal stopping rule in terms of maximizing expected payoff? Also, what is the expected payoff following this optimal rule?¹⁰

Question 1.44: You have a chessboard (8 x 8) plus a big box of dominos (each 2 x 1). I use a marker pen to put an “X” in the squares at coordinates (1,1) and (8,8)—a pair of diagonally opposing corners. Is it possible to cover the remaining 62 squares using the dominos without any of them sticking out over the edge of the board and without any of them overlapping? You must not damage the board or the dominos in the process or do anything weird like standing them on their ends—just answer the question.¹¹

Question 1.45: One of my students interviewed with some folks who “wanted to get an idea of his comfort with formalism and with explaining things to clients.” They asked why it is that if $p$ is a prime number greater than 3, then $p^2 - 1$ is always divisible by 24 with no remainder.

Question 1.46: You are bidding $B$ for a firm whose unknown true value is uniformly distributed between 0 and 1. Although you do not know the true value $S$ of the firm, you do know that as soon as people learn that you have made a bid this news will cause the value to double to 2S. Your bid, however, will be accepted only if it is at least as large as the original value of the firm. How do you bid so as to maximize your expected payoff?

Question 1.47: You have a string-like fuse that burns in exactly one minute. The fuse is inhomogeneous, and it may burn slowly at first, then quickly, then slowly, and so on. You have a match, and no watch. How do you measure exactly 30 seconds?

Question 1.48: You have two string-like fuses. Each burns in exactly one minute. The fuses are inhomogeneous, and may burn slowly at first, then quickly, then slowly, and so on. You have a match, and no watch. How do you measure exactly 45 seconds?

Question 1.49: How many places are there on the Earth where you can walk one mile south, one mile east, one mile north, and end up exactly where you

started? Assume the Earth is a perfect sphere, that your compass bearing is constant on each leg of the walk, that all parts of the Earth are able to be walked upon, and that your feet are arbitrarily small.

Question 1.50: How many consecutive zeroes are there at the end of 100! (100 factorial). For example, 12! = 479,001,600 has two consecutive zeroes at the end.

Question 1.51: This is an absolute classic. A king demands a tax of 1,000 gold sovereigns from each of 10 regions of his nation. The tax collectors for each region bring him the requested bag of gold coins at year end. An informant tells the king that one tax collector is cheating and giving coins that are consistently 10% lighter than they should be, but he does not know which collector is cheating. The king knows that each coin should weigh exactly one ounce. How can the king identify the cheat by using a weighing device exactly once?

Question 1.52: Again, an absolute classic. You hire a man to work in your yard for seven days. You wish to pay him in gold. You have one gold bar with seven parts—a chocolate bar. You wish to pay him one gold part per day, but you may snap the bar in only two places. Where do you snap the bar so that you may pay him at the end of each day, so that on successive days he may use what you paid him previously to make change?

Question 1.53: Why are images in a mirror flipped horizontally and not vertically? For example, although I wear my wristwatch on my left wrist, and my reflection wears his on his right wrist, my reflection is not standing on his head.

Question 1.54: (**) I am told this is a genuine finance interview question. It had to be a trading interview, because no one but a trader would ask this in an interview. I considered transforming the question, but left it as is for authenticity. Avert your eyes if you are easily offended!

How can three men and one woman have mutually safe heterosexual intercourse with just two condoms? Assume that no condom can break or leak, and that you cannot weaken a used one.¹²

Question 1.55: Consider a grid. You start at coordinate (0,0) and move one step at a time, eventually arriving at coordinate (5,5). With each step you may move only one step east or one step north but never diagonally. How many paths are there from (0,0) to (5,5)?

Question 1.56: Six friends go out to lunch. The bill is $132.67. They decide to add a 20% tip and split the total six ways evenly. What does each person pay?

¹⁰Try the same question with four cards (two red, two black).

¹¹Naoki Sato has suggested a follow up question. Place an “X” on two squares: one black, and one white. Can you cover the remaining squares with dominos? See Answer 1.44 for the solution.

¹²With one man and three women, the answer is of similar type, but different. This question also appears in Derman (2004, p104), which is probably how it drifted to Wall Street.
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Question 1.57: You walk into a pizza shop. They sell three sizes of pizza: small, medium, and large. All are perfectly circular, have the same thickness, and have the same density of toppings. The price of a large pizza is equal to the price of a medium pizza plus the price of a small pizza: \( P_L = P_M + P_S \). You see a group of your friends already sitting in the pizza store and they have just had one of each size pizza delivered to their table plus they have been given one empty box to take any leftovers home in. Each of their pizzas has been pre-cut into (perfect) sixths. Their box is a (perfect) square. You are looking at your friends’ uneaten pizzas and are trying to choose between ordering one large pizza for yourself or ordering one medium plus one small for yourself. The cost is the same, but how can you determine which choice gives better value?\(^{12}\)

Question 1.58: Find all of the roots to the equation \( x^8 = 64 \) (including the complex roots).

Question 1.59: A rock is dropped from the top of the Empire State Building. At what speed does it hit the ground, and how long does it take to get there?

Question 1.60: Please express the integral \( f(x) = \int_{-\infty}^{\infty} e^{-x^2 + 4x} \, dx \) in terms of \( N(x) \) (i.e., the cumulative Standard Normal).

Question 1.61: What is \( \lim_{x \to -\infty} \left( \sqrt{x^2 + x} - x \right) \)?

Question 1.62: How do you differentiate \( x^4 \) with respect to \( x \)?

Question 1.63: Finally, can the mean of any two consecutive prime numbers ever be prime?

Story: She threw up on my desk and immediately started asking questions about the job, like nothing had happened.
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Support the author!
If you like this book, buy a copy!

\(^{12}\)In the original question the pizza was not cut, there was no box, but you had a knife. I retained the spirit of the question but modified it because it was not, strictly speaking, able to be solved.

Chapter 2

Derivatives Questions

A prerequisite for answering the questions in this chapter is knowledge of basic option pricing theory. I strongly recommend my book Basic Black-Scholes: Option Pricing and Trading (Crack [2009]) as the best resource. It provides a firm foundation in Black-Scholes option pricing, with practical advice about option trading. See the advertisement on the last page of this book, or go directly to www.BasicBlackScholes.com. Solutions for this chapter appear in Appendix B.

Question 2.1: All Black-Scholes assumptions hold. Assume no dividends. The stock price is $100. The riskless interest rate is 5% per annum. Consider a one-year European call option struck at-the-money (i.e., strike equals current spot). If the volatility is zero (i.e., \( \sigma = 0 \)), what is the call worth? After valuing the call, please tell me how to hedge the call (assuming you sold it).

Question 2.2: Two standard options have exactly the same features, except that one has long maturity, and the other has short maturity. Which one has the higher gamma?

Question 2.3: All Black-Scholes assumptions hold. Assume no dividends. Consider a standard European call and a standard European put on the same stock. Assume that each option has the same maturity, and is struck at-the-money (i.e., strike equals current spot). For the sake of simplicity, assume that the interest rate is zero. Draw the payoff diagrams for each option (i.e., terminal payoff to option versus level of underlying).

The put has limited downside potential and no upside; the call has unlimited upside and no downside. Given the random direction of the stock price movements between now and expiration, the disparity in potential payoffs seems to suggest that the call should be worth more than the put. However, put-call parity says that this is not so. Verify the put-call parity implications and reconcile them with the seemingly disparate potential payoffs.

Question 2.4: For a standard European call option, draw the graph of the “delta” as a function of current stock price, \( S(0) \).
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Question 2.5: Assume a Black-Scholes world without dividends. Consider a standard European call struck at-the-money (i.e., strike equals current spot) with one year to maturity. If the interest rate is \( r = 0.06 \), is the option's delta greater or less than 0.5? What does it depend on?

Question 2.6: Assume a Black-Scholes world with continuous dividends. Consider a standard European call struck at-the-money (i.e., strike equals current spot) with one year to maturity. If the interest rate is \( r = 0.06 \), and dividends are at rate \( p = 0.03 \), can you tell whether the option's delta is greater or less than 0.5? What does it depend on?

Question 2.7: You are long a call option on MITCO stock. You have delta hedged your position. You hear on the radio that the CEO of MITCO has just been arrested for running a massive Ponzi scheme. The stock price plunges $10. How do you adjust your hedge (qualitatively)? That is, do you borrow and buy stock or sell stock and lend? Explain carefully.

Story: Some recent questions include “What do you think an investment banker does?” Not only that, but “Do you understand the hours investment bankers work and why?” Some of these folks look like Hell when you meet them. Are you sure about this career choice?

Question 2.8: How do you calculate an option's delta?

Question 2.9: Explain very carefully the terms \( N(d_1) \) and \( N(d_2) \) that appear in the standard Black-Scholes European call option pricing formula without dividends.

Question 2.10: Consider the European digital option (or “binary option”) that pays a constant \( H \) if the stock price is above strike price \( X \) at expiration and zero otherwise. What is the price of this option, and how is it related to the price of the standard Black-Scholes European call option? Explain carefully.

Question 2.11: Consider the European digital option (or “binary option”) that pays \( H \) if the stock price is above strike price \( X \) at expiration and zero otherwise. How does the price of this option vary with volatility (that is, what is \( \frac{\partial C}{\partial \sigma} \))? Intuitively? Rigorously? Explain carefully.

Question 2.12: Compare the “delta” of a standard European call option and the delta of a barrier option, for example a “down-and-out” call option.\(^4\)

Question 2.13: (**) This is an applied theoretical option pricing problem taken from a telephone interview. You are given three time series of continuously compounded returns on an industry sector index: the SIS50. The time series are daily, weekly, and monthly over the same time period.\(^5\) You are to price a standard European call option written on the level of the SIS50 with one month to expiration.

You decide to use the trusty Black-Scholes model. You observe all input variables except for the volatility term \( \sigma \). Unsure of which of your three time series to use to estimate the volatility term, you calculate the sample volatility of each time series. You find that the estimators \( \tilde{\sigma}^2_n, \tilde{\pi}^2_n, \tilde{\tau}^2_n \) should be related as \( \tilde{\sigma}^2_n \approx 4 \tilde{\pi}^2_n, \tilde{\pi}^2_n \approx 20 \tilde{\tau}^2_n, \) and \( \tilde{\tau}^2_n \approx 5 \tilde{\pi}^2_n \). You could thus get the monthly volatility either explicitly from the monthly estimate or implicitly from the weekly or daily estimates. You think the daily data are most reliable (they have the most observations).

You find, much to your horror, that \( \tilde{\pi}^2_n > 4 \tilde{\tau}^2_n, \tilde{\tau}^2_n > 20 \tilde{\pi}^2_n, \) and \( \tilde{\pi}^2_n > 5 \tilde{\tau}^2_n \). Further investigation reveals that these differences are highly statistically significant. Your statistical observation is thus that the monthly volatility implicit in the daily and weekly time series is significantly smaller than the monthly volatility in the monthly time series.

How do you price the option? Explain your reasoning carefully.

Question 2.14: Consider a plain vanilla American call option on a non-dividend-paying stock. The price of the call is \( C(t) \) at time \( t \). The “intrinsic value” of the call is \( \text{max}(S(t) - X, 0) \) (where \( S(t) \) is stock price at time \( t \), and \( X \) is exercise price). The excess of call value over intrinsic value is the “time value” of the option.\(^6\)

Draw a graph of the time value, \( C(t) - \text{max}(S(t) - X, 0) \), versus \( S(t) \). Explain carefully the different aspects of the plot.

Question 2.15: It is 10 months since you sold a one-year European call option to a customer. You have been delta-hedging your exposure to the written call

---

\^4 The answer different for an up-and-out call? Explain carefully. Incidentally, who would buy an up-and-out call? Well, suppose you expect only limited upside on a security. If you wish to participate in this upside without paying for what you consider to be very unlikely further price appreciation, then an up-and-out call could be just what you want (see Derman and Kani [1993, pp 3-4]).

\^5 Feel free to assume that one week is exactly five days, one month is exactly 20 days, and that there are no missing observations or exchange holidays.

\^6 Hint: Begin by explaining how and why your statistical observations could arise. What went wrong? Ask yourself whether Black-Scholes pricing is still applicable. If not, where do you turn?

\^7 Perhaps a more natural definition of intrinsic value is \( \text{max}(S(t) - Xe^{-rt}, 0) \) (Merton [1973, p145]; Merton [1992, p200]; Smith [1976, p11]). What would the plot of time value versus \( S(t) \) look like with this definition of intrinsic value?
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since it was sold. The option is now well in-the-money, and the delta of your replicating portfolio is correspondingly high (at around 0.90, say).

Suppose that you watch the underlying stock price falling gently over the last two months of the life of the option. As the stock price falls over this time period, what happens to the delta of the replicating portfolio? That is, are you buying stocks or selling stocks as you watch the stock price fall? You may have to describe different possible scenarios—be clear on the assumptions you make.

Story: A student of mine was asked “How would you value yourself?” That is, put a dollar figure on your value using discounted cash flow analysis.

Question 2.16: What do you know about jump processes and jump diffusion processes? Explain when the pricing formula for a call option written on an asset whose price level follows a jump process can and cannot be derived using the Black-Scholes/Merton no-arbitrage technique.8

Question 2.17: This question concerns the standard European call option on a non-dividend-paying stock. You are asked to draw three closely related graphs as follows:

1. Please draw the graph of call price at maturity (time T) versus terminal stock price, \( S(T) \).
2. Please do the graph of call price at time \( t \) versus the futures price \( F(t, T) \). The futures price \( F(t, T) \) is observed at time \( t \) prior to maturity. The futures contract and the option both mature at the same date \( T \).
3. Now draw the graph of call price versus stock price at time \( t \), prior to maturity.

Explain carefully the relationships between the three graphs.

Question 2.18: Consider two European call options on the same underlying stock. The options have the same strike price. Assume constant interest rates. One option matures in one year; the other option matures in four years. Suppose that you put \( \sigma = 15\% \) into the Black-Scholes formula to value the one-year option. What value of \( \sigma \) do you put into the Black-Scholes formula to value the four-year option? Assume that you set \( T - t = 1 \) in the Black-Scholes formula in both cases (i.e., one unit of time equals four years in the second case but only one year in the first case).

Question 2.19: (***). The Black-Scholes formula is derived assuming the stock price process \( S(t) \) follows a geometric Brownian motion: \( dS(t) = \mu S(t)dt + \sigma S(t)dw(t) \), where \( w(t) \) is a standard Brownian motion. Suppose instead that a stock price process \( S(t) \) follows an arithmetic Brownian motion: \( dS(t) = \mu dt + \sigma dw(t) \). Derive the pricing formula for a call option on \( S(t) \). Please assume that the option is at-the-money [i.e., \( S(t) = X \)], that the riskless interest rate \( r = 0 \), and that the stock pays no dividends.

Story: “One cocky job candidate interviewed with several male managers at a major bank before being ushered into an interview with a female manager. He sat across from her, put his feet on her desk and said, ‘Got me a Coke.’”

MICHAEL ZWELL
Michael Zweig & Associates, Chicago

“Doomed Days: The Worst Mistaken Recruiters Have Ever Seen,”
Reprinted by permission of The Wall Street Journal
©1995 Dow Jones and Company, Inc.
All Rights Reserved Worldwide.

Question 2.20: Interviewer: “You are fully familiar with Black-Scholes pricing aren’t you?” Interviewee: (confidently, after a slight pause) “Yes indeed.” Interviewer: “What is the value of a three-month at-the-money (i.e., \( S = X \)) call option on a $100 stock when the implied vol is 40%? Please assume \( r = 0 \) (it is the least important ingredient anyway) and assume also that the stock pays no dividends. You have 10 seconds to perform the calculation in your head. Now tell me how your answer changes if it is instead a put.”

Question 2.21: A customer calls in and wants a price on a European 100-day call option. You quote $100. He calls back a minute later and wants a quote on the same option but with 200 days to maturity. How does the second price quote compare to the first price quote? Explain carefully.

Question 2.22: Assume a Black-Scholes world. You have a one-year European call option on a stock. There are no dividends, the interest rate is assumed to be zero, and the option is struck at-the-money (i.e., strike equals current spot). The current spot is $100. The standard deviation of terminal stock price (conditional on current stock price) is $10.\(^{10}\) Is the call price closer to $1, $5, or $10?\(^{11}\)

\(^{8}\) Describe the form of the pricing formula for a European call option written on a stock whose price level follows a jump diffusion process (using Merton’s notation): \( dS = \mu dt + \sigma dZ + dq \), where \( dq \) is the “Poisson event” (i.e., the jump) does not occur, \( dq \) is \( \lambda \) if the jump does occur, \( Y(t) \) is a spike producing a finite jump in stock price from \( S \) to \( SY \), \( \kappa \) is the instantaneous expected rate of return on the stock, \( \kappa \) is the instantaneous variance or returns assuming no jump occurs, \( dZ \) is a standard Wiener process, \( q \) is the number of arrivals that you expect per unit time, \( \mu = E(Y - 1) \) where \( E \) is the expectation operator over the random variable \( Y \), and \( dZ \) is assumed independent of the Poisson process \( dq \) (see Merton [1993, p.33]).

\(^{9}\) Futures on single stocks have been traded in the US since 2002. See www.thechicago.com for details.

\(^{10}\) It follows that the standard deviation of continuously compounded returns is approximately 10% per annum.

\(^{11}\) If the standard deviation is $20 per annum, is the call price closer to $5, $10, or $20?
Question 2.23: You hold a 100-day European call option on a stock with implied volatility 20. Suppose that you know right now that tomorrow the implied volatility will increase to 25, but that after that it will return to 20 for the remainder of its life. What extension to the life of the call would produce the same change in the present value of the call as the above-mentioned single-day increase in volatility (assuming a constant implied volatility of 20)? That is, other things being equal, what change in the term to maturity is equivalent to the quoted one-day change in the implied volatility? Explain carefully.

Question 2.24: You are long a straddle with a strike of $25. The underlying is at $25. The straddle costs you $5 to enter. What price movement are you looking for in the underlying?

Question 2.25: You are considering two contracts: a Eurodollar futures contract, with six months to maturity, selling at 5%, settled on three-month LIBOR, marked-to-market every day; and a Eurodollar forward contract, with six months to maturity, selling at 5%, settled on three-month LIBOR at maturity.

1. Which contract do you prefer (or are you indifferent)?
2. Do you think there is a mis-pricing?
3. If you go long one and short the other, which one should be long, and which one should be short (or are you indifferent)?

Question 2.26: You are to value a call option using Monte-Carlo simulation. Is it better to simulate the geometric Brownian motion (GBM) process for the call itself, or the GBM process for the underlying?

Question 2.27: Suppose that you hold a long position in mortgage-backed securities. If you are expecting a bond market rally, would you be better off with positive convexity or negative convexity?

Story: There is the old story of the candidate who flew to London for an interview. At the interview, the interviewer excused himself for a few minutes. However, before leaving he asked the interviewee to open a window. Once alone, the interviewee discovered that all the windows were sealed shut. Great! Michael Lewis (in his excellent book Liar’s Poker) talks about this technique in use on Wall Street (Lewis, 1990, p27). He suggests that one desperate interviewee throw a chair through Lehman’s 43rd floor window in Manhattan!

Question 2.28: What is wrong with the following strategy for hedging a short call option: buy one share if the stock price exceeds the strike, and sell the share if the stock price falls below the strike?

Question 2.29: How fresh is your stochastic calculus? What can you tell me about \( \int_0^T w(t)dt \), where \( w(t) \) is a standard Brownian motion?

Question 2.30: What can you say about \( \int_0^T w(t)dw(t) \), where \( w(t) \) is a standard Brownian motion?

Question 2.31: (**) Suppose that IBM is trading at $75 per share. What does it cost to construct a derivative security that pays exactly one dollar when IBM hits $100 for the first time? Explain carefully the construction of the security. You may ignore IBM’s dividends, assume a riskless interest rate of zero, assume all assets are infinitely divisible, ignore any short sales restrictions, and ignore any taxes or transactions costs.

Story: "During his interview with me, a candidate bit his fingernails and proceeded to bleed onto his tie. When I asked him if he wanted a Band-Aid, he said that he chewed his nails all the time and that he'd be fine. He continued to chew away."

AUDREY W. HELLMINGER
Chicago Office of Martin H. Bauman Associates, New York

"Doomed Days: The Worst Mistakes Recruiters Have Ever Seen."
All Rights Reserved Worldwide.

Question 2.32: (**) The payoff to a European-style “power call” is given by max\( (S^\alpha - X, 0) \). Derive the price of a European power call option using Black-Scholes pricing.

Story: "If we offer you a job right now, will you take it?" is often used by firms who will not make you an offer unless they know you will say yes.

Question 2.33: Why do you get a “smile” effect when you plot implied volatilities of options against their strike prices?

Question 2.34: Is the price of a double-barrier, knock-out option (i.e. one with both up-and-out and down-and-out barriers) just the price of an up-and-out plus the price of a down-and-out?

Question 2.35: Describe the analytical procedure for deriving (using calculus) the values of European digital asset-or-nothing and digital cash-or-nothing options.

12Try drawing the payoff diagrams for the cases \( \alpha > 1 \) and \( \alpha < 1 \). Add the current call value as a function of stock price to your diagrams.

13Brown and Turnbull (1996, p275) describe a “powered option” with payoff \( [S(T) - X]^\alpha \) if \( S(T) \geq X \) and zero otherwise. I give the general result for the case \( [S(T) - X]^\alpha \) in the solutions. Try to derive it before you peek at my solutions.
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**Question 2.36:** Consider an American-style double-barrier “out-in” call option. There is an out barrier above the current stock price (an “up barrier”) and an in barrier below the current stock price (a “down barrier”). This option has a payoff only if all three of the following events happen: first, the stock price path includes a fall in price below the down barrier (i.e., the option is “knocked in”); second, the stock price path does not include a rise in price above the up barrier (i.e., the option is not “knocked out”); and third, the option is exercised when the stock price is above the strike (i.e., the option is in-the-money at exercise). This option is both path-dependent and American-style. Is there an easy technique for valuing the option?

**Question 2.37:** Suppose gold prices follow a Gaussian process. The current price of gold is $400. The riskless interest rate is zero. The volatility of gold in dollar terms is $\sigma = 50$ per annum. What is the value today of a digital cash-or-nothing option that pays $1 million in six months if the price of gold is at or above $430? (Note that the current price of gold is $400. This is a tricky question.)

**Question 2.38:** (**) What is the value of a perpetual (i.e., potentially infinitely lived) American put option?

**Question 2.39:** Let “$L$” denote the three-month US dollar LIBOR rate. Consider an interest rate swap arrangement where Party A pays $L$ to Party B, and Party B pays $2L - L$ to Party A. Can you reverse engineer this deal and express it in simpler terms?

**Question 2.40:** If an option is at-the-money, about how many shares of stock should you hold to hedge the option?

**Question 2.41:** Compare the price of an option on a stock if the stock price follows mean reversion versus if the stock price does not.

**Question 2.42:** When can hedging an options position make you take on more risk?

**Question 2.43:** How do you hedge a written put on a stock if you can neither short any stock nor use options on any stock?

**Question 2.44:** Another pizza question! You order a pizza for six people. The diameter of the pizza is 12 inches. What would the diameter have to be to feed eight people? Yes, this is a derivative question.

**Question 2.45:** When do you want to be short a put option on IBM stock?

---

**Question 2.46:** You own two pieces of land—a huge field in Arizona and a tiny piece of beach in Florida. The field in Arizona is idle; you have no plans to develop the land in any way. The tiny beach in Florida is very popular. In fact, it is so popular that you charge a small entrance fee for beachgoers. The government has offered to buy the Arizona field for $1 million. Your neighbor has offered to buy the Florida beach for $1 million as well. Other things being equal, which piece of land has the higher forward price?

**Question 2.47:** You have 30 days of “representative” stock price data. How do you calculate historical volatility $\sigma^2$ to use in Black-Scholes?

**Question 2.48:** Suppose a “top issuer” (i.e., highest-rated financial institution used as a reference in setting the swap curve) issues a corporate bond for itself valued at 100. The issuer then re-prices this bond using the swap curve. What price do they get (100, above 100, or below 100)? To clarify, they fix the coupon rate of the bond so that it is priced at par, and then they try pricing this same bond by discounting those previously set coupons using the swap curve. Is the answer par, above par, or below par?

**Question 2.49:** Suppose I don’t know any mathematics. How do you explain to me why you use the riskless rate instead of the required return on the stock to derive the Black-Scholes formula?

**Question 2.50:** Are you better off using implied standard deviation or historical standard deviation to forecast volatility?

**Question 2.51:** According to Black-Scholes, which is more valuable: a European call option that is 10% out-of-the-money, or a European put option that is 10% out-of-the-money?

**Question 2.52:** Why are theta and gamma of opposite signs? Are they always of opposite signs?

**Question 2.53:** Suppose that the riskless rate is zero. Suppose that a stock is at $100, and one year from now will be at either $130, or $70, with probabilities 0.50 and 0.50 respectively. There are no dividends. What is the value of a one-year European call with strike $110?

**Question 2.54:** (**) Find a formula for the European-style “product call” with payoff $\max(S_1 \times S_2 - X, 0)$ where $S_1$ and $S_2$ are the prices of assets following geometric Brownian motions with correlated random increments. All other Black-Scholes assumptions apply.

**Question 2.55:** Are Asian options cheaper or more expensive than plain vanilla European-style options?
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Other Financial Economics Questions

As a prerequisite to answering the questions in this chapter, it is expected that you have completed an introductory course in financial economics (or equivalent independent study). You also need a good deal of common sense. Solutions for this chapter appear in Appendix C.

Question 3.1: Consider the following game: a player tosses a fair coin until a head appears; if the head occurs on the kth toss, the player gets a payoff of $2^k$, and the game ends.

1. What is the fair value of the game? That is, what is the expected payoff to a player?
2. A very important customer is on the line and wants you to quote him a bid-ask spread for exactly one play of the game. “Hurry up, I haven’t got all day!” You have 15 seconds.

Question 3.2: If the standard deviation of continuously compounded annual stock returns is 16%, what is the standard deviation of continuously compounded four-year stock returns?

Question 3.3: From the term-structure of interest rates, you see that the five-year spot rate is 10% per annum and the 10-year spot rate is 15% per annum. What is the implied forward rate from year 5 to year 10?

Question 3.4: Explain carefully the difference between the “yield” on a bond and the “rate of return” on a bond.

Question 3.5: What is “chaos theory”? Can you use it to predict stock returns? If so, how?

---

1This game is over 250 years old and is known as the “St. Petersburg Game.” It is quoted by Daniel Bernoulli (Latin version 1738; English translation 1964).
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Story: One of my students who got a job at a large mutual fund company described his firm's working environment as follows: "Dig a hole, fill the hole with water, fill the water with sharks, and promote anything that crawls out alive."

Question 3.6: Draw the graph of bond price versus yield-to-maturity. Why is the curve convex?  

Question 3.7: The Capital Asset Pricing Model (CAPM) says that the plot of $E(r)$ versus $\beta$ is an upward sloping line through $(0, r_f)$ and $[1, E(r_M)]$ (i.e., the Security Market Line [SML]). Suppose, however, that when you plot average returns against estimated betas you find something else. Which of the following two scenarios is most likely?

1. An upward sloping curve beginning at $(0, r_f)$, wholly above the theoretical SML, initially more steep than the SML, but eventually roughly parallel to the SML.
2. An upward sloping curve beginning at $(0, r_f)$, wholly below the theoretical SML, initially less steep than the SML, but eventually roughly parallel to the SML.

Which CAPM assumptions (if any) are violated by the above two scenarios?

Question 3.8: From the term-structure of interest rates, you see that the two-year spot rate is 7.60% per annum, and the one-year spot rate is 7.15% per annum.

What is the implied forward rate for the second year?

Question 3.9: Consider a six-month forward contract on a 10-year riskless discount (zero-coupon) bond.

1. Is the bond selling at a forward premium or a forward discount?
2. Does your answer change if the bond is a riskless coupon bond (assume the coupon rate exceeds the current risk-free rate)?

Question 3.10: You believe that the yield curve is going to steepen very soon. It may be a fall in short-term rates, a rise in long-term rates, or some combination of these. What strategy should you pursue in the bond market to position yourself to profit from your beliefs?

Story: Many people are asked: "Are you married? Do you have children? What does your spouse do? How is your family? Where were you born? How old are you?" These are all illegal interview questions in the US. Although illegal, you should be prepared to answer these questions.

Question 3.11: Define "duration" and "convexity." Describe their properties and uses.

Question 3.12: Describe briefly the GARCH(1,1) model in qualitative terms. Now write down the formal GARCH(1,1) model and explain each term carefully.

Question 3.13: You have a long position in a $100 million 30-year bond. What can you do to limit your exposure to only $50 million?

Question 3.14: (**) You hold an 8% coupon, 30-year, $1,000 par, Mexican Brady bond. Interest rates in Mexico do not change. Interest rates in the US increase by 1%. What is the change in the price of your bond? Make any necessary assumptions.

Question 3.15: You construct a yield curve for (coupon-bearing) Treasuries. A particular five-year corporate zero-coupon bond has a default risk premium of 1% over the level of your treasury yields yield curve at the five-year mark. You believe that the yield curve is going to flatten in such a way that the default risk premium of the five-year corporate zero remains constant (short-term rates rise, long-term rates fall, and the yield on the five-year coupon-bearing Treasury and five-year corporate zero remain unchanged). What strategy should you pursue using the five-year zero-coupon corporate bond and Treasuries to position yourself to profit from your beliefs?

Question 3.16: The five-year interest rate is 10%, and the 10-year interest rate is 15%. You conclude that the forward rate from year 5 to year 10 is approximately 20%. Explain, using plain English, why the forward rate has to be higher than the 20% approximate value mentioned above.

Question 3.17: Here is a simple game. You get to toss a fair coin now. If it is heads, you get seven dollars 18 months from now. If it is tails, you lose two dollars immediately. The one-year interest rate is 12% per annum. The two-year interest rate is 18% per annum. How much are you prepared to pay to play this game?

Question 3.18: There are 20 traders in a room. They trade in 100 stocks. They trade for their own accounts and only amongst themselves—it is a "closed economy." Halfway through their morning trading session, a group of SEC officials arrives and announces that one of the traders has inside information on one stock and has been trading on it. The trader is not yet identified. The SEC officials send themselves in the room to watch. What happens to trading volume after the SEC announcement? Explain carefully.

---

2Can you give economic intuition for this convexity? What about mathematical intuition?

3Note that GARCH is an acronym for Generalized Autoregressive Conditional Heteroscedasticity. How do you estimate the model? Why was it introduced?
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Statistics Questions

The only prerequisites for answering the statistics questions in this chapter are elementary statistical skills. Solutions for this chapter appear in Appendix D.

Question 4.1: Consider the following game. The player tosses a die once only. The payoff is $1 for each “dot” on the upturned face. Assuming a fair die, at what level should you set the ticket price for this game?

Question 4.2: I will roll a single die no more than three times. You can stop me immediately after the first roll, or immediately after the second, or you can wait for the third. I will pay you the same number of dollars as there are dots on the single upturned face on my last roll (roll number three unless you stop me sooner). What is your playing strategy?1

Question 4.3: (***) Two sealed envelopes are handed out. You get one and your competitor gets the other. You understand that one envelope contains m dollars, and the other contains 2m dollars (where m is unstated).2

1. If you peek into your envelope, you see $X. However, you do not know whether your opponent has $2X or $\frac{1}{2}X$. Without peeking, what is your expected benefit to switching envelopes? What is your opponent’s expected benefit to switching envelopes (assuming your opponent sees $Y$)? Should you switch? If you do, do you do it again for the same reason (assuming neither of you peeked)?

2. Suppose that you both peek into your envelopes initially. What is the payoff to switching? Should you switch? If you do, do you do it again for the same reason?

1 If you were running this game, how much would you charge players for repeated plays of the game? Suppose instead an amended game is played: I roll a single die three times without pause, and the payoff to the player is the maximum of the three rolls. What is the expected payoff to the player? Can you tell up front whether the original or amended game has the higher expected payoff?

2 This problem is over 40 years old and is known as the “Exchange Paradox.”
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Question 4.4: You have three children, but only one apple. You want to toss a fair coin to determine which child gets the apple. You want each child to be equally likely to get the apple. What is your strategy?

Question 4.5: A follow up question to Question 4.4: What is the expected number of tosses needed to complete this strategy?

Question 4.6: They call this the “World Series” problem in the US. Sports teams “A” and “B” are to play each other until one has four wins and is declared the series winner. You have $100 to bet on Team A to win the series. You are, however, only allowed to bet on individual games, not the final outcome directly, and you must bet a positive amount on each game. So, if Team A wins the series, you must walk away with $200, but if Team A loses the series, you must walk away with zero, and you must do so having placed a non-zero bet on every game. Your best assessment is that Team A has a 70% chance of winning any game and Team B has a 30% chance. How do you place your bets?

Question 4.7: You and I are to play a game. You roll a die until a number other than a one appears. When such a number appears for the first time, I pay you the same number of dollars as there are dots on the upturned face of the die, and the game ends. What is the expected payoff to this game?

Question 4.8: You are dealt exactly two playing cards from a well-shuffled standard 52-card deck. The standard deck contains exactly four Kings. What is the probability that both of your cards are Kings?

Story: I spoke with a guy contact at a big-name Wall Street investment bank. I told him that some of my students were about to fly out to New York to interview. He told me: “Make sure they have nice suits, good haircuts, and wear their wedding rings.”

Question 4.9: (***) This is one version of the famous “Let’s Make a Deal” or “Monty Hall” game show question. There are three doors. You know that there is a prize behind one of them, and nothing behind the other two. The show host tells you that you shall receive whatever is behind the door of your choice. However, before you choose, he promises that rather than immediately opening the door of your choice to reveal its contents, he will open one of the other two doors to reveal that it is empty. He will then give you the option to switch your choice. You may assume that the host is totally impartial—not malicious in any way.

You choose Door 3. He opens Door 2 and reveals that it is empty. You now know that the prize lies behind either Door 3 or Door 1. Should you switch your choice to Door 1?

I strongly recommend that you not look at the answer until you have done your best.

Question 4.10: (***) Exactly the same question as the previous one, except that when it comes time for the host to reveal an empty door, he instead selects someone from the audience who chooses randomly and by chance chooses a door that is revealed to be empty. Should you switch?

Question 4.11: You are presented with two empty jars and 100 marbles on a table. There are 50 white marbles and 50 black marbles. You are to put all 100 of the marbles into the two jars in any way you choose. I will then blindfold you. I will shake the jars up to ensure good mixing, and I will rearrange the placing of the jars on the table so that you do not know which one is which. You may then request either the “left-hand” or the “right-hand” jar. You get to choose exactly one jar, you are allowed to withdraw at most one marble from the jar, and you do not get a second chance if you are unhappy with your choice.

How many of each color marble should you place in each jar to maximize the probability that your blindfolded random draw obtains a white marble?5

Question 4.12: (****) Your name is Mr. 10. You are standing in a field with two opponents: Mr. 30 and Mr. 60. Each of you has a gun and plenty of ammunition. Each of you is in clear sight of the others and well within firing range. The goal is to maximize the probability of survival. Unfortunately, you are not a very good shot. If you take a shot at one of your opponents, you have only a 10% chance of killing him. Mr. 30 is a better shot; he has a 30% chance of killing someone whenever he shoots at. Mr. 60 is even better; he has a 60% chance of killing his target. You take turns shooting in a pre-arranged order: first you, then Mr. 30, then Mr. 60, and then you across this cycle again and again until only one person remains.

You get to shoot first. At whom do you shoot?4

Question 4.13: Basketball! Your team is down two points, you are the best player, and you have the ball. There are only a few seconds left before the buzzer. You can take a shot from three-point land or move up and take one from two-point land. Historically, you have a 40% probability of getting the shot in from three-point land and a 70% probability of getting the shot in from two-point land.

Should you try for the three-point shot (a certain win if you make it), or should you try for the two-point shot? Note that a two-pointer produces a tie and puts you into overtime. We assume your team has a fifty-fifty chance of winning in overtime.

---

5Can you answer the same question except that you are to minimize the probability of a white marble? Does minimizing the probability of a white marble maximize the probability of a black one?

4Does the answer change if the order is first you, then Mr. 30, then Mr. 60, then you, and so on?
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Question 4.14: I will spin a fair roulette wheel with only five sections. Four of the five sections pay $1; the fifth pays $5.

1. If the cost is $1.50 per spin, and you may play as often as you want, should you play the game?
2. If the cost is $1.50 per spin, and you may play exactly once, should you play the game?

Story: It is many years ago now, but I know of a well-qualified MIT student who got a job offer of $X from a well known firm (a good offer at that time). He declined, telling them that they had misjudged him. They called him back a couple of days later and offered him $X × 1.67 instead! Amazing! He took the job.

Question 4.15: If you like gambling and you like betting on the outcome of sports matches, then you may like the “parlay bet.” A parlay lets you bet on the outcomes of more than one match. In order to win a parlay, you must be correct on each of the matches you bet upon. Parlay cards offer big payoffs if you are right on every match (some even offer a payoff for “almost wins”). Suppose that your bookie will give you 10-to-1 odds for a parlay bet that covers four sports matches (with no almost wins). Should you take the bet?5

Question 4.16: What is the standard deviation of (1, 2, 3, 4, 5)?

Question 4.17: Welcome to your interview. Sit in this chair. Excuse me while I tie your arms and legs to the chair. Thank you. Now we are going to play “Russian roulette.” I have a revolver with six empty chambers. Watch me as I load the weapon with two contiguous rounds (i.e., two bullets side-by-side in the cylindrical barrel). Watch me as I spin the barrel. I am putting the gun against your head. Close your eyes while I pull the trigger. Click! This is your lucky day: you are still alive! Our game differs from regular Russian roulette because I am not going to add any bullets to the barrel before we continue, and I am not going to give you the gun. My question for you: I am going to shoot at you once more before we talk about your resume. Do you want me to spin the barrel once more, or should I just shoot?

Question 4.18: You have a large jar containing 999 fair pennies and one two-headed penny. Suppose you pick one coin out of the jar and flip it 10 times and get all heads. What is the probability that the coin you chose is the two-headed one?

Question 4.19: Four cards are shuffled and placed face down in front of you. Their faces (hidden) display the four elements: water, earth, wind, and fire. You are to turn the cards over one at a time until you either win or lose. You win if you turn over water and earth. You lose if you turn over fire. What is the probability that you win?

Story: "In his first meeting with me, a candidate made himself a little too comfortable. Not only did he liberally pepper his conversation with proverbs, he also pulled his chair right up to the edge of my desk and started examining papers and knickknacks."

NINA PROCT
Martin H. Bauman Associates, New York

"Doomed Days: The Worst Mistakes Recruiters Have Ever Seen."
©1996 Dow Jones and Company, Inc.
All Rights Reserved Worldwide.

Question 4.20: Two players $A$ and $B$ play a marble game. Each player has both a red and a blue marble. They present one marble to each other. If both present red, $A$ wins $1$. If both present blue, $B$ wins $2$. The winnings come from an external source, not from the other player. Is it better to be $A$, or $B$, or does it matter?

Question 4.21: A coin-making machine produces pennies. Each penny is manufactured to have a probability $P$ of turning up heads. However, the machine draws $P$ randomly from the uniform distribution on $[0, 1]$ so $P$ can differ for each coin produced. A coin pops out of the machine. You flip it once, and it comes up heads. Given this information, what is the (conditional) distribution function $f_{H|Y}(p)$ for the probability of a head for that coin (where $H$ denotes conditioning on the head)? What is the (conditional) distribution function for the probability of a head if you flip the coin 1,000 times and get 750 heads?

Story: One of my MIT students was exceptionally well qualified. He was also one of the nicest guys I have ever met. He was quiet and soft-spoken. He was very understated (the kind of guy you might not notice). His starting salary at a big-name Wall Street firm was about four times the average MIT starting salary that year. The moral of the story: I don’t care how hot you think you are—brains wins.

Question 4.22: Suppose that $X$ is distributed normal with mean 0 and variance $\sigma^2$. What is $E(e^X)$?
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Question 4.23: Two games are offered to you. In Game One, you roll a die once and you are paid $1 million times the number of dots on the upturned face of the die. In Game Two, you roll a die one million times. For each roll you are paid $1 times the number of dots on the upturned face of the die. You are risk averse. Which game do you prefer?

Story: 1. Took a brush out of my purse, brushed his hair and left. 2. Pulled out a Polaroid camera and snapped a flash picture of me. Said I collected photos of everyone who interviewed him. Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine

Question 4.24: What is the expected number of tosses of an unfair coin needed to get two heads in a row (assume probability p of a head)? Same question with three heads in a row.

Question 4.25: In a survey of 1,000 people, 60% said they would vote for Candidate A for president (and 40% said they would vote for someone else). How can you calculate a margin of error on the 60% estimate?

Question 4.26: A disease occurs with probability 0.5% in the population. There is a test for the disease. If you have the disease, the test returns a positive for sure. If you do not have the disease, the test returns a false positive 7% of the time. A random stranger is given the test and it returns a positive. What is the probability that the stranger has the disease?

Question 4.27: How many different ways can you invest $20,000 into five funds in increments of $1,000? For example, one way to do it is

$(30; 4,000; 1,000; 2,000; 13,000).$

Question 4.28: (**) You are making chocolate chip cookies. You add N chips randomly to the cookie dough, and you randomly split the dough into 100 equal cookies. How many chips should go into the dough to give a probability of at least 90% that every cookie has at least one chip?

Question 4.29: You will roll a fair die until the game stops. The game stops when you get a 4, 5, or 6. For every number 1, 2, or 3 you have thrown your score increases by +1. If the game stops with a 4 or 5, you get paid the accumulated score. If the game stops with a 6 you get nothing. What is the expected payoff of this game?

Question 4.30: Take a stick and break it randomly into three pieces (i.e., two randomly placed breaks on the stick). What is the probability you can form a triangle from the pieces?

Question 4.31: (***) A variation on the previous question: What is the expected length of the shortest piece?

Question 4.32: I tell you that I have two children and that one of them is a girl (I say nothing about the other). What is the probability that I have two girls? Assume that boys and girls are equally likely to be born and that the gender of one child is independent of gender of another.

Question 4.33: I tell you that I have two children and that one of them is a girl (I say nothing about the other). You knock on my front door and you are greeted by a girl who you correctly deduce to be my daughter. What is the probability that I have two girls? Compare and contrast your answer to the answer to the previous question. Assume that boys and girls are equally likely to be born and that the gender of one child is independent of gender of another.

Story: “Every morning I see job candidates who spend a day here. I talk to them, answer questions about our company, tell them whom they’ll interview with, and send them off. At the end of the day, when they come back, I determine whom they’d most like to work for, brief them on employee benefits, and tell them what happens next. I went through the morning ritual recently with one young candidate and then told him I’d see him about 4P.M. ‘I don’t want to come back here,’ he said, quite emphatically. ‘I’ve already talked to a guy I know who has been here before, and he told me everything you’re going to tell me.’”

ED GULICK
Recruiting Coordinator, Sandia National Laboratory, Albuquerque, N.M.

“Doomed Daze: The Worst Mistakes Recruiters Have Ever Seen,”
Reprinted by permission of The Wall Street Journal
©1995 Dow Jones and Company, Inc.
All Rights Reserved Worldwide.

...and what about the expected length of the shortest piece? ...or the middle piece?
Chapter 5

Non-Quantitative Questions

You probably picked this book up for the same reason I wrote it: you like solving quantitative problems. If you are anything like me, you probably hate those invasive, wishy-washy, touchy-feely, namby-pamby, non-quantitative interview questions that you cannot solve using mathematics. If you have prepared for the quantitative questions, but you are dreading those wishy-washy, non-quantitative ones, then you need to read this chapter.¹

Some of these questions have a single correct answer (great!). Others are roughly what you might expect in some sort of Freudian couch session after having been arrested for machine-gunning all the bag boys in your local supermarket. Some of the questions depend upon knowledge of financial management; others depend upon how many drinks you had at that last party you went to (and you might not get the job if you didn’t have any drinks at the last party or if you do not go to parties).

Questions are broken into five categories: Questions About You, Questions About Your Job Awareness, Questions About the Markets or The Economy, Questions About Financial Management, and “Thinking Questions.” In the rare cases where I deem an answer necessary, the question is labelled with an “(A),” and its suggested answer appears in Appendix E.

This chapter benefited very much from interview questions collected by second-year MBA students at MIT’s Sloan School of Management.

5.1 Questions about You

Question 5.1.1: Tell me about yourself.

Question 5.1.2: Walk me through your resume.

¹As mentioned in the introductory chapter, you can buy interview books containing general non-quantitative questions. However, these books do not cover finance-related non-quantitative questions or the quirky questions unique to investment banking interviews. Of these interview books, I recommend Fry (2009). He presents non-quantitative questions and weighs up good and bad responses.
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Question 5.1.3: What are your career goals? How do you plan to achieve those goals?

Question 5.1.4: What do you see yourself doing in five years? Is this different from what you imagined when you entered the degree program at your college (if so, how so)?

Question 5.1.5: Describe your life experiences, explaining any major decisions you have made to date.

Question 5.1.6: What two or three accomplishments have given you particular satisfaction over your lifetime?

Question 5.1.7: Tell me in detail what you did while working for this company that appears on your resume.

Question 5.1.8: How would you value yourself? “Value” here means in financial terms.

Question 5.1.9: How would you evaluate your success or the success of others?

Question 5.1.10: How would you describe yourself? How would your friends describe you? How would a former supervisor describe you?

Question 5.1.11: What is your greatest strength?

Question 5.1.12: Describe a situation where you have successfully sold your ideas.

Question 5.1.13: What is your greatest weakness?

Question 5.1.14: What areas of your performance need improvement?

Question 5.1.15: Why shouldn’t we hire you? The interviewee described this to me as a tough spin on the traditional “what is your greatest weakness” question.

Story: “During a lunch interview with me, a candidate ordered a bowl of French onion soup. When he started to eat the layer of cheese on top, it became stringy, and with his hands he tried to pull the strings of cheese apart. He pulled at those strings of cheese for a l-e-n-g-t-h y time.”

AUDREY W. HILLINGER
Chicago Office of Martin H. Bloomberg
Associates, New York

“Doomed Days: The Worst Mistakes Recruiters Have Ever Seen,”
Reprinted by permission of The Wall Street Journal
©1995 Dow Jones & Company, Inc.
All Rights Reserved Worldwide.

Question 5.1.16: Tell me something you tried but ended up quitting on.

Question 5.1.17: What is the biggest risk you have taken in your life?

Question 5.1.18: Rate yourself on a scale of 1 to 10 on the type of risk taker you are. Tell me why and give examples to support your claims.

Question 5.1.19: Tell me about a goal you set for yourself in the past that turned out to be either too easy or too hard to achieve. What did you learn from the situation?

Question 5.1.20: What distinguishes you from other candidates we might hire?

Question 5.1.21: What do you do for fun?

Question 5.1.22: Describe the best party you have ever been to.

Question 5.1.23: What is the biggest investment mistake you have ever made?

Question 5.1.24: Tell me about a time when you had to deal with a highly ambiguous situation. What did you do? How did you deal with it?

Question 5.1.25: Please describe an ethical dilemma you have faced at work, and tell me how you handled the situation.

Question 5.1.26: How good are your writing skills? Please give me some convincing evidence.

Question 5.1.27: If you could go on a cross-country car trip with any three people, who would you choose?

Question 5.1.28: If you were holding a dinner party, and you could invite any three dead people (presumably resurrected), who would you choose? Please do not choose any relatives.

Question 5.1.29: Why did you decide to apply to your MBA college? Did you apply to other MBA programs (if so, which ones and why)?

Question 5.1.30: What do you do if the “picture-in-picture” does not work on your television? Yes, one of my students was asked this in a banking interview!

Question 5.1.31: How would you evaluate your experiences at your MBA college?

Question 5.1.32: What are the strengths and weaknesses of your MBA program?

Question 5.1.33: Describe a situation in which you had to make a decision based on very little information.

Question 5.1.34: Tell me about a situation when you were chosen as a leader by the members of your group.
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Question 5.1.35: Repeat the conversation that you had with your team mates when things did not go well in your group.

Question 5.1.36: What have you enjoyed most about your experiences at your MBA college? What would you change?

Question 5.1.37: What is your GPA at your college? What about your GMAT score?

Question 5.1.38: Which courses did you enjoy most at your MBA college (and why)?

Question 5.1.39: How has your course work at your MBA college helped you to develop skills relevant to this job?

Question 5.1.40: What has been the most difficult for you at your MBA college, and how have you dealt with it?

Question 5.1.41: How much of your education did you personally fund?

Question 5.1.42: How do you spend your time outside of school and work? How do you balance your life?

Question 5.1.43: Are you married? Do you have children? What does your spouse do? How is your family? Where were you born? How old are you? These are all illegal questions in Canada and the US. Most questions about family background, religion, marital status, and so on are illegal. Although illegal, you should be prepared to answer these questions.

Question 5.1.44: Describe your typical day.

Question 5.1.45: Are you innately intelligent, or do you have to work really hard?

Story: A student of mine interviewing at Goldman, Sachs was asked to draw a picture of himself! They gave him pencil and paper, and he drew a picture (into his picture he also drew books, friends, and other goofy stuff to indicate that he was not retarded).

Question 5.1.46: At interview end: "Is there anything important you have not had a chance to tell me?"

Question 5.1.47: At interview end: "Do you have any questions you would like to ask me?" You must have questions; Candidates with no questions appear unmotivated/uninterested. That is no way to end the interview!

5.2 Questions about Your Job Awareness

Story: Let me give you some unorthodox advice.

1. A colleague and I were interviewing a candidate for a quant equities job in London. After a few questions about his CV, we asked him a simple quant question. He was extremely uncomfortable. He declared it to be "not a proper interview," and to our amazement, he walked out the door! He made two fatal mistakes. First, walking out meant he was a quitter. Nobody likes quitters. Second, he should have attempted an answer because even if he was not suited to quant equities at our firm, we had vacancies in other areas and we knew of vacancies at other firms, and we would have passed his CV on if we thought he was talented—but not if we thought he was a quitter. It is in the interviewer's best interests to pass good CVs around the firm and to a network of contacts outside of it because the favor will be returned eventually. Remember, you are never interviewing for that one job only! If the interview is going badly, then be positive and focus on your strengths even if they are not strengths for that job.

2. I was being interviewed for a practitioner job I really wanted. I was up to about the fifth person on my schedule for the day. From the moment this guy set eyes on me across the table I could tell he did not want to hire me. He was 100% negative and actually looked angry! I can read upside down, and, without him noticing, I quickly read the questions he had written on my CV across the table from me. I addressed his questions before he even asked them. That surprised him! I turned the conversation toward the markets and found some common ground. He became interested. I made a tasteless joke. He smiled. When our half-hour was up, he was 100% positive and I know he recommended that I be hired. There was nothing unethical about this manipulation of interview/interviewer: I love the markets, wanted the job, and thought the firm was a great fit for me.

3. The two stories above are about losing and winning, respectively. I think a difference between these outcomes is mental preparation. I was given an inexpensive book called The Dirty Dozen by Sergeant Major (Ret.) Lawrence A. Jordan. Sergeant Major Jordan served a 24-year Special Operations career with the U.S. Army Rangers and Special Forces. His book is about dirty fighting techniques, and chapter 2, The Winning Mind, is about mental preparation for life-or-death hand-to-hand combat in self defense. Although it is unorthodox of me to write this, I recommend that you read The Winning Mind chapter of The Dirty Dozen for interview preparation. If you can stomach it, it may give you just the edge you need.

Question 5.2.1: How does this position in this company fit into your career development plans? What other career options are you considering?

Question 5.2.2: Why do you want to work for this employer?
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Question 5.2.3: Sell yourself to me. Prove to me that you are someone I should seriously consider for our firm.

Question 5.2.4: What motivates you to put forth your best effort? What type of work environment brings out your best effort?

Question 5.2.5: What rewards do you seek from work? What rewards do you seek from this particular job (or company)?

Question 5.2.6: Why are you not better matched with Firm X (our competitor)?

Question 5.2.7: Do you have any geographical preferences? What are your thoughts about travel or relocation?

Question 5.2.8: What do you see yourself contributing to our organization, both in the short term and in the long term?

Question 5.2.9: What other companies are you interviewing with, and how do we compare?

Question 5.2.10: (A) What do you think of our tombstone in today’s Wall Street Journal?

Question 5.2.11: Why fixed income rather than equities?

Question 5.2.12: What do you think it takes to be successful in this position (or this organization)?

Question 5.2.13: Why do you want to work as a trader?

Question 5.2.14: What do you think traders do?

Question 5.2.15: If you were in my position, interviewing candidates for this position, what qualities would you seek? How would you evaluate candidates?

Question 5.2.16: Describe the best boss you have ever had. How would you define the qualities of a good manager?

Question 5.2.17: What do you think an investment banker does?

Question 5.2.18: Do you understand the hours investment bankers work and why?

5.3 QUESTIONS ABOUT THE MARKETS OR THE ECONOMY

Story: “We had narrowed our search for a senior-level executive at a major financial institution to three candidates and felt that one in particular was the best choice in terms of experience and background. We prepped all three for their interviews with the company’s general counsel, but we really spent time prepping the top candidate. When he got into the interview, it suddenly seemed he’d come from another planet. He asked about his office furniture, his expense-account allowances and health-care plan. He asked nothing whatsoever about the functions of the job and his qualifications for it. I sat there in horror.”

ARNAUD M. HUBERMAN
Arnold Huberman Associates, New York

“Doomed Days: The Worst Mistakes Recruiters Have Ever Seen,”
Reprinted by permission of The Wall Street Journal
©1995 Dow Jones and Company, Inc.
All Rights Reserved Worldwide.

Question 5.2.19: Describe how you build relationships in a new job.

Question 5.2.20: Imagine you have received three job offers. How will you decide which one to accept?

Question 5.2.21: If you were to get two other job offers in addition to one from us, from which firms would they most likely come, would you take them, and why?

Question 5.2.22: Some people say investment banking is not value adding. How do you refute that?

Question 5.2.23: If we offer you a job right now, will you take it?

Question 5.2.24: (A) With your abilities, you seem to not fit in this position (or this firm). Perhaps you should consider a job in ...

5.3 Questions about the Markets or the Economy

Question 5.3.1: Where is the DOW, or S&P500, or NIKKEI, or FTSE, or Hang Seng, or....? How does it compare now to where it has been over the last two years? Where do you see it two weeks from now (or six months from now)?

Question 5.3.2: Where is the JPY, or GBP, or CAD, or EUR, or....? How does it compare now to where it has been over the last two years? Where do you see it two weeks from now (or six months from now)?
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Question 5.3.3: What is LIBOR, and what is today’s LIBOR rate?2

Question 5.3.4: Why invest in a particular market (e.g., Korea, Russia, Germany)?

Question 5.3.5: How would the following affect interest rates: A relative of Saddam Hussein starts making trouble in the Middle East; there is another Asian currency crisis; Monica Lewinsky (alleged mistress of the US president Clinton) hits the headlines again as the alleged mistress of the current US president?

Question 5.3.6: (A) When inflationary fears arise, the government has two forms of macroeconomic policy to try to slow the economy down. Name these and explain them in a few words.

Question 5.3.7: What stock do you recommend and why?

Question 5.3.8: What sector should I be short? What sector should I be long?

Question 5.3.9: Tell me about a stock you like or hate and why.

Question 5.3.10: What should be the (CAPM) beta for Intel Corp.?

Question 5.3.11: Where do you think the US economy will go over the next year?

Question 5.3.12: (A) What are the “Dow Jones Dogs”?

Question 5.3.13: Tell me how the Dow Jones Industrial Average is calculated.

Question 5.3.14: Draw the yield curve showing 3M, 6M, 1YR, 2YR, 5YR, 10YR, 30YR rates.

Question 5.3.15: Do you think the stock market is efficient (in an EMH sense)? A very popular question for asset management.

Question 5.3.16: Suppose you are actively investing to beat the market. Are there more opportunities (i.e., inefficiencies) in the S&P500 or in the 500 largest stocks in Europe?

Question 5.3.17: What is a black swan? What do black swans mean for the use of VaR and other conventional statistical methods employed in quantitative finance? This obviously refers to Nassim Taleb’s book The Black Swan: The Impact of the Highly Improbable.

54 Financial Management Questions

Question 5.4.1: How would you value a company? (This is a very popular question.)

Question 5.4.2: Suppose that the S&P500 index has a P/E ratio of 20. How would you value a manufacturing company with earnings of one million dollars?

Question 5.4.3: What key financial ratios do you look at when trying to determine a firm’s financial health from its balance sheet?

Question 5.4.4: Why do pharmaceutical companies increase drug prices when they come off patent protection?

Question 5.4.5: Describe the CAPM.

Question 5.4.6: Can a company function without working capital?

Question 5.4.7: What happens to a company’s balance sheet if the company buys an asset? Walk me through the steps.

Question 5.4.8: (A) When is a motor vehicle this owned by the company not recorded on the balance sheet as PPE (physical plant and equipment)?

Question 5.4.9: How would you market this financial product (e.g., a structured note)?

Question 5.4.10: Imagine you are giving a presentation to a client and they tell you your numbers are wrong. What would you do?

Question 5.4.11: How do you use DCF to value a skyscraper in order to sell it? You need to come up with current revenue, costs, net income, estimates of future cash flows, and a discount rate.

Question 5.4.12: Kirk Kelonian attempted to force Chrysler to rid itself of what he called “excess cash”—through higher dividends and a stock buy back. What do you think of this?

Question 5.4.13: How would you market this company to our clients?

Question 5.4.14: Have you ever had to fire someone? If so, how did you handle this situation?

Question 5.4.15: Forecast the income statement for Duracell for this year.

Question 5.4.16: (A) In the calculation of free cash flow (i.e., FCF), does the level of long-term debt matter?

Question 5.4.17: How do you calculate VaR (i.e., Value at Risk)?

Question 5.4.18: Have you heard of LTCM?
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Question 5.4.19: What is the difference between default risk and prepayment risk?

Question 5.4.20: What is kurtosis?

5.5 Thinking Questions

These “thinking questions” lie between quantitative and non-quantitative. Most of these questions have in common that they have some sort of precise solution. However, if you know exactly how many McDonald’s outlets there are in the US (one of the questions) and say so directly, then you have missed the point. The interviewer wants you to work the answer out and describe your reasoning. These are thus “thinking questions,” not calculation ones.

Question 5.5.1: If a cannonball is dropped in the deepest part of the Earth’s oceans, how long will it take to reach the ocean floor?

Question 5.5.2: (A) How many McDonald’s fast food outlets are there in the US?

Question 5.5.3: How many gas stations are there in the US?

Question 5.5.4: (A) You are in a jail cell alone stripped of your possessions. It is Friday afternoon, and you desperately need a cigarette. How do you force the guard to give you one?

Question 5.5.5: How many elevators (i.e., “lifs” if you are British) are there in the US?

Question 5.5.6: How would you value an option on (famous basketball player) Michael Jordan?

Question 5.5.7: (A) I toss a coin 100 times and get 100 heads in a row. What is the probability that the next outcome will be a head?

Question 5.5.8: How many ping-pong balls can you fit in a jumbo jet (e.g., Boeing 747)?

Question 5.5.9: How would you move Mount Fuji?

Question 5.5.10: (A) How do you weigh a jet aeroplane without using scales?

Question 5.5.11: You have a five-gallon jar and a three-gallon jar. You can have as much water as you want. How do you put exactly four gallons into the five-gallon container? This is too easy for me to supply an answer.

Question 5.5.12: Estimate the annual demand for car batteries.

Question 5.5.13: What would you estimate to be the size of the racquetball market in the US?

Question 5.5.14: You are to build a plant for Coors to serve all beer customers in the state of Ohio. How large would you build it? That is, specifically how many cans (of the new wide-mouth variety) do you anticipate being demanded for the year?

Question 5.5.15: Why do beer cans have tapered tops and bottoms?

Question 5.5.16: (A) Explain why aeroplanes can fly.

Question 5.5.17: How many fish are there in the Earth’s oceans?

Question 5.5.18: How many barbers are there in Chicago?

Question 5.5.19: What is √284,000?

Question 5.5.20: (A) Finally, why are manhole covers round?

Story: I was telephone-interviewing a candidate for an active equity research job in London. His job would be the creation, testing, and implementation of strategies for beating the market. I asked him if he could draw upon his considerable experience in the markets to suggest me a strategy he had heard of for beating the market. There was a very long pause (at least 20 seconds), after which he answered simply “no.” What did he think I was going to ask him about?!

Support the author!
If you like this book, buy a copy!
Appendix A

Purely Quantitative & Logic Answers

This appendix contains answers to the questions posed in chapter 1.

**Answer 1.1:** This question has appeared over and over again. Although simple, it is rarely answered well. No calculation is required to determine the answer. If you used any algebra whatsoever, stop now, go back, reread the question, and try again.

When the quantity Q of water is poured into the alcohol jug, the concentration of alcohol in the alcohol jug becomes \( \frac{V}{V+Q} \). After mixing and pouring some back, the concentration of alcohol in the alcohol jug does not change again (because no new water is added). However, when the diluted alcohol is poured back into the water jug, the concentration of water in the water jug changes from 100% to \( \frac{Q}{V+Q} \). That is, the final concentrations are identical.

How do you see that the final concentrations must be identical? Remember, you do not need any calculations at all. In fact, the only reason for any calculation is if you also want to find out what the final concentrations are (you were not asked this, but if you wish to work it out, your calculations need not go beyond those of the previous paragraph).

Here is how it works. At the end of the process, both jugs contain the same volume of fluid as they did at the start. The only way for the concentration of alcohol (for example) to have changed from 100% is if some alcohol was displaced by water. Similarly, the only way for the concentration of water to have changed from 100% is if some water was displaced by alcohol. Volume is conserved (both total volume and volume in each jug), so all that has happened is that identical quantities of water and alcohol have traded places (and these identical quantities are slightly less than Q). By symmetry, the concentrations of alcohol in the alcohol jug and water in the water jug must be identical.

If you are still stuck, here is another way of thinking about it. Imagine a black bucket with 1,000 black marbles in it and a white bucket with 1,000 white marbles in it. If you were to take one marble from each bucket, mix them all up, and then take one marble from the mixed-up bucket, you would never be able to tell which marble you took from which bucket.
white marbles in it. Suppose I take 100 black marbles out of the black bucket and put them in the white bucket and mix it up really well. Then I have 1,100 marbles in the white bucket, and the great majority of them are white. Suppose I then take 100 marbles from those 1,100 and use them to top the black bucket back up to 1,000 marbles. Then both buckets have 1,000 marbles again. Let us suppose that 91 (i.e., the great majority) of the 100 marbles used to top up the black bucket were white. That means I must have returned only 9 of the original 100 black marbles back to the black bucket when I topped it up. That means I must have left 91 black marbles behind in the white bucket—the same as the number of white marbles that migrated over to the black bucket. So, the proportions are identical.

**Answer 1.2:** This is a very common question, and a very simple one. You need to figure out the sum: $1 + 2 + 3 + \cdots + 99 + 100$. There are several ways to do this.

**First solution**

A simple technique to note is that the first and last terms add to 101. The second and second-to-last terms also add to 101. The same is true of the third and third-to-last terms. Continuing in this fashion, you soon find yourself with 50 pairs of numbers adding to 101; 50 times 101 is 5,050.

**Second solution**

A simple technique you can picture easily is the following:

$$
\begin{array}{cccccc}
1 & 2 & 3 & \ldots & n-2 & n-1 \\
n & n-1 & n-2 & \ldots & 2 & 1 \\
n+1 & n+1 & n+2 & \ldots & n+1 & n+1 \\
\end{array}
$$

There are $n$ terms each equal to $n + 1$. The required sum is half the grand total: \( \frac{n(n+1)}{2} \).

**Third solution**

I read somewhere many years ago that the high school drop-out Albert Einstein devised the following alternative solution technique at age 15. Think of each summand, \( i \), in the sum \( \sum_{i=1}^{100} i \) as a group of \( i \) marbles in a row from \( i = 1 \) to \( i = 100 \) (see the array following). Stacking each row of marbles on top of each previous row, you get the array including both the diagonal and the lower-triangular off-diagonal. Were the array full, it would contain 100 \( \times \) 100 = 10,000 marbles. So, your answer must be roughly half this (roughly 50 \times 100). This is not exact because although the array contains two triangular-shaped off-diagonals (upper and lower), there is only one diagonal. If you add another diagonal, and then split the total in two, you get the right answer. The diagonal contains 100 marbles, so the right answer must be \( \frac{100 \times 101}{2} = 5,050 \), as before.

1\footnote{I thank Tom Arnold for this solution technique. I am responsible for any errors.} heard about one guy who got bored, took 12 golf balls, and tried to solve this by physically manipulating them. I understand that he was still unsuccessful. This particular solution technique combines independent contributions of Juan Teorino, Bingjian Ni, Yi Shen, and Jimpeng Chang. I am responsible for any errors.

More generally, the sum from 1 to \( n \) may be written down as \( \frac{n(n+1)}{2} \). Just picture the square array of side length \( n \), add another diagonal, and split the total in half.

To calculate \( \frac{n(n+1)}{2} \) quickly in your head, note that one of \( n \) or \( n+1 \) must be even and thus divisible by two. You should divide the even number by two and multiply the odd number remaining by the result. In our case,

$$
\frac{100 \times 101}{2} = \frac{100}{2} \times 101 = 50 \times 101 = 5,050.
$$

Finally, note that two more solutions appear in the answers to Question 1.41, starting on page 91.

**Answer 1.3:** This question has been very popular. Sometimes it is golf balls, sometimes marbles, sometimes coins. Most people find it very challenging.\(^{2}\)

The first step is to split the 12 marbles into three groups of four. Each group of four has two subgroups, a singleton and a triplet: \( \{1\}_A, \{3\}_A \), \( \{1\}_B, \{3\}_B \), and \( \{1\}_C, \{3\}_C \).

Compare \( \{1\}_A, \{3\}_A \) to \( \{1\}_B, \{3\}_B \). If they balance, then the odd ball is in group C. In this case, compare \( \{3\}_C \) to \( \{3\}_B \). If \( \{3\}_C \) is heavier (or lighter), then comparing any two marbles from within \( \{3\}_C \) immediately locates the odd one; if \( \{3\}_C \) balances \( \{3\}_B \), then compare \( \{1\}_C \) to \( \{1\}_B \) to see whether \( \{1\}_C \) is heavier or lighter.

If the initial comparison is unbalanced, say \( \{1\}_A, \{3\}_A \) is heavier than \( \{1\}_B, \{3\}_B \), then rotate groups \( \{3\}_A, \{3\}_B, \{3\}_C \) and compare grouping \( \{1\}_A, \{3\}_A \) to \( \{1\}_B, \{3\}_C \) (while holding out \( \{1\}_C, \{3\}_A \)). If they balance, then a heavy marble is in \( \{3\}_A \) and comparing any two marbles from within \( \{3\}_A \) immediately locates the odd one. Suppose they do not balance.
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If \((\{1\} \cup \{3\})\) is heavy, then either \(\{1\} \cup \{3\}\) is heavy, or \(\{3\}\) is light. Compare \(\{1\} \cup \{3\}\) to \(\{1\} \cup \{3\}\) to finish. If \((\{1\} \cup \{3\})\) is light, then \(\{3\}\) is light and comparing any two marbles within \(\{3\}\) immediately locates the light one.

In each case, only three weighings are needed. This technique is generalized in Answer 1.14 (the “90-coin problem”).

**Answer 1.4:** This is cute. You (the bug) cannot fly; you have to walk. You must find the shortest path from corner to corner.

In any world, the shortest path between two points is called a “geodesic.” On a spherical world (e.g., the Earth’s surface), a geodesic is an arc of a “great circle.” A great circle is a circle on the surface of the sphere with diameter equal to the diameter of the sphere. For example, aeroplanes typically follow great circles above the Earth (because it is the shortest path and, therefore, the most fuel-efficient path).

Like a spherical world, the cubic-room world has a two-dimensional surface. However, the lack of curvature in the cubic-room world means that the shortest distance between two points must be a straight line rather than an arc of a great circle (in a world without curvature, geodesics are straight lines).

If the cubic room is opened up and flattened out it can be seen that the shortest path is a straight line from one corner to the other. In the un-flattened room, this straight line corresponds to two line segments that meet exactly halfway up one wall-floor or wall-wall boundary. Direct computation using Pythagoras’ Theorem reveals that the total path length is \(\sqrt{3}\) units.

**Answer 1.5:** The \(10 \times 10\) macro-cube question has been very popular. The most common mistake is for people to count the number of \(1 \times 1 \times 1\) micro-cubes on each face and add them up. Even if you do the mathematics correctly (and most people do not), you miss the whole point.

If you focus on the \(1 \times 1 \times 1\) micro-cubes on the faces and how to count them directly (e.g., How many faces? How many on each face? How many edges?), you miss the point. Go back now and figure out a better way. As I stated before, the path of greatest resistance bears the highest rewards, so read no further unless you did it a better way.

You must look for structure in a problem that leads you to a simple and speedy solution. The most structure here is to be found in the macro-cube you start with and the (now slightly smaller) macro-cube that remains. The difference between their volumes is how many micro-cubes fell.

![Recall Pythagoras' Theorem. Consider a triangle with side lengths X, Y, and Z. If the angle between the sides of length X and Y is 90°, then it is a “right-angle” triangle. The side of length Z (the “hypotenuse”) must be the longest side, and it must be that X^2 + Y^2 = Z^2. In this case, the path is the hypotenuse of a triangle of side lengths 2 and 1 in the flattened-out room or two hypotenuses of triangles each of side lengths 1 and \(\frac{1}{2}\) in the un-flattened room. In either case, the path is of total length \(\sqrt{5}\).](image)

The volume of a cube of side length \(n\) is \(n\) cubed; that is, \(n^3\). The answer is, therefore, \(10^3 - 2^3\).

How do you calculate this without a calculator? You should know that \(10^3\) is a 1 with \(k\) zeros attached, so \(10^3 = 1,000\). You should know that \(8 = 2^3\) and, therefore, that \(8^3 = 2^{3\times3} = 2^9\). You should definitely know that \(2^{10}\) is 1,024. Thus, \(2^9\) is half of \(2^{10}\) and, therefore, equal to 512. The answer is \(1,000 - 512 = 488\). A common mistake is for people to think the answer is \(10^3 - 2^3 = 271\), because only “one layer” fell off (you should of course know what \(2^3\) is also without having to work it out).

**Answer 1.6:** This is a good question. People tend to overlook the brilliantly simple situation described. If you did any mathematics whatsoever, you probably missed the point.

No calculation is needed to see that at each stage an equal number of male babies and female babies are expected to be born. The proportion of male and female children are, therefore, expected to remain equal at 50%.

Still stuck? Here are the details (assuming equal numbers of boys and girls are born): by the end of the first year, the 100,000 families have 50,000 boys and 50,000 girls. The proportion of male children remains at 50%. By the end of the second year, half of the 100,000 families (the ones without a son) have another child. This adds 25,000 boys and 25,000 girls. There are now 75,000 boys and 75,000 girls. The proportion of male children still stands at 50%.

There are still 25,000 families without a son. They add another 12,500 boys and an equal number of girls, and so on.

Some people are tempted to suppose that because all large families have many daughters and a single son, there must be more girls than boys. However, there are not many large families.

**Answer 1.7:** I like this one. People have given me answers to this one ranging from 0° to 75° (and many answers in between). The big hand is on the three; the little hand is one-quarter of the way between the three and the four. The answer must be one-quarter of one-twelfth of 360°. That is, one-quarter of 30°. That is, 7.5° (or \(\frac{\pi}{4}\) radians if you like measuring angles in radians).

You should focus on what you know (the angle is non-zero, the big hand is on the three, one hour is one-twelfth of the full circle, and 15 minutes is one-quarter of one hour) and make sure that your answer accords with intuition. For example, if you get 75°, then something is wrong with your reasoning (or you have never owned an analogue wristwatch).

*In fact, the average number of children per family is only \(\sum_{k} \frac{1}{k^2} = 2\) (obtained using basic probability theory and the following algebraic result derived by Mert \(\sum_{k=1}^{\infty} \frac{1}{k^2} = \frac{\pi^2}{6}\), for \(|x| > 1\)).

*There are 2\(\pi\) radians in a full circle. Thus, \(360° = 2\pi\) radians; \(180° = \pi\) radians; \(90° = \frac{\pi}{2}\) radians; and so on. It is just another way of measuring angles.
**Answer 1.8:** I present both a brute-force approach (with some algebra) and an elegant approach looking at the bigger picture.

**FIRST SOLUTION**
By the time the minute hand gets to the three, the hour hand will have moved on a little. There is then a “catch-up time” of a minute or two after 3:15, so the hands must be coincident around 3:16 or 3:17. As time passes from three o’clock to four o’clock, the minute hand whips 60 minutes around the entire face, and the hour hand moves slowly from pointing at the 3 to pointing at the 4 (marked off as five increments of one minute on my watch). At all times, the proportion of the full 60 minutes traversed by the minute hand equals the proportion of the five increments of one minute traversed by the hour hand. Let \( M \) minutes after 3PM be the first time at which the hands are coincident, then our argument above implies directly that the proportion of the full 60 minutes covered by the minute hand equals the aforementioned catch-up time as a proportion of the five increments of one minute

\[
\frac{M}{60} = \frac{M - 15}{5}
\]

\[
\Rightarrow \frac{M}{60} = \frac{M - 15}{5}
\]

\[
\Rightarrow \frac{11M}{60} = 3
\]

\[
\Rightarrow M = \frac{180}{11} = 16 \frac{4}{11}
\]

Thus, the hands are coincident at 3:16 and \( \frac{4}{11} \) of a minute. That is 3:16:21.82.

**SECOND SOLUTION**
At high noon, the hands are coincident. At midnight, the hands are coincident. The time between noon and midnight is cut into 11 equally-spaced time intervals of one-eleventh of 12 hours (1:05:27.27). At the end of each of these intervals, the hands are coincident. For the question at hand, the answer is three times one-eleventh of 12 hours: 3:16:21.82. The full set of “coincident times” are as follows:

\[
\begin{align*}
1 & : 05 & : 27.27 \\
2 & : 10 & : 54.55 \\
3 & : 16 & : 21.82 \\
4 & : 21 & : 49.09 \\
5 & : 27 & : 16.36 \\
6 & : 32 & : 43.64 \\
7 & : 38 & : 10.91 \\
8 & : 43 & : 38.18 \\
9 & : 49 & : 05.45 \\
10 & : 54 & : 32.73 \\
12 & : 00 & : 00.00
\end{align*}
\]

**Answer 1.9:** Well now, this looks pretty complicated the first time you see it. However, there is a simple way to figure it out. If you think about it, you see that the only brokers who touch the switch for light bulb number 64 are those whose numbers are divisors of 64.

That is, light bulb number 64 has its state of illumination changed by brokers whose numbers are factors of 64. That is, brokers 1, 2, 4, 8, 16, 32, and 64 flip the switch. Because light bulb 64 is originally off, it must be that after this odd number of switches it is on. See Answer 1.10 for a closely related but more general solution technique.

**Answer 1.10:** If you now know the answer to Question 1.9, you should be able to figure this one out swiftly. If you have not yet figured out Question 1.9, then read no further—solve that one first.

The only way for a light bulb to be illuminated after the 100th person has passed through is if its switch was flipped an odd number of times. The switch for light bulb number \( K \) gets flipped only by people whose numbers are factors of \( K \). Thus, the only light bulbs illuminated at the conclusion are those with a number that has an odd number of factors.

However, factors for numbers go in pairs. For example, 32 has factors (1, 32), (2, 16), and (4, 8). This means that 32 has an even number of factors, and bulb 32 is not illuminated at the conclusion. In fact, at first glance, all numbers have an even number of factors. However, you do get an odd number of factors if two factors (one pair) are identical. For example, 64 has (8, 8) as one pair. If one pair of factors are identical, then the original number must be a “perfect square.” Therefore, the only numbers with an odd number of factors are the perfect squares.

There are exactly 10 perfect squares between 1 and 100, and they are 1, 4, 9, 16, 25, 36, 49, 64, 81, and 100 (i.e., 1\(^2\), 2\(^2\), 3\(^2\), …, 10\(^2\)). These are the numbers of the 10 bulbs that are illuminated after the 100th person has passed through the room.
Answer 1.11: This is an old favorite. I have tried this out on people and have received almost all imaginable responses. The answer is three, and it cannot be anything else. Two socks can be different, but a third must match one of the first two—giving a matching pair.

Answer 1.12: You get the answer by working backwards. If I am your opponent, and I am able to call out “39,” then you cannot reach 50, but I can after you say whatever you say. So, my goal is to call out “39.” However, if I am able to call out “28,” then you cannot get to 39, but I can after you say whatever you say. So, my goal is to call out “28.” To get to 28, I need only to be able to call out “17,” and to do this, I need only to be able to call out “6.”

So, my strategy, as your opponent, is to get onto the series 6, 17, 28, 39, 50 at whichever point I can. If you get to go first, you should call out “6.” As long as you know the winning numbers and stick to them, you cannot lose. If you start with anything other than 6, I cannot lose.

Answer 1.13: Safe-cracking in a finance interview? Yes indeed. The naïve answer is that there are 40 possible numbers for the first combination, 40 for the second, and 40 for the third. It would then take at most 403 possible trials to get the safe open. That is 64,000 trials. There are two factors that reduce this number considerably. The first you should have figured out; the second you are excused. The first factor is that although three numbers are required to open the safe, you need only find the first two of them. If you dial the first two numbers correctly, then you need only turn the dial until the safe pops open. You do not need to know the last number. This gives 402 possible combinations. That is only 1,600 trials. For extra safe-cracking advice along these lines see Glick (1993, p189–190).

The interviewer in this case suggested a second factor, as follows (and I think it is a little unfair to any interviewee who is inexperienced in safe-cracking). The safe is a mechanical device designed with a particular tolerance for inaccuracy. If the first combination number is 14, then dialing either 13, 14, or 15 suffices. This tolerance for inaccuracy brings you down to roughly (2/3)3 trials. This is fewer than 200 trials.

Answer 1.14: To minimize the maximum possible cost of weighing, your strategy must use the scales as few times as possible, wherever the location of the “bad” coin. From Answer 1.3, you know that you may need as many as three weighings to find a bad coin in a group of 12. You have 90 coins, so it must take at least four weighings. However, by the same argument, if you had 144 coins (12 groups of 12), you could identify a bad group of 12 in three weighings and then the bad coin in another three. So, (because 90 is less than 144) it should take no more than six weighings—either four, five, or six weighings.

In fact, it takes only five weighings (and at most $500) to both find the bad coin and identify it as heavy or light. I present two quite different solution techniques plus a third quasi-solution: the first is an ingenious “hammer-and-tongue” technique, the second is slightly more structured, and the third generalizes the second but applies only in special cases. In each case, it takes only five weighings to both find the bad coin and identify it as heavy or light.

FIRST SOLUTION:
The technique here is similar to the solution technique to Question 1.3—be sure to answer that question before answering this one. The first move is to divide the 90 coins into three groups of 30. Weigh two of the groups of 30 coins. Either the scales balance, or they do not. If the scales balance, then you are left with one group of 30 containing the bad coin. You may “hold out” 10 of these 30 and compare the remaining 20—with 10 on each side. If the scales balance, you get one group of ten containing the bad coin. If they do not balance, you have one group of 10 coins potentially heavy and one group of 10 coins potentially light. Stop here if you just wanted to know how to start the solution process. This should be enough for you to finish.

Return for a moment to the case in which the two groups of 30 do not balance. Set aside 10 potentially heavy coins and 10 potentially light coins. Take the remaining 20 potentially heavy and 20 potentially light coins and swap 10 of them from one side of the scales with 10 of them from the other side of the scales, keeping track of which were swapped and which stayed put. Whether they balance or not, you can immediately identify one group of 10 coins that is potentially heavy and one group of 10 coins that is potentially light—the other 40 are “good” coins.

Thus, after two weighings, the problem reduces either to one group of 10 coins containing the bad coin (no further information) or two groups of 10 coins (where one group potentially contains a heavy coin, and the other potentially contains a light one). I need only demonstrate the solution technique for each case.

Suppose you have 10 coins, and one of them is bad. You can find the bad one in three weighings simply by adding two good coins and following Answer 1.3 for the 12-ball case. This finds you the bad coin in a total of five weighings.

Suppose instead that you have the two groups of 10 coins (where one group potentially contains a heavy coin, and the other potentially contains a light one). Use the notation “31” to denote three potentially light coins, “31” to denote three potentially heavy coins, and “good” to denote one coin known to be neither heavy nor light. In this case, you begin at the end of the second
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weighing with \([10]_1\) and \([10]_2\) on the scales. Hold out 31 and 31 coins and place the following on the scales for weighing number three: \([31,41]\) versus \([31,41]\).

Suppose the scales balance with \([31,41]\) versus \([31,41]\). Then you have 31 and 31 coins left. Hold out 11 and 11 and weigh \([11,11]\) versus \([11,11]\). If these balance, weigh the hold out 11 against one good coin to find the bad one; if they do not balance, you get 11 and 11 from the light and heavy sides, respectively; and you need only compare one of them to a good coin to find the bad one. This gives a total of five weighings in either case.

Suppose the scales do not balance with \([31,41]\) versus \([31,41]\). If the first group appears lighter, then you get 31 and 31 coins as in the previous paragraph and able to be solved in a total of five weighings. If the second group appears lighter, then you get 41 and 41 coins. This is just like the first weighing of two groups of four in the 12-ball problem in Question 1.3, and you know the bad coin could be identified in only two more weighings by rotating "triplets." In each case, the bad coin is both located and identified as heavy or light in only five weighings.

Story: One of my students was told "Take your jacket off—it's going to get hot in here."

SECOND SOLUTION\(^8\)

Begin by noting that if you have a group of \(3^k\) coins that is known to contain a heavy coin, it takes only \(k\) weighings to identify it. You can see this as follows: split the group of \(3^k\) coins into three subgroups each of size \(3^{k-1}\); now compare any two subgroups on the scales. Whether the scales balance or not, you know immediately which of the three subgroups contains the heavy coin. It thus takes only one weighing to go from a group of \(3^k\) coins known to contain a heavy coin to a group of \(3^{k-1}\) coins known to contain a heavy coin.

Proceeding in this fashion, it takes \(k\) weighings to go from a group of \(3^k\) coins known to contain a heavy coin to a single coin known to be heavy. The same result applies if the initial sample is known to contain a light coin.

Therefore, if you know that the bad coin in your sample is heavy (or if you know that it is light), table A.1 gives the correspondence between sample size and number of weighings required to locate the bad coin. I now use table A.1 to answer the question. Begin by splitting the sample into as few groups of form \(3^k\) as possible.\(^9\) In this case, \(90 = 81 + 9\), so you choose one group of 81 and one group of nine. Split the group of 81 into three subgroups of 27. Call these groups \([27]_A\), \([27]_B\), and \([27]_C\). Now use the scales to compare groups \([27]_A\) and \([27]_B\). Now use the scales again to compare groups \([27]_A\) and \([27]_C\). If the bad coin is in the group of 81, then these two weighings are sufficient to identify which subgroup of 27 the bad coin falls into and whether it is heavy or light. Consulting table A.1, you can see that in this case it takes only three additional weighings to find the bad coin.

If both the initial weighings balance (i.e., \([27]_A\) versus \([27]_B\) and \([27]_A\) versus \([27]_C\) both balance), then the bad coin is in the group of nine. Compare the group of nine to nine good coins taken from the group of 81. This tells you whether the bad coin is heavy or light. Consulting table A.1, you can see that in this case, it takes only two more weighings to find the bad coin. Alternatively, you could have split the group of nine into three groups of three and weighed two of them. This identifies the group of three containing the bad coin and tells you whether it is heavy or light. Consulting table A.1, you can see that in this case, it takes only one more weighing to find the bad coin. In each case, the bad coin is both located and identified as heavy or light in only five weighings (at a maximum cost of $500).

THIRD SOLUTION\(^10\)

Suppose you are given \(N = 3^{n-1}\) balls for some positive integer \(n\). The balls appear identical, but one ball is odd—either heavy or light; you do not know which. Then it takes \(n\) weighings to both find the odd ball and identify it as heavy or light (see table A.2).

It is no coincidence that the first column in table A.2 is the partial sums of the first column in table A.1—for this technique generalizes the second. I prove the particular case \(N = 120\) (i.e., \(n = 5\)), but the proof generalizes directly to any \(N = 3^{n-1}\).

Put the 120 balls into three groups of 40. Each group of 40 is a cohort of subgroups of size \(3^k\) for \(k = 0\) to \(k = n - 2\): \(\{1\}_A, \{3\}_A, \{9\}_A, \{27\}_A, \{81\}_A\).

\(^8\) I thank Bingjian Ni for this solution technique. I am responsible for any errors.

\(^9\) Can you make a conjecture about the sample size, its ternary (i.e., base three) representation, and the number of weighings needed to find the bad coin/marble?

\(^10\) I thank Yi Shen for this solution technique. I am responsible for any errors.
Table A.2: Weightings Needed to Find Bad Coin

<table>
<thead>
<tr>
<th>Balls Supplied</th>
<th>Weightings Needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N = 2^{n-2})</td>
<td>(n)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>120</td>
<td>5</td>
</tr>
<tr>
<td>363</td>
<td>6</td>
</tr>
</tbody>
</table>

Note: If you have a sample of coins and you know that there is a bad coin in your sample but whether it is heavy or light, then the table gives the number of weightings required to locate the bad coin.

\([\{1\}, \{3\}, \{9\}, \{27\}]; \text{and} \{\{1\}, \{3\}, \{9\}, \{27\}\} \text{.}\]

Compare cohorts A and B. If they balance, then you have 80 good balls, and cohort C contains the bad ball. In this case, check \([27]_C\) to the good balls \([27]_A\). If \([27]_C\) contains the bad ball, then table A.1 says you need three more weightings. If \([27]_C\) is good, then compare \([9]_C\) to the good balls \([9]_A\). If \([9]_C\) contains the bad ball, then table A.1 says you need two more weightings. If \([9]_C\) is good, then compare \([3]_C\) to the good balls \([3]_A\). You need only one more weighing—either because \([3]_C\) is bad (see table A.1), or because \([3]_C\) is good (thus \([1]_C\) is bad).

If the initial comparison of A and B does not balance, then rotate (like changing car tires) groups \([27]_A, \{27\}_B, \text{and} \{27\}_C\) and compare grouping \([\{1\}, \{3\}, \{9\}, \{27\}]_B\) to \([\{1\}, \{3\}, \{9\}, \{27\}]_A\) while holding out \([\{1\}, \{3\}, \{9\}, \{27\}]_C\) if they balance, \([27]_A\) contains the bad ball, and it is known to be heavy or light, and table A.1 says three more weightings are needed. Otherwise, the scales tilt the same way, you can discard the \([27]\)'s, rotate the \([9]\)'s, and compare \([\{1\}, \{3\}, \{9\}, \{27\}]_A\) to \([\{1\}, \{3\}, \{9\}, \{27\}]_A\) while holding out \([\{1\}, \{3\}, \{9\}, \{27\}]_C\). You either find \([9]_A\) is bad, known heavy or light, and apply table A.1, or you discard the \([9]\)'s and rotate the \([3]\)'s. Continue reducing the problem until convergence—in at most five weightings.

One problem with this method is what to do if given only 90 balls (more than 39 but fewer than 120). I guess you ask for 30 extra ones and then follow the procedure for 120.

**Answer 1.15:** This question is unusually esoteric, but I like it. The result is known as Liouville's Theorem. It can be proved directly using Picard's Theorem, or with very slightly more work, using a Cauchy integral. I have chosen, however, to prove it from first principles.

Begin by proving a lemma (a "helping theorem") to be used in a later proof. The lemma is used in the proof of a theorem that answers the interview question. If you have a mathematical background but cannot answer the question, you should read the statement of the lemma, and stop reading there. You should then try to complete the remainder of the proof on your own. This is more satisfying than seeing the full proof.

**Lemma:** Maximum Modulus of Coefficients of a Power Series

Suppose that \(f(z)\) is analytic in the disc \(|z| \leq r < \infty\). Let \(M(r) = \max \{|f(z)| : |z| \leq r\}\). Then the coefficients \(a_p\) in the power series expansion \(f(z) = a_0 + a_1z + \ldots + a_nz^n + \ldots\) satisfy the following bound:

\[|a_p| \leq \frac{M(r)}{r^p} \text{ for } p = 1, 2, 3, \ldots\]

**Proof of Lemma**

With \(f(z) = a_0 + a_1z + \ldots + a_nz^n + \ldots\) in \(|z| \leq r < \infty\), divide by \(z^p\) to get

\[
\frac{f(z)}{z^p} = a_0z^{-p} + a_1z^{-(p+1)} + \ldots + a_nz^{-n} + \ldots
\]

Now change to polar coordinates. Hold \(r = |z|\) constant, and integrate \(\frac{f(z)}{z^p}\) from \(\phi = 0\) to \(\phi = 2\pi\) [where \(\phi = \arg(z)\)]:

\[
\int_0^{2\pi} \frac{f(z)}{z^p} d\phi = \int_0^{2\pi} a_0z^{-p}d\phi + \ldots + \int_0^{2\pi} a_nz^{-n}d\phi + \ldots
\]

The integral is convergent because, for fixed \(r\) and varying \(\phi\), the original series converges uniformly. Each term in the series expansion contributes an integral of form

\[a_{p+i} \int_0^{2\pi} z^i d\phi\]

**Picard:** A non-constant entire function assumes every complex value, with at most one possible exception. Thus, a bounded function must be a constant.

**Cauchy integral:** Let \(C(z_0, r)\) be a circle or radius \(r\) about arbitrary \(z_0 \in \mathbb{C}\), then \(f(z_0) = \frac{1}{2\pi i} \int_{C(z_0, r)} \frac{f(z)}{z-z_0} dz\) (a contour integral), so \(|f'(a_0)| \leq \frac{1}{2\pi i} \int_{C(z_0, r)} |f(z)| dz\). Bounded \(f\) implies the RHS tends to zero as \(r \to \infty\). Thus, \(f'(a_0) = 0\), for arbitrary \(z_0 \in \mathbb{C}\), and \(f\) must be a constant.

I thank Naoki Sato and Thomas C. Watson for suggesting the Picard Theorem and Cauchy integral approaches, respectively. Any errors are mine.

This lemma and its proof are adapted from Holland (1973, pp9–10), with copyright permission from Academic Press.
However, for $k \neq 0$ this integral contributes zero:

$$\begin{align*}
a_k^{+p} \int_0^{2\pi} \theta^k d\phi &= a_k^{+p} \int_0^{2\pi} \theta^k \left[ \cos(\theta k) + i \sin(\theta k) \right] d\phi \\
 &= a_k^{+p} \cdot \frac{2\pi}{k} \left[ \frac{\sin(\theta k)}{k} - i \frac{\cos(\theta k)}{k} \right]_0^{2\pi} \\
 &= 0
\end{align*}$$

Thus, the only term that contributes anything to $\int_0^{2\pi} f(\phi) d\phi$ is $\int_0^{2\pi} a_0 d\phi = 2\pi a_0$, (when $k = 0$). It follows that

$$a_0 = \frac{1}{2\pi} \int_0^{2\pi} f(\phi) d\phi$$

for $p = 0, 1, 2, \ldots$. 

Now, with $M(r) = \max\{|f(z)| : |z| \leq r\}$, and $|z| = r$, it follows that for integral $p > 0$, you get

$$|a_p| \leq \frac{1}{2\pi} \int_0^{2\pi} \left| \frac{1}{|z|^p} f(z) \right| d\phi$$

$$\leq \frac{1}{2\pi r^p} \int_0^{2\pi} M(r) d\phi$$

$$= \frac{M(r)}{2\pi r^p} \int_0^{2\pi} d\phi$$

$$= \frac{M(r)}{r^p} \text{ } \square$$

I now present the interview question as a theorem and use the previous lemma in its proof.

**THEOREM:** Bounded Entire Function

If $f(z)$ is entire and bounded, then $f(z)$ is a constant.

**PROOF OF THEOREM**

Assuming that $f(z)$ is entire implies that $f(z)$ is analytic in the entire finite complex plane. Thus, the Taylor series $f(z) = \sum_{n=0}^{\infty} a_n z^n$ converges for all $|z| < \infty$. If the stated bound (of the theorem) is $|f(z)| \leq M$, say, then from the lemma it follows that

$$0 \leq |a_n| \leq \frac{M(r)}{r^n} \leq \frac{M}{r^n}$$

for all $n > 0$ and all $r$. 

If you let $r \to \infty$, then $0 \leq |a_n| \leq 0$ for all $n > 0$. Thus, $a_n = 0$ for all $n > 0$, and $f(z) = a_0$, a constant. \( \square \)

--

**Answer 1.16:** After 100 seconds you can be sure that the ants have all walked off the ruler. The answer is the same as if the ants had perfect vision. The key is that if two ants that collide immediately about face and continue, then each member of any colliding pair effectively exchanges its exit route with the other. It is just as if one of the colliding pair crawled over the other and they both kept going without pause.

**Answer 1.17:** This is a nice question. If you can figure out the correct relationship between the eight lily pads and the single one, you get the answer. If you do not have it yet, or you think it is 3.75 days, then you should stop reading now, and go back and try again. I am serious; this is a nice question, and you lose a great deal by peering at the answers to help you out.

The naive answer is that it takes $\frac{27}{2} = 3.75$ days. This is, of course, incorrect. The lily pads in the question all grow at the same rate. This means that you may think of the eight lily pads as being equivalent to one big lily pad. Indeed, when the single lily pad is three days old, it has the same area as the eight lily pads do at time zero. This means that you may think of the eight lily pads as a single lily pad that is three days old. It takes another 27 days for a three-day-old single lily pad to cover the pond, so it also takes 27 days for the eight lily pads to cover the pond.

The interviewee suggested that I use 3,000 days instead of 30 days as the time it takes for the single lily pad to cover the pond. The idea was to make the question more confusing. The problem with this is that, no matter how small the initial lily pad (assuming it is visible to the naked eye), it will cover the surface of the Earth within 100 days and the entire solar system not long after. Within 3,000 days, the universe will be blown out—such is the power of compound growth.

**Answer 1.18:** You use the same idea as in the previous lily pad question. Each pad needs to cover $\frac{ln(1)}{27}$ square feet to choke the pond. The size of each pad is $2^b$ after $N$ days, so you need to solve: $\frac{ln(1)}{27} = 2^b$. The solution is $N = \frac{ln(\frac{1}{27})}{ln(2)} \approx 7.8$ days.\(^{16}\)

Without a calculator, you can still do it in your head. You calculate $\frac{ln(1)}{27}$ is approximately 200. You know that $2^{20}$ is 256, which exceeds 200; whereas $2^{27}$ is 128, which falls short, so eight days should do the trick.

**Answer 1.19:** Decimal pricing was introduced on the New York Stock Exchange in 2001. I have left this question in because there are many people who lived with eighths and sixteenths for most of their working life, and they may be tempted to ask you about it.

Most people stumble a little. Do not memorize all the possible sixteenths before your interview—you have worse things to worry about (much worse).\(^{15}\)

\(^{15}\)This theorem and its proof are adapted from Hollan (1973, p10), with copyright permission from Academic Press.

\(^{16}\)An interesting aside here is that it does not matter which logarithm function you use. The result is the same regardless of the base.
Answer 1.20: A common question. The naive answer is that the snail climbs a net of two feet per day, so it reaches the 10-foot mark at the end of the fifth day. However, on the morning of the fifth day, the snail starts out at the eighth-foot mark (having slid down from the ninth-foot mark overnight). Two-thirds of the way through the fifth day, the snail reaches the 10-foot mark and stops because there is no pole left to climb.

Answer 1.21: Here are two answers.17

1. Turn Switch #1 on. Wait a while. Then turn it off while simultaneously turning Switch #2 on. Go into the room. The illuminated light corresponds to Switch #2. The warm non-illuminated bulb corresponds to Switch #1. The cold non-illuminated bulb corresponds to Switch #3.

2. Guess. You have a one-in-six chance if they are random. However, light switches are not usually random. If you assume the switches are physically located in an order that relates to the physical placement of the bulbs (as they usually are), then you have a fifty-fifty chance!

Answer 1.22: The only way the first man can know the color of his own hat is if he sees the other two wearing red hats—of which there are only two. However, the first man does not know his hat color, so the other two must be wearing either both blue or one red and one blue. The second man, upon hearing the first, knows then that he and the third man are either both wearing blue hats, or one wears a red hat, and one a blue. If he still does not know what color hat he is wearing, it must be because the third man is wearing a blue hat. Why? Well, if the third man wears red, then that pinpoints his own hat as blue since this is the only option left from the choice of either both blue or one red and one blue. Since the second man does not know his hat color, then the third man must be wearing blue. The third man, upon hearing the first two, deduces that his own hat is blue via the same reasoning.

Story: The interviewer got up part way through the interview and walked to the door and opened it. The candidate said, “Are we out of time?” The interviewer replied, “No. Out of interest?”

17I thank Daha Tamir for assistance on this question. I am responsible for any errors.
I think the interviewer would have been perfectly happy to hear that \( X = \text{LCM}(6, 7, 8, 9, 10) - 1 \), without your having to find the LCM. However, this does leave one question unanswered: What is the most efficient way to find the lowest common multiple of a group of numbers?\(^{15}\)

**SECOND SOLUTION**

I did not discover the first solution by looking at the simultaneous equations and using algebra; I discovered it by drawing a picture. It is somewhat difficult to reproduce my picture, but here is an attempt using a sporting analogy (see figure A.1).

I am searching for a number \( X \) with the divisor/remainder properties described. I have nine runners to help me: Mr. 2, Mr. 3, ..., Mr. 9, and Mr. 10. They are assembled at the start of an arbitrarily long, dead-straight, sand-covered, nine-lane racetrack that has distances measured in meters, beginning at "0" at the starting line (bear with me on this). Like many race tracks made for people, the people do not all start in the same place; their positions are staggered (which makes no sense for a straight track in the real world). Mr. 2 starts 1 meter from the zero line. Mr. 3 starts 2 meters from the zero line. Mr. 4 starts 3 meters from the zero line, ... and Mr. 10 starts 9 meters from the zero line.

The gun fires, and the race begins. Each Mr. \( n \) runs taking steps of length \( n \) meters (for \( n \) between 2 and 10). The runners each leave footprints in the sand on the track. Let them run for a very long time and then look at the footprints (we do not care who wins). Starting at the zero line, the divisor/remainder properties of \( X \) imply that the first time you find a row of nine footprints adjacent to each other must be after \( X \) meters. The first time the footprints (the solid bullets in figure A.1) are aligned vertically, is when they have reached the solution, \( X \) meters from the zero starting line. We can see that the number of meters they step out before beginning is one less than their step size when they run. If you look one pace backwards from the start line (back to position \(-1\) on the race track), then it should be clear that the distance from the \(-1\) position to \( X \) (i.e., \( X + 1 \)) is just the LCM of the step sizes taken by the runners (how else could the footprints be adjacent?). It should also be clear that if you look beyond \( X \), you will find another set of adjacent footprints after you travel another LCM meters. This solution is identical to the first.

**Answer 1.24:** This is easier than it sounds. You do not need any infinite sums, and, if you used them, go back and try again before reading on. For every two miles covered by the first motorcyclist, the second covers three miles. Two plus three is five, and there are five multiples of five between this means they will meet after the first has traveled 10 miles and the second 15.

\(^{15}\)In this case, if you factor each of 6, 7, 8, 9, and 10, you get \( 2 \times 3, 2 \times 7, 2 \times 4, 3 \times 3, \) and \( 2 \times 5 \). The LCM, when factored, must include each of these expressions. Indeed, \( 2 \times 3 \times 3 \times 4 \times 5 \times 7 = 2,520 \) — the LCM.

---

**Figure A.1:** A Road Race Analogy for the LCM Problem

Note: In the picture, the nine people run side by side. Mr. 2 steps out one meter to start (the hollow bullet) and then takes steps of length two meters (his footsteps are solid bullets). Mr. 3 steps out two meters to start and then takes steps of length three, and so on up until Mr. 10, who steps out nine meters to start and then takes steps of length 10.

We know that the fly moves at twice the speed of the first motorcyclist, so it must cover 20 miles before its miserable life ends.

**Answer 1.25:** Let me begin by repeating the constraints:\(^{19}\)

\[
A + B + C + D = 20, \\
B + C + D + E + F = 20, \\
D + E + F + G + H = 20, \text{ and} \\
F + G + H + I = 20
\]

We have four equations in nine unknowns. The additional information (4 to \( I \) are some permutation of the integers 1 to 9) restricts the solution space, but there can be no unique solution.

If the first four \( (A \text{ to } D) \) and the last four \( (F \text{ to } I) \), each add to 20, then because \( \sum_{m=1}^{4} a_m = 45 \), it follows immediately that \( E = \frac{55}{4} \). If we subtract the second constraint from the first and use \( E = 5 \), we get \( A = F + 5 \). If we subtract the fourth constraint from the third, we get \( I = D + 5 \).

\(^{19}\)I thank Dahan Tamir and James Hirschorn for contributions to this solution technique. I am responsible for any errors.
The derived restrictions $A = F + 5$, and $I = D + 5$ imply that $F$ and $D$ must be in the set $\{1, 2, 3, 4\}$. Once $F$ and $D$ are chosen, $A$ and $I$ are determined within the set $\{6, 7, 8, 9\}$. There are thus $4 \times 3 = 12$ possible permutations for $F$, $D$, $A$, and $I$ (that is four choices for $F$ followed by three choices for $D$; see example below). This leaves $B$, $C$, $G$, and $H$ floating in the remaining four spaces. However, subtracting the second constraint from the third implies that $B + C = G + H$. There are four choices for $B$, but, once $B$ is chosen, $C$ is uniquely determined; see example below. There are thus $12 \times 4 \times 2 = 96$ different solutions.

For example, if $F = 3$ and $D = 4$, then $A = 3$ and $I = 9$ immediately. That leaves $B$, $C$, $G$, and $H$ floating in the remaining four spaces: $\{1, 2, 6, 7\}$. If $B = 1$, then $C$ must equal $7$; there is no other choice for $C$ that satisfies $B + C = G + H$. With $B$ and $C$ chosen, there are two ways to allocate $G$ and $H$ to the remaining two slots. In this example, it would either be $G = 2, H = 6$ or $G = 6, H = 2$.

Here are several solutions (reverse the orderings to get several more):

- $684251397$
- $684251937$
- $648251397$
- $648251937$

**Answer 1.26:** Let $A$ denote the area of a triangle of sides $a$, $b$, and $c$. We may make several statements that apply to any triangle and which are clearly visible in figure A.2:

1. The area $A$ is given by $A = \frac{1}{2}bh$.
2. Pythagoras’ Theorem implies that $a^2 = b^2 + d^2$ and $c^2 = h^2 + (b + d)^2$.
3. The first Pythagorean result implies $b^2 = a^2 - d^2$. When the two Pythagorean results are subtracted from each other, they imply $d = \frac{c^2 - a^2}{2b}$.

If we combine the above results, we get:

$$A^2 = \frac{1}{4} d^2 b^2,$$

$$= \frac{1}{4} d^2 (a^2 - d^2),$$

$$= \frac{1}{4} b^2 \left[a^2 - (c^2 - a^2 - d^2)^2 \right],$$

$$= \frac{1}{4} b^2 \left[c^2 - (c^2 - a^2 - d^2)^2 \right],$$

$$= \frac{1}{16} (c^2 - a^2 - d^2)^2.$$

---

**Note:** The MATLAB commands `perms` and `unigue` were useful in checking this answer.

**21**I thank Thomas C. Watson for comments on an earlier version of this proof. Any errors are mine.
APPENDIX A. PURELY QUANTITATIVE & LOGIC ANSWERS

Story: He took off his right shoe and sock, removed a medicated foot powder and dusted it on the foot and in the shoe. While he was putting back the shoe and sock, he mentioned that he had to use the powder four times a day, and this was the time.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine

Answer 1.27: I present two solution techniques: a “hammer-and-tongs” brute-force approach and an elegant alternative. I think you should start with a rough guess; mine is about a half.

**FIRST SOLUTION**

Consider first the simple case in which there are two or three guests. It soon becomes clear that you need to consider many different overlapping events and that you need to account for intersections of events. That is, you need basic set theory.

Let \( A_k \), for \( k = 1, \ldots, N \), denote the event that the \( k \)th guest sleeps in the room to which he or she was originally assigned (i.e., his or her “own room”). What we need to find is the probability that at least one of the guests ends up in his or her own room. This event is the union of the individual events and occurs with probability:

\[
P(\bigcup_{k=1}^{N} A_k) = \sum_{i=1}^{N} P(A_i) - \sum_{1 \leq j < k \leq N} P(A_j \cap A_k) - \cdots - (-1)^{N+1} P(A_1 \cap \cdots \cap A_N)
\]

If you draw the familiar case of three intersecting circles—each representing an event—it is relatively straightforward to deduce the following inclusion-exclusion formula:

\[
P\left(\bigcup_{k=1}^{N} A_k\right) = \sum_{i} P(A_i) - \sum_{1 \leq j < k \leq N} P(A_j \cap A_k) + \sum_{1 \leq j < k < l \leq N} P(A_j \cap A_k \cap A_l) - \cdots + (-1)^{N+1} P(A_1 \cap \cdots \cap A_N)
\]

All you are doing here is adding the original event probabilities, then taking out the intersections where you double counted, then adjusting for the fact that you over-compensated, and so on—all of which is very easily seen if you draw intersecting sets for the case \( N = 3 \). To figure this out, we need to find the probability of the intersection of any group of events. Given the symmetry here, we can, without loss of generality, look at the events in the following order: 1, 2, \ldots, \( N \).

Given the random allocation of keys, each guest is equally likely to end up in his or her own room. That is, \( P(A_i) = \frac{1}{N} \) for any \( i \in \{1, 2, \ldots, N\} \). If guest

\[1\text{ is given his own key, then guest 2 has a chance of only } P(A_2|A_1) = \frac{1}{N-1} \text{ of getting her own key back. So, } P(A_1 \cap A_2) = P(A_2|A_1)P(A_1) = \frac{1}{N(N-1)}. \text{ In fact, this result is more general:}
\]

\[
P\left(\bigcap_{k=1}^{m} A_k\right) = \frac{1}{N(N-1) \cdots (N-m+1)}
\]

\[
= \frac{(N-m)!}{N!} \cdot \frac{1}{m!} \cdot \left(\frac{N}{m}\right)
\]

for any \( m \in 1, 2, \ldots, N \).

We may now plug this formula for probabilities of intersecting events back into the original inclusion-exclusion formula:

\[
P\left(\bigcup_{k=1}^{N} A_k\right) = \sum_{m=1}^{N} (-1)^{m+1} \binom{N}{m} P\left(\bigcap_{k=1}^{m} A_k\right)
\]

\[
= \sum_{m=1}^{N} (-1)^{m+1} \frac{1}{m!} \cdot \sum_{m=0}^{N} \frac{(-1)^{m}}{m!}
\]

\[
= 1 - \sum_{m=0}^{N} \frac{(-1)^{m}}{m!}
\]

\[
= 1 - e^{-1} = \frac{1}{e} \quad \text{as } N \to \infty.
\]

The final result is about 63%, but a guess of \( \frac{2}{3} \) is close enough.

**SECOND SOLUTION**

Simplify the problem by assuming that the “very large number” of people is almost an infinite number. In this case, it is as though each person is first in line to be allocated a key because the previous finite number of people are negligible compared to the almost infinite number of people waiting to receive keys. It follows that each person has the same probability, \( \frac{1}{N} \), of being allocated his or her key. Let \( X \) be the number of people who end up sleeping

\[\text{\footnotesize{\textcopyright 2009 Timothy Falcon Crack}}\]

\[\text{\footnotesize{\textcopyright 2009 Timothy Falcon Crack}}\]
in their own rooms, then

\[ P(X \geq 1) = 1 - P(X = 0) = 1 - \left( 1 - \frac{1}{N} \right)^N \]

\[ = 1 - \left( 1 - \frac{1}{N} \right)^N \]

\[ = 1 - e^{-1} = \frac{e - 1}{e} \quad \text{as } N \to \infty, \]

where "*" is true for \( N \) infinitely large.

**Answer 1.28:** First of all, "very small" is classic physics slang for very, very small (i.e., so small that it is a pinpoint mass). If the rock is tossed overboard, the water level falls as though water equal in mass to the mass of the rock is being sucked out of the pool. The rock forces the boat to displace the rock's mass of water. After the rock is gone, the boat rises up, and the water level falls down (Archimedes' Principle).

The next time you are washing dishes, try this experiment. With the sink half-full of water, float a drinking glass. Now drop a steel ball bearing gently into the glass. The glass sinks down, displacing a mass of water equal in mass to the mass of the ball bearing, and the water level rises. Now pluck the ball bearing from the glass, using a magnet. The reverse happens, the glass rises, and the water level falls as though water equal in mass to the mass of the ball bearing is being sucked out of the sink.

**Answer 1.29:** The answer involves both mathematical induction and game theoretical arguments.

If there is exactly one cheating man in the town, Mr. C, say, then every wife except Mrs. C knows who he is. Not only that, but Mrs. C is unaware of any cheats—the stranger's announcement comes as a shock to her. Immediately after the stranger's announcement, Mrs. C asks: "Can he be cheating if I have seen no cheats?" The only possible answer is it is Mr. C. Come the next morning, his happy days are over, and out he goes.

Suppose instead that there are exactly two cheating men in town: Mr. C1 and Mr. C2. In this case, Mrs. C1 knows there is one cheat in town (Mr. C2), and Mrs. C2 knows there is one cheat in town (Mr. C1)—the stranger's announcement comes as no shock to either woman. Each thinks there is only one cheat in town and fully expects him to be kicked out the next morning (each wife thinks the other poor woman is in the position of Mrs. C mentioned above).

The first morning after the announcement comes, and the streets are bare. Mrs. C1 concludes that Mrs. C2 did not kick her husband out because she did not think he was a cheat. How could Mrs. C2 be so foolish? Mrs. C1 knows that Mrs. C2 believes the prophecy, so the only possible reason for Mrs. C2 not to have reacted is if Mrs. C2 saw a cheat herself. Mrs. C1 asks herself: "Who did Mrs. C2 see cheating, when the only cheat I can see is Mr. C2?"

The only possible answer is that it is her own man, Mr. C1. Come the second morning after the announcement, Mr. C1 and Mr. C2 are both kicked out (the latter because Mrs. C2 went through the same thought process).

Suppose now that there are exactly three cheating men in town: Mr. C1, Mr. C2, and Mr. C3. In this case, each of Mrs. C1, Mrs. C2, and Mrs. C3 thinks that there are two cheats in town and believes in the innocence of her own man. However, come the second morning, they are each very surprised to find the streets empty. Had there been exactly two cheats, as each of the wives had surmised, then the cheats should have been kicked into the street two mornings after the announcement—as per the argument above. The empty street means that a third cheater exists—one previously assumed innocent! So, three mornings after the announcement, all three cheating men are bounced out into the street.

More generally, let me assert that if there are exactly \( n \) cheats, they will all be kicked out into the street on the \( n \)th morning after the stranger's announcement. If my assertion is true for \( n \) cheats, and a wife sees \( n \) other cheats but finds the streets bare on the \( n \)th morning, then she is shocked to conclude that her own man must be faithful to her. She (and each of the other \( n \) wives) will kick him out the next morning. That is, if there are \( n + 1 \) cheats, then they will be kicked out on the \((n+1)\)st morning. That is, if my assertion is true for \( n \) cheats, then it is also true for \( n + 1 \) cheats.

I proved my assertion to be true for \( n \) equal to each of one, two, and three. It follows my mathematical induction that it is true for all \( n \) (in fact, I needed only to prove it for \( n = 1 \) for the proof to go through).

It follows that if cheating men are kicked into the street for the first time on the tenth morning after the stranger's announcement, then there must be exactly 10 of them.

**Answer 1.30:** This is one of the easier questions in the book. If you are pecking here for a solution, then go back and think about mathematical induction.

Let \( V(n) \) denote the minimum number of moves needed for \( n \) rings. I assert that \( V(n) = 2^n - 1 \), for all positive integers \( n \) (I will justify this shortly). The proof uses mathematical induction.

Case \( n = 1 \): With one ring, it certainly takes exactly one move. My assertion is thus true for the case \( n = 1 \).

Case \( n = N \): Suppose that my assertion is true for \( n = N \), and consider the case \( n = N + 1 \). By assumption, it takes \( V(N) = 2^N - 1 \) moves to get the first \( N \) rings to pole \#2. Use one additional move to get ring \( \#(N+1) \) to pole \#3. Now use \( V(N) = 2^N - 1 \) moves to move the \( N \) rings on pole \#2 to pole \#3. The total number of moves used is \( 2V(N) + 1 = 2(2^N - 1) + 1 = 2^{N+1} - 1 \).
However, this is just V(N + 1). That is, if my assertion is true for n = N, it is also true for n = (N + 1).

The result follows, because I showed my assertion is true for n = 1, and I showed that if my assertion is true for n = N, then it is also true for n = N + 1. In particular, because I showed the assertion to be true for n = 1, it follows that it must be true for n = 2. It then follows that because the assertion is true for n = 2, it is also true for n = 3, ... and so on, up to \( N \).

In the particular case of \( n = 64 \) rings, it takes V(64) = 2^{64} − 1 moves. This number is large:

\[ V(64) = 2^{64} - 1 = 18,446,744,073,709,551,615. \]

At one move per second, it would take you 584.5 billion (i.e., 584.5 thousand million) years to complete this task. The Earth will fall into the Sun in less than one-hundredth of this time period.

**Answer 1.31:** The ordinary differential equation (ODE) \( u'' + u' + u = 1 \) has a simple solution. This is a second-order linear ODE with constant coefficients, so we need only search for solutions to the homogeneous form \( u'' + u' + u = 0 \), and then tag on a solution to the specific nonhomogeneous equation given.

Solutions to a second-order linear homogeneous ODE of form \( Au'' + Bu' + Cu = 0 \) are of form:

\[ u(x) = ae^{\lambda_1 x} + be^{\lambda_2 x}, \]

where \( \lambda_1 \) and \( \lambda_2 \) are the roots of the characteristic equation:

\[ A\lambda^2 + B\lambda + C = 0. \]

It follows (using the quadratic formula) that

\[ \lambda_1, \lambda_2 = -\frac{B \pm \sqrt{B^2 - 4AC}}{2A} = -\frac{-1 \pm \sqrt{1 - 4}}{2} = -\frac{1 \pm \sqrt{3}}{2}, \]

where \( i \equiv \sqrt{-1} \). In our case, \( a = 1 \) is a solution to the specific nonhomogeneous ODE, so the general solution must be of form:

\[ u(x) = ae^{-1/2 + \sqrt{3}/2}x + be^{-1/2 - \sqrt{3}/2}x + 1, \]

for arbitrary constants \( a \) and \( b \). To pinpoint \( a \) and \( b \), you need two initial conditions (not supplied here) in addition to the ODE.

If you prefer a solution with real-valued functions (but with possible complex coefficients), then you may use \( e^{i\lambda x} = \cos(\lambda x) + i\sin(\lambda x) \), where \( i \equiv \sqrt{-1} \).

---

26A natural question to ask is how I guessed that \( V(n) = 2^n - 1 \) to begin with. I got this because I figured that \( V(n+1) = 2V(n) + 1 \) had to hold, and \( V(1) = 1 \) is obvious. These together are sufficient to deduce the functional form of \( V(n) \).

27Unless \( \lambda_1 + \lambda_2 = \lambda \), say (i.e., a repeated root), in which case solutions are of form \( u(x) = axe^{\lambda x} + be^{\lambda x} \), and then add and subtract the two components of the general solution to get an equivalent solution (Boyece and DiPrima [1997, p. 148]):

\[ a(x) = a'e^{-\frac{1}{2}\lambda} \cos \left( \frac{\sqrt{3}}{2} x \right) + b'e^{-\frac{1}{2}\lambda} \sin \left( \frac{\sqrt{3}}{2} x \right) + 1 \]

**Answer 1.32:** The obvious application is to proportions of a portfolio invested in risky assets (see Questions 3.19 and 3.20). Make the substitution \( b = 1 - a \). Then the variance of the sum is

\[ V(S) = a^2 \sigma_X^2 + 2a(1-a)\rho\sigma_X\sigma_Y + (1-a)^2 \sigma_Y^2. \]

The first-order condition is \( \frac{dV(S)}{da} = 0 \). The partial derivative is:

\[ \frac{dV(S)}{da} = 2a\sigma_X^2 + 2\rho\sigma_X\sigma_Y - 2a\rho\sigma_X\sigma_Y + 2(1-a)(-1)\sigma_Y^2. \]

Thus, the particular \( a \) that satisfies the first-order condition is:

\[ a^* = \frac{\sigma_Y^2 - 2\rho\sigma_X\sigma_Y}{(\sigma_X^2 - 2\rho\sigma_X\sigma_Y + \sigma_Y^2)}. \]

We should check the second-order condition

\[ \frac{d^2V(S)}{da^2} \bigg|_{a=a^*} > 0, \]

to make sure this is a minimum, not a maximum. This is straightforward here because:

\[ \frac{d^2V(S)}{da^2} = \frac{\sigma_Y^2 - 2\rho\sigma_X\sigma_Y + \sigma_Y^2}{\sigma_X^2 - 2\rho\sigma_X\sigma_Y + \sigma_Y^2} \geq 0, \]

and the first inequality is strict unless \( \rho = -1 \).

In fact, I have solved the unconstrained problem—ignoring the constraint \( 0 \leq a \leq 1 \). If \( a^* \) breaches the constraints, the constrained solution for \( a \) is either 1 or 0, depending upon whether \( \sigma_X \) or \( \sigma_Y \) is the smaller respectively.28

28The \( a^* \) will breach the constraints if the correlation \( \rho \) is large enough or the standard deviations are disparate enough that either \( \frac{\sigma_Y}{\sigma_X} < \rho \) or \( \frac{\sigma_X}{\sigma_Y} < \rho \).
In the special case where $\rho = -1$ (perfect negative correlation), the solution for $a^*$ is given by

$$a^* = \frac{\sigma_Y^2 - 2\rho\sigma_X\sigma_Y}{\sigma_X^2 + \sigma_Y^2}$$
$$= \frac{\sigma_Y^2 - 2\rho\sigma_X\sigma_Y + \sigma_Y^2}{\sigma_X^2 + \sigma_Y^2}$$
$$= \frac{\sigma_Y^2}{\sigma_X^2 + \sigma_Y^2}$$

and this particular $a^*$ gives variance of $aX + bY$ equal to zero.

**Story:** I recall reading in the WSJ about one young woman who was asked her greatest weakness (a common interview question). Without thinking, she blurted out the answer “chocolate!”

**Answer 1.33:** The lighthouse question is an old favorite. The lighthouse is a distance $L$ from the coast. The beam of light casts a “spot” a distance $R$ across the sea from the lighthouse (see figure A.3).

![Figure A.3: The Lighthouse Problem](image)

Note: Refer to this figure for both solutions to the lighthouse problem. The first solution uses the $x$-$y$ coordinates and $\theta$; the second solution uses $\alpha$, $D$, and $D_1$; both solutions use $L$, $R$, and $V$.

---

**FIRST SOLUTION**

Using the coordinates in figure A.3, the coastline is the line $x = L$. The spot hits the coastline at the coordinate pair $(x, y) = (L, L\tan(\theta))$, where $\theta$ is the angle between the beam and the $x$-axis. Suppose $\theta = 0$ when $t = 0$, then $\theta = \frac{\omega}{2\pi}t$ where $\omega = \frac{2\pi}{L}$ is the angular velocity in radians per second (the beam makes one revolution per minute and $t$ is measured in seconds). The speed $V$ of the spot along the coastline is the partial derivative of $y = L\tan(\theta) = L\tan(\omega t)$ with respect to $t$:

$$V = \frac{\partial}{\partial t}[L\tan(\theta)] = \frac{\partial}{\partial t}[L\tan(\omega t)] = \omega L\sec^2(\omega t) = \frac{\omega L}{\cos^2(\omega t)}$$

From figure A.3 we see that $\cos(\omega t) = \frac{1}{L}$, so we conclude that $V = \frac{\omega L}{\cos(\omega t)} = \frac{\omega L}{L}$. In our particular case, with $\omega = \frac{2\pi}{L}$ radians per second and $L = 3$, the speed of the beam is $\frac{2\pi}{3}$ miles per second. When the beam is $3L = 9$ miles down the coastline, $R^2 = 10L^2 = 90$, and the speed is just $\pi$ miles per second.

More than once, people have suggested to me that the velocity $V$ is a constant (i.e., $V$ is the same regardless of how far along the coast the spot is cast)—this is clearly incorrect.

**SECOND SOLUTION**

Follow the beam’s course for a small time interval $dt$. In figure A.3, we see that the beam’s spot covers a distance $D = V dt$ along the coast, while the beam’s “perpendicular motion” covers a distance $D_1 = \omega R dt$ (where $V$ is the spot’s speed along the coast, and $\omega = \frac{2\pi}{L}$ radians per second is the beam’s angular velocity). For a small $dt$, the distance triangle is a right-angle triangle, so $\sin(\alpha) = \frac{D_1}{D} = \frac{\omega R dt}{V dt} = \frac{\omega R}{V}$. Looking at the larger triangle, we see $\sin(\theta) = \frac{R}{L}$. Thus, $V = \frac{\omega R}{L}$, as before.

**Answer 1.34:** There are many different ways to solve this problem. Let me begin with a “hammer-and-tongs” approach using algebra. When you see how neat the solution is, try to come up with an argument that uses no mathematics whatsoever (I present such an argument after the hammer-and-tongs approach). Please see figure A.4.

**FIRST SOLUTION**

Identify the squares using horizontal and vertical indices, counting from the northwest corner. Let $i$ count down and $j$ count across. Then it is readily seen that the square with coordinates $(i, j)$ lies in $(i + j - 1)$ cubes on it. It follows that the total number of cubes is given by (in the general case of an $n \times n$ grid).
time to get there—so he will meet you and eat you. You somehow need to get
further from him and closer to the fence before you make a run for it.

Suppose you behave somewhat like the dog. Step away from the centre of the circle
until you are at a radius of $\frac{R}{4}$. Now constrain yourself to running circuits
around that radius. It takes you $\frac{2\pi}{v}$ units of time to run half-way around
this circle. The dog can also run half-way around the field in the same time. That
is, at this radius, you and the dog are perfectly matched in your abilities to
run around in circles.

Now suppose you step slightly closer to the centre of the circle. Let us say
you now start running around in circles of radius $\frac{R}{4} - \epsilon$, for some small $\epsilon$. In
this case, you have a slight advantage over the dog: you can run around your
circle in slightly less time than he can run around his. As you run, the dog
tries to track you. However, you are gaining a little on the dog with every
circuit. Eventually, you will be at the “top” of your circle, when he is at the
“bottom” of his. Now it is time to make a run for it. You only have to travel
a distance of $R - (\frac{R}{4} - \epsilon) = \frac{3}{4}R + \epsilon$. The dog has to travel a distance $\pi R$
to meet you. You can outrun him as long as the time it takes you at speed $v$ is
less than the time it takes him at $4v$, that is

$$\frac{3}{4}R + \epsilon < \frac{\pi R}{4v}$$
$$\epsilon < \frac{(\pi - 3)R}{4}$$

It follows that if you choose an $\epsilon$ such that $0 < \epsilon < \frac{\pi - 3}{4}$, then you can run
in a circle of radius $\frac{R}{4} - \epsilon$ until you are as far from the dog as possible and
then you can escape by running away from him.

**Answer 1.35:** There are two methods. The first method assumes a known prob-
ability result (this may be sufficient for you); the second method subsumes the
first by proving the aforementioned probability result before proceeding.

**FIRST SOLUTION**
The integral is immediately recognized as a simple transformation of an inte-
gral over the entire domain of a Normally distributed random variable.

The Standard Normal distribution has probability density function $f(u) = \frac{1}{\sqrt{2\pi}}e^{-\frac{1}{2}u^2}$, for $-\infty < u < +\infty$. Integrating over the entire domain must
produce total probability mass of unity:

$$\int_{-\infty}^{+\infty} f(u)du = \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}}e^{-\frac{1}{2}u^2}du = 1$$
If we substitute in \( x = \frac{1}{\sqrt{2}} u \) (to make the integral look like the one we seek), then \( dx = \frac{1}{\sqrt{2}} du \), and we get
\[
\int_{-\infty}^{+\infty} \frac{1}{\sqrt{\pi}} e^{-x^2} dx = 1.
\]

Multiply both sides by \( \sqrt{\pi} \), and the result follows immediately.

**SECOND SOLUTION**

Let \( I = \int_{-\infty}^{+\infty} e^{-x^2} dx \). Then squaring gives the following:
\[
I^2 = \left( \int_{-\infty}^{+\infty} e^{-x^2} dx \right)^2 = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{-(x^2+y^2)} dy dx
\]
\[
= \int_{0}^{2\pi} \int_{0}^{\infty} e^{-r^2} r dr d\theta
\]
\[
= \int_{0}^{\infty} r \left( -\frac{1}{2} \right) e^{-r^2} \bigg|_{r=0}^{r=\infty} d\theta
\]
\[
= \frac{1}{2} \int_{0}^{2\pi} d\theta = \pi.
\]

Thus, \( I = \sqrt{\pi} \), as required.

The above basis change from Cartesian coordinates to polar coordinates uses the transformation \( x = r \cos \theta \), and \( y = r \sin \theta \). This implies that \( x^2 + y^2 = r^2 \). However, there is more to it than this. You also need to know the general result
\[
\int_{x}^{y} f(x,y) dy = \int_{x}^{y} f(r(\theta), \theta) r d\theta.
\]

The “\( r \)” in the integrand on the right-hand side is the “Jacobian” of the transformation from Cartesian to polar coordinates. The Jacobian, \( J \), is just the determinant of the matrix of partial derivatives of the transformation. That is
\[
\int_{x}^{y} f(x,y) dy = \int_{x}^{y} f(r(\theta), \theta) J r d\theta,
\]
where
\[
J \equiv \frac{\partial(x,y)}{\partial(\theta,r)} = \begin{vmatrix} \frac{\partial x}{\partial \theta} & \frac{\partial x}{\partial r} \\ \frac{\partial y}{\partial \theta} & \frac{\partial y}{\partial r} \end{vmatrix} = \begin{vmatrix} \frac{\partial x}{\partial \theta} \cos \theta - r \sin \theta \\ \frac{\partial y}{\partial \theta} \sin \theta + r \cos \theta \end{vmatrix} = \begin{vmatrix} r \cos^2 \theta - r \sin^2 \theta \\ r \cos^2 \theta + r \sin^2 \theta \end{vmatrix} = r.
\]


**Answer 1.37:** Of all the simple trigonometric functions that you might have been asked to integrate, \( \sec \theta \tan \theta \) has arguably the most complicated answer.

Perhaps it is useful to review quickly the definitions of these trigonometric functions. Consider a right-angle triangle (see Table A.3). Let \( \theta \) be one of the acute angles (i.e., one of the two angles of less than 90 degrees). Let the lengths of the two sides of the triangle be denoted by \( "A" \) (the side opposite to the angle \( \theta \)), \( "B" \) (the side adjacent to the angle \( \theta \)), and \( "C" \) (the hypotenuse—opposite the right angle), then the elementary trigonometric functions may be defined as in Table A.3.

<table>
<thead>
<tr>
<th>Table A.3: Trigonometric Functions: Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sin \theta = \frac{B}{C} )</td>
</tr>
<tr>
<td>( \sec \theta = \frac{C}{A} )</td>
</tr>
<tr>
<td>( \cot \theta = \frac{A}{B} )</td>
</tr>
</tbody>
</table>

Mnemonic: “SOH-CAH-TOA”

Note: These definitions are for the triangle illustrated. The sides are of length \( A \) (adjacent to the angle \( \theta \)), \( B \) (opposite to the angle \( \theta \)), and \( C \) (the hypotenuse).

For the particular problem given, \( \sec \theta \tan \theta \), we see in Table A.4 that the answer is \( \ln |\sec \theta + \tan \theta| \) (up to an arbitrary constant of integration), which is readily verified via differentiation.

**Answer 1.38:** The sum \( \sum_{n=1}^{\infty} e^{-\sqrt{n}} \) takes the form \( \sum_{n=1}^{\infty} a_n \), where \( a_n \equiv e^{-\sqrt{n}} \).

There is a whole host of tests for the convergence of such sums. Before we look at these, a short review of the terminology is in order.

A “sequence” is a set of numbers \( a_1 \), \( a_2 \), \( a_3 \), ... indexed in a particular order corresponding to the natural numbers. We may denote the sequence as \( \{a_n\} \).

Each number, \( a_n \), in the sequence is a “term.” The “limit of a sequence” exists

\[^{31}\text{The trigonometric functions' names are short for sine, cosine, tangent, cotangent, secant, and cosecant.}\]
Table A.4: Trigonometric Functions: Calculus

<table>
<thead>
<tr>
<th>( f(x) )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(- \cos \theta )</td>
<td>( \sin \theta )</td>
</tr>
<tr>
<td>( \sin \theta )</td>
<td>( \cos \theta )</td>
</tr>
<tr>
<td>( \ln</td>
<td>\sec \theta</td>
</tr>
<tr>
<td>( \ln</td>
<td>\sin \theta</td>
</tr>
<tr>
<td>( \ln</td>
<td>\sec \theta + \tan \theta</td>
</tr>
<tr>
<td>( \ln</td>
<td>\tan \theta</td>
</tr>
</tbody>
</table>

Note: The middle column gives a trigonometric function. The columns to the left and right give the integral of the function (ignoring arbitrary constants), and the derivative of the function, respectively.

and is equal to \( l < \infty \) if the numbers \( a_n \) get closer and closer to \( l \) as \( n \) gets larger. That is, \( \lim_{n \to \infty} a_n = l \). If such a limit exists, then the sequence is said to “converge” to that limit, and the limit is unique. If a sequence does not converge, then it “diverges.” There is no notion of additivity here: A sequence is a succession, not a sum.

A “series” is formed from a sequence via partial sums. Let \( S_1 = a_1 \), \( S_2 = a_1 + a_2 \), \( S_3 = a_1 + a_2 + a_3 \), and so on, so that \( S_n = \sum_{k=1}^{n} a_k \) is the \( n \)th “partial sum” of the sequence \( \{a_n\} \). Then the sum \( \sum_{n=1}^{\infty} a_n \) is referred to as an “infinite series.” The infinite series \( \sum_{n=1}^{\infty} a_n \) is said to be “convergent” if the sequence of its partial sums \( \{S_n\} \) is convergent.

A necessary (but not sufficient) condition for convergence of an infinite series \( \{a_n\} \) is that \( a_n \to 0 \) as \( n \to \infty \). In our case, \( e^{-\sqrt{n}} \to 0 \) so we cannot reject convergence.

The first (of several) formal tests that comes to mind is the **Ratio Test** (for series with positive terms only):

\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \begin{cases} 
< 1, & \Rightarrow \text{sum converges}, \\
> 1, & \Rightarrow \text{sum diverges}, \\
= 1, & \Rightarrow \text{test fails}.
\end{cases}
\]

In our case, the test fails because

\[
\lim_{n \to \infty} \frac{a_{n+1}}{a_n} = \lim_{n \to \infty} \frac{e^{\sqrt{n}}}{e^{\sqrt{n+1}}} = 1.
\]

The next formal test for convergence that comes to mind is the **nth Root Test** (for series with positive terms only):

\[
\lim_{n \to \infty} \sqrt[n]{a_n} = \begin{cases} 
< 1, & \Rightarrow \text{sum converges}, \\
> 1, & \Rightarrow \text{sum diverges}, \\
= 1, & \Rightarrow \text{test fails}.
\end{cases}
\]

In our case, the test fails because

\[
\lim_{n \to \infty} \sqrt[n]{a_n} = \lim_{n \to \infty} \left( e^{-\sqrt{n}} \right)^{\frac{1}{n}} = 1.
\]

When the two tests above fail, we head for the **Raabe’s Test** (for series with positive terms only):

\[
\lim_{n \to \infty} n \left( \frac{a_{n+1}}{a_n} \right) = \begin{cases} 
> 1, & \Rightarrow \text{sum converges}, \\
< 1, & \Rightarrow \text{sum diverges}, \\
= 1, & \Rightarrow \text{test fails}.
\end{cases}
\]

In our case, the test indicates convergence because

\[
\lim_{n \to \infty} n \left( \frac{a_{n+1}}{a_n} \right) = \lim_{n \to \infty} n \left( 1 - e^{-\sqrt{n}} \right) > 1.
\]

However, the algebraic proof that the limit exceeds one is by no means elegant. Instead of proving it, I present another test of convergence that is both elegant and conclusive.

**Story:** 1. She wore a Walkman and said she could listen to me and the music at the same time. 2. Balding candidate abruptly excused himself. Returned to office a few minutes later, wearing a hairpiece. Interview Horser Stories from Recruiters


The **Integral Test** applies to a series \( \sum a_n \) of positive terms. Let \( A(x) \) denote the function of \( x \) obtained by replacing \( n \) in \( a_n \) by \( x \). Then if \( A(x) \) is decreasing and continuous for \( x \geq 1 \),

\[
\sum_{n=1}^{\infty} a_n \quad \text{and} \quad \int_{1}^{\infty} A(x) \, dx
\]
either both converge, or both diverge [Anton (1988, p623)].

In our case, \( a_n = e^{-\sqrt{n}} \). To test for convergence of \( \sum_{n=1}^{\infty} a_n \), we may look at convergence of \( \int_{x=1}^{\infty} A(x) \), where \( A(x) = e^{-\sqrt{x}} \) is seen to be both decreasing and continuous for \( x \geq 1 \).

We need \( \int e^{-\sqrt{x}} \, dx \). My first guess for this integral is

\[
\int e^{-\sqrt{x}} \, dx = e^{-\sqrt{x}} + x^{\frac{1}{2}} \int e^{-\sqrt{x}} = (1 + \sqrt{x}) e^{-\sqrt{x}}.
\]

However, differentiation shows that I am out by a factor of \(-2\). If you cannot guess this directly, you need some practice with integration by parts. We get the following integral:

\[
\int_{x=1}^{\infty} e^{-\sqrt{x}} \, dx = \left. -2(1 + \sqrt{x}) e^{-\sqrt{x}} \right|_{1}^{\infty} = 2(1 + \sqrt{1}) e^{-\sqrt{1}} - 2(1 + \sqrt{\infty}) e^{-\sqrt{\infty}} = \frac{4}{e} - 2 \lim_{x \to \infty} \left( \frac{1 + \sqrt{x}}{e^x} \right) = \frac{4}{e} - 2 \lim_{x \to \infty} \left( \frac{1 + \sqrt{x}}{e^x} \right) = \frac{4}{e}.
\]


because \( \sqrt{x} \to \infty \) if and only if \( x \to \infty \). It follows that the series is convergent! Incidentally, the limit of the series \( \sum_{n=1}^{\infty} e^{-\sqrt{n}} \) is only slightly below \( \frac{4}{e} \).

The Comparison Test says that if there exists \( N < \infty \) such that \( 0 \leq a_n \leq b_n \) for \( n \geq N \), and if \( \sum_{n=1}^{\infty} b_n \) is convergent, then so too is \( \sum_{n=1}^{\infty} a_n \). This also works in reverse: If \( \sum_{n=1}^{\infty} a_n \) is divergent, so too is \( \sum_{n=1}^{\infty} b_n \). This test requires that you construct \( b_n \). In our case, if \( n \geq 75 \), then \( a_n = e^{-\sqrt{n}} < \frac{1}{n^{\frac{1}{2}}} = b_n \), and \( \sum_{n=1}^{\infty} \frac{1}{n^{\frac{1}{2}}} \) is known to converge! In fact, \( \sum_{n=1}^{\infty} \frac{1}{n^{\frac{1}{2}}} = \frac{\pi^2}{6} \) (Spiegel [1968, p108]).

It is worth noting that if \( \sum a_n \) converges, then \( \sum a_n \) converges also. The former is referred to as "absolute convergence." Thus, absolute convergence of an infinite series is sufficient for convergence. Absolute convergence is not, however, a necessary condition for convergence. A series that is convergent, but not absolutely convergent, is said to be "conditionally convergent."

A final convergence test we might have tried is Gauss' Test (for series with positive terms only): If \( \frac{a_{n+1}}{a_n} = 1 - \frac{x}{M} \), where there exists an \( M > 0 \), and an \( N \) such that \( |b_n| < \frac{1}{M} \) for all \( n > N \), then the series \( \sum_{n=1}^{\infty} a_n \) is

1. convergent if \( C > 1 \), and
2. divergent or conditionally convergent if \( C \leq 1 \).

---

321 Thank Tim Hoel and Victor H. Lin for this elegant solution technique.

33 An "annulus" is a disc with a hole in the centre—like a musical compact disc, for example. An annulus is path connected (any two points may be joined by a line), and is therefore connected (it cannot be split into two non-empty non-intersecting open sets), but it is not simply connected (which requires path-connectedness and that any loop may be shrunk continuously within the set).

34 The fourth-order result is not well known: \( \sum_{n=1}^{\infty} k^n = \frac{\sin(10\pi i)}{2M} i \). (Spiegel [1968, p108]).

For more information on tests of convergence of series, look to your favorite calculus book. Most of the above-mentioned tests should appear if the book is worthwhile.

**Answer 1.39:** You win if you can place the last coin on the table and leave no space for me to place a further coin. A necessary condition is that the table be radially symmetric. That is, there must exist a central point on the table (at its centre of mass if the table is of uniform density and thickness) such that any line drawn upon the table passing through this central point is evenly bisected at this central point. Simple examples are a square, an ellipse, a rectangle, a circular disc, etcetera.

You should play first and place your first quarter at the centre of the (round, square, etc) table. You should make subsequent moves by imitating me: Place your quarter in the mirror image of my position when viewed looking through the central point. This ensures victory because if I can still place a coin on the table, then so can you.

Although radial symmetry is necessary, it is not sufficient. The strategy does not necessarily work if the table is a regular shape but not a simply-connected one; for example, an annulus. If the table is an annulus and the hole in the middle is bigger than a quarter, then the only change to your winning strategy is that you should let me go first.

**Answer 1.40:** The numbers used and the situation described may differ from question to question, but the general solution technique is always the same. Factor the product into all possible triplets: \( 1,2,18,1,3,12,1,4,9,1,6,6,1,2,9,2,9,2,9,2,9 \), and \( 3,3,4 \). Which one is it? Well, Mary knows the sum, and these potential triplets sum to \( 21,16,14,13,13,11,10 \), respectively. Knowing the sum was not sufficient for Mary to pin down the triplet, so it must be a triplet with a non-unique sum: 13 in this case. This cuts down the candidates to (1,6,6) and (2,2,9). John says the eldest is dyslexic, so there must be an eldest (ignoring rubbish answers like one twin is 20 minutes older than the other). That just leaves (2,2,9).

**Answer 1.41:** The sums in table A.5 are well known (the first is discussed extensively in the answer to Question 1.2). You should certainly know the first sum by heart, and you should note that the third is the first squared (Graham Bennett has given me a very elegant geometrical proof of this). My first solution uses a sensible guess plus induction. My second solution is similar, but requires that you notice or already know a special result.
Table A.5: Sums of $k$, $k^2$, and $k^3$

<table>
<thead>
<tr>
<th>$\sum_{k=1}^n k$</th>
<th>$\sum_{k=1}^n k^2$</th>
<th>$\sum_{k=1}^n k^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{n(n+1)}{2}$</td>
<td>$\frac{n(n+1)(2n+1)}{6}$</td>
<td>$\frac{n^2(n+1)^2}{4}$</td>
</tr>
</tbody>
</table>

**FIRST SOLUTION**

Given $\sum_{k=1}^n k = \frac{n(n+1)}{2}$, let us assume $\sum_{k=1}^n k^2$ equals an $(i+1)^{th}$-order polynomial $f^{(i)}(n)$. In the case $i = 2$ (i.e., trying to find $\sum_{k=1}^n k^2$), let this polynomial be $f^{(2)}(n) = an^2 + bn + c + d$. We can calculate $f^{(2)}(n)$ for $n = 1\ldots4$, and set up the system equations A.1.

$$
\begin{align*}
  f^{(2)}(1) &= a + b + c + d = 1 \\
  f^{(2)}(2) &= 8a + 4b + 2c + d = 5 \\
  f^{(2)}(3) &= 27a + 9b + 3c + d = 14 \\
  f^{(2)}(4) &= 64a + 16b + 4c + d = 30
\end{align*}
$$

(A.1)

Standard row-reduction techniques soon yield $a = 1/3$, $b = 1/2$, $c = 1/6$, and $d = 0$. Thus, $f^{(2)}(n) = \frac{2n^2+3n+1}{6} = \frac{n(n+1)(2n+1)}{6}$. Having obtained a formula that works for $n = 1\ldots4$, we must now prove, by induction, that if it works for $n$, then it works for $n+1$. That is, we show that $f(n) + (n+1)^2 = f(n+1)$:

$$
f(n) + (n+1)^2 = \frac{2n^2+3n^2+n}{6} + n^2+2n+1 = \frac{n^2+3n+1}{6} = \frac{(n+1)(n+2)(2n+3)}{6}
$$

(A.2)

The case $f^{(3)}(n) = \sum_{k=1}^n k^3$ may be proved in exactly the same fashion, and I leave it as an exercise.

**SECOND SOLUTION**

If you notice that $\sum_{k=1}^n 1 = n$ and $\sum_{k=1}^n k = \frac{n(n+1)}{2}$, you might deduce the following pattern:36

$$
\begin{align*}
  \sum_{k=1}^n k^{(i)} &= n \\
  \sum_{k=1}^n k^{(i+1)} &= \frac{n(n+1)}{2} \\
  \sum_{k=1}^n k(k+1) &= \frac{n(n+1)(n+2)}{3} \\
  \sum_{k=1}^n k(k+1)(k+2) &= \frac{n(n+1)(n+2)(n+3)}{4}
\end{align*}
$$

These can each be proved easily using mathematical induction. For example, the third equality immediately above is easily proved true when $n = 1$ (both sides equal 2). To prove this third equality in general, we now need only show that increasing $n$ by one on each side of the equality has the same incremental effect on both sides. That is, we need only show that the right-hand side evaluated at $n = [N+1]$ less the right-hand side evaluated at $n = N$ gives what would be the $(N+1)^{st}$ term in the summation on the left-hand side:

$$
\begin{align*}
  (N+1)(N+2)(N+3) &= \frac{(N+1)(N+2)(N+3)}{3} \\
  &= \frac{(N+1)(N+2)}{3} - N
\end{align*}
$$

The results we are interested in follow quite easily now because, for example, $\sum_{k=1}^n k^3 = \sum_{k=1}^n k(k+1) - \sum_{k=1}^n k$, and we have expressions for both the latter summations.

**Answer 1.42:** You know one of the eight balls is heavy. Compare one group of three to another group of three. You need only one more weighing—for a total of two weighings.

**Answer 1.43:** Deciphering the optimal strategy is analogous to locating an optimal stock price exercise boundary for an American-style option. Calculating the expected payoff to the game, assuming the optimal strategy, is analogous to valuing an American-style option. Like valuing an American option, you

---

36 I thank David Madan for suggesting this technique. Any errors are mine.
have to work backward through a decision tree, calculating the expected payoffs to proceeding versus stopping at each node. For two, four, six, and eight cards, the expected payoff to the game is $S\frac{1}{2}$, $S\frac{3}{2}$, $S\frac{9}{2}$, and $S\frac{1}{2}$, respectively, when following the optimal strategy. The two-card game decision tree is a sub-tree of the four-card game decision tree, so later results can be appended to earlier ones. Stop reading here and try to replicate these numbers.

Let $R$ and $B$ denote the number of red and black cards, respectively, when you begin play ($R = B = 26$ in our case). Let $r$ and $b$ denote the number of red and black cards remaining in the deck at some intermediate stage of the game when you are trying to decide whether to take another card. You get $+1$ for each red card drawn and $-1$ for each black card drawn, so your current accumulated score is the number of reds drawn so far less the number of blacks drawn so far: $(R - r) - (B - b)$. The expected value of the game $V(r, b)$ is the current accumulated score plus the additional expected value, if any, remaining in the deck, assuming optimal play. With $r$ and $b$ cards remaining, denote this additional expected value as $E(r, b)$. Thus, the value of the game is $V(r, b) = (R - r) - (B - b) + E(r, b)$. Simple logic dictates that $E(r, b)$ is defined recursively as follows:

$$E(r, b) = \begin{cases} 0, & \text{if } r = 0 \\ r, & \text{if } b = 0 \\ \max\, \{0, \frac{1}{r+b}[1 + E(r-1, b)] + \frac{b}{r+b}[-1 + E(r, b-1)]\}, & \text{otherwise.} \end{cases}$$

Table A.6 gives all the necessary information for you to solve the easier game in which there are four cards of each color. It is worth noting that the recursive definition of $E(r, b)$, when working from the lower right to the upper left, is the Pascal’s Triangle type of calculation when working from the lower right to the upper left. That is, $E(r, b)$ in each cell depends on $E(r, b)$ in the cells immediately to the right and below. As mentioned previously, in the two-, four-, six-, and eight-card games, the expected payoffs are $S\frac{1}{2}$, $S\frac{3}{2}$, $S\frac{9}{2}$, and $S\frac{1}{2}$, respectively, and these are visible on the leading diagonal in table A.6.

If the additional remaining value in the deck when playing optimally is zero [i.e., $E(r, b) = 0$], you are not indifferent about continuing. Rather, you want to quit immediately because in every case except one, $E(r, b) = 0$ implies $\frac{1}{r+b}[1 + E(r-1, b)] + \frac{b}{r+b}[-1 + E(r, b-1)]$ is negative, and that the “max” function is being used in the recursive definition of $E(r, b)$. The only exception is when $(r, b) = (1, 2)$, and even then $\frac{1}{r+b}[1 + E(r-1, b)] + \frac{b}{r+b}[-1 + E(r, b-1)]$ is zero and a risk-averse player would quit. When playing optimally, the last card drawn is always red. That is, you never pick a black card and then quit. The optimal score to quit at cannot be negative because you always have the safety net of a zero payoff for sure if you draw every card. The optimal score to quit at is a non-increasing step function of the number of black cards drawn (drawing red cards has no effect on the optimal score to quit at). Drawing black cards can lower the optimal score to quit at. In the eight-card game, the optimal stopping rule is: If you have turned over zero or one black card, then quit if you can get to a score of 2 without seeing another black card; if you have turned over two or three black cards, then quit if you can get to a score of 1 without seeing another black card; if you have turned over four black cards,
then the best you can do is draw every card and get a payoff of 0. In the 2n card game with n red cards and n black cards, the expected payoffs are shown in Table A.7.

Table A.7: E(Payoff) in Red/Black Card Games (2n cards, n red, n black)

<table>
<thead>
<tr>
<th>2n</th>
<th>r = b = n</th>
<th>V(r, b) (ratio)</th>
<th>V(r, b) (decimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.500000000000</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0.666666666667</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>0.5</td>
<td>0.857142857143</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>0</td>
<td>1.000000000000</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.25</td>
<td>1.111111111111</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>0.2</td>
<td>1.222222222222</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>0.142857</td>
<td>1.333333333333</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>0.125</td>
<td>1.454545454545</td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>0.111111</td>
<td>1.588888888889</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>0.105263</td>
<td>1.730769230769</td>
</tr>
<tr>
<td>22</td>
<td>11</td>
<td>0.098039</td>
<td>1.874968749688</td>
</tr>
</tbody>
</table>

Note: These expected payoffs are derived using the same rules used in the eight-card game. I have included the ratio form of the expected payoff in case anyone spots a simple pattern.

Answer 1.44: No, definitely not. You cannot tile the 62 squares with the dominos. If you cannot see why, then go back and think again. This one is too good to waste by peeking at the answers—stop reading here and try again before reading further.

Each domino covers two squares that are side-by-side on the board. Each of these pairs of squares consists of a black and a white. As you place the dominos, you cover the same number of black squares as white ones. However, the two squares that are off limits are the same color (opposing corners on a chessboard must be the same color). Thus, the number of white squares to be covered is not the same as the number of black, and the dominos cannot cover them all.

Naoki Sato has supplied an answer to this follow-up question. Imagine a closed path on the chessboard that passes through every square exactly once (moving horizontally and vertically, eventually returning to the original square). The two “X”s, unless adjacent, divide this path into two sections. Since one “X” is on black, and one is on white, the two sections each cover an even number of squares. They may thus be tiled using the dominos. If the two “X”s are adjacent, the solution is obvious.

Answer 1.45: A prime number has no factors other than itself and 1. Thus, 4 is not prime because it has factors: (1,4), and (2,2). Drawing a number line might be a good way to explain this to an interviewer, but I will just use words.

1. A prime p bigger than 2 cannot be an integer multiple of 2, else it would not be prime. Thus, a prime bigger than 2 must be odd. Thus, p − 1 is even. Thus, p − 1 = 2n for some positive integer n. Thus, p = 2n + 1.

2. A prime p bigger than 3 cannot be an integer multiple of 3, else it would not be prime. However, a number line and it must be that either p − 1 or p + 1 (but not both) is a multiple of 3. That is, p = 1 away from a multiple of 3, but we do not know in which direction. Thus, p + 1 = 3m for some positive integer m, where m means exactly one of + or −, but not both. Thus, p = 3m ± 1.

3. The question asks about p² − 1. From #1 we see that p² − 1 = 4m² + 4m = 4(m² + m). One of m or m + 1 must be even, and with that 4 there, we see that p² − 1 contains a factor of 8 (i.e., 2 × 2 × 2).

4. From #2, we see that p² − 1 = 9m² ± 6m = 3m(m ± 2). Thus, p² − 1 contains 3 as a factor.

5. If we picture p² − 1 factored out into all possible numbers of smallest possible size, then the results from #3 and #4 cannot overlap. That is, p² − 1 contains factors of 2 × 2 × 2 and 3; thus, p² − 1 is an integer multiple of 24.

Answer 1.46: Let B be your bid. Let S be the true value of the firm. The density function of S equals unity for 0 ≤ S ≤ 1, and zero otherwise. Your payoff P is

\[ P(S) = \begin{cases} 
2S - B & \text{if } B > S \\
0 & \text{otherwise.}
\end{cases} \]

The maximum post-bid firm value is 2, so you should bid no more than 2. You want to maximize \( E[P(S)] \) with respect to choice of B in the interval [0, 2]. Your expected payoff is

\[
E[P(S)] = \int_{0}^{S} P(S) \cdot 1 \cdot dS
\]

\[
= \left[\frac{S^2}{2} - BS\right]_{S=0}^{S=B}
\]

\[
= \left\{ \begin{array}{ll}
S^2 - BS & \text{if } S < B \\
0 & \text{if } B \leq 1 \\
1 - B & \text{if } B > 1,
\end{array} \right.
\]

so you should bid less than or equal to 1 and expect to break even.
Answer 1.47: What is going to happen if you light both ends simultaneously? The two fusing sparkling flames are going to burn toward each other and meet. When they meet 60 seconds of fuse has been burnt in two sections that each took the same amount of time. How much time? It has to be exactly 30 seconds because they both took the same time, and these times add to 60 seconds. Of course, you have to bend the fuse so that you can light both ends simultaneously and when they meet it probably won’t be in the centre of the fuse.

Answer 1.48: Light Fuse 1 at both ends and simultaneously light Fuse 2 at one end. As soon as Fuse 1 is burned out (i.e., after 30 seconds), light the other end of Fuse 2.

Figure A.5: S-E-N Problem: The Earth

Note: The Earth is a perfect sphere with radius E. You start your trek one mile north of a line of latitude having circumference 1/m miles, and radius r miles (so 2πr = 1/m). You must start a distance of \(1 + E \cdot \arcsin \frac{1}{2\pi E}\) miles from the south pole—see Answer 1.49.

Answer 1.49: If your answer is "none" or "one," then go back and think again. There are, in fact, an uncountably infinite number of starting points that solve this problem. First of all, you could start at the north pole. On the middle leg of your walk you would always be one mile south of the north pole, so the final leg would put you back where you started. Second, if you start at a point close to the south pole but one mile north of a line of latitude having circumference one mile, then the middle leg of your walk begins and ends in the same spot; the final leg takes you back to your starting point. There are infinitely many such starting points on the line of latitude that is one mile north of the line of latitude having circumference one mile.

Similarly, if you start slightly further south, at a point one mile north of a line of latitude having circumference one-half mile, then the middle leg of your walk begins and ends in the same spot, and the final leg returns you to your starting point. More generally, if you begin on a line of latitude one mile north of a line of latitude having circumference \(1/n\) miles, then you will walk one mile south, circle the line of latitude \(n\) times, and return to your starting point.

In the latter case, how far is your starting point from the south pole? Well, assume the Earth is perfectly spherical, and let \(E\) be its radius. Let \(r\) be the radius of the line of latitude having circumference \(1/n\) miles, so \(2\pi r = 1/n\). A simple sketch shows that the angle \(\theta\) between the axis of the Earth, and a line drawn from the centre of the Earth to any point on the line of latitude having circumference \(1/n\) miles, satisfies \(\sin \theta = r/E\) (see figure A.5 and the trig' review on page 87). Thus, the arc length from the pole to this line of latitude is the fraction \(\frac{\arcsin \frac{1}{2\pi E}}{\arcsin \frac{1}{2\pi E}}\) of the circumference of the Earth, \(2\pi E\). That is, the arc length is \(E \cdot \arcsin \frac{1}{2\pi E}\) (using \(r = 1/(2\pi n)\)). You start one mile north of this, at a distance of \(1 + E \cdot \arcsin \frac{1}{2\pi E}\) miles from the south pole.

Answer 1.50: \(100 = 100 \times 99 \times 98 \times \ldots \times 3 \times 2 \times 1\). Factor each number and count how many supply a 5. Combine the 5's with all the 2's going spare to get the 10's that give 0's at the end of 100. The following supply a 5 (or two, as indicated): 5, 10, 15, 20, 25(2), 30, 35, 40, 45, 50(2), 55, 60, 65, 70, 75(2), 80, 85, 90, 95, 100(2). This gives the 24 zeroes at the end of 100!\(^{40}\)

\(^{40}\)Type `vpa factorial(100)` 158 in MATLAB; vpa is variable precision arithmetic.
Answer 1.52: Snap the bar into pieces that are one, two, and four parts long, respectively. On day one, give him one part. On day two, exchange your two parts for his one. On day three, give him back the one part. On day four, exchange four parts for his three. On day five, give him one more part. On day six, exchange your two parts for his one. On day seven, give him back the one part.

Answer 1.53: Let us attack the mirror problem in stages.

Your Perspective, No Rotations: Put your wristwatch on your left wrist and stand facing a mirror with your arms held out as though you are being crucified (it is a tough interview remember). Your reflected self’s wristwatch-bearing arm is pointing the same direction as yours. Your wristwatch is to the left of your head, and your reflected self’s wristwatch is to your left of his or her head. There has been no flipping of left for right. Similarly, if your head is pointing up, then your reflected self’s head is also pointing up, and there has been no flipping of up for down.

Perhaps this is clearer if you write a sentence on a transparent plastic sheet, and hold the sheet in front of your body, so that there is no mirror at all and you are simply reading what you have just written. Now look in the mirror. The reflection of your sheet in the mirror is not reversed. That is, the left-most word is still left most, the right-most word is still right most, and you can still read the reflected image from left to right.

Viewed from your perspective, everything about you that is left, right, up, or down is still left, right, up, or down, respectively, in your reflected image. There is thus no flipping of left for right or up for down. What has flipped is that if you are facing east, then your reflection is facing west. It does not matter for the sentence written on the transparent sheet, because it has no depth. It does matter for you, because your reflected nose is facing the opposite direction.

Your Perspective, Rotation of Yourself: If your interviewer suggests that there really is a flipping left for right of your reflected self, but not up for down, then this requires an implicit rotation of your perspective about a vertical axis, to place your right-handed self into the imagined boots of your reflected self who is left handed and standing on the other side of the mirror. To get a one-to-one mapping (so the boots fit), however, you still need to flip yourself left for right (without changing the direction in which you are facing) because your wristwatch is on your left wrist—the opposite of your reflected self. Had you instead rotated yourself about a horizontal axis, and then attempted to place yourself into the imagined boots of your reflected self, you would find your nose pointing the same direction and your wristwatches on the same sides, but your head would be between the feet of your reflected self, and to get into those imagined boots, you would still need to flip yourself up for down (without changing the direction in which you are facing).

The fact that neither a rotation about a horizontal nor a vertical axis suffices to place you into the imagined boots of your reflected self, serves to confirm my earlier assertion: There has not been a flipping of left for right, or up for down, but rather, a flipping in the direction of the depth. If your interviewer firmly believes that a mirror does flip left for right, then he or she is predisposed toward rotation about a vertical axis (something many of us do every day), and has not thought through the consequences of the attempted one-to-one mapping.

Answer 1.54: Yes, it can be done, in theory if not in practice. If you are stuck and looking for a hint, think about inverting a condom and covering it with another.

Let us label the condoms C1, C2, and C3, and the men M1, M2, and M3. M1 wears C1 with C2 placed over it. M2 then uses C2, which is still clean inside. M3 then wears C1 inverted (C1’s outside, you will recall, was kept clean by C2), and places the twice-used C2 over it. Don’t try this at home.

Answer 1.55: You will take a total of ten steps. Five of those steps will be east; five will be north. You only need to choose which five of the ten steps are east. There are \( \binom{10}{5} \) ways of doing this. But then you must choose the appropriate north steps. There are \( \binom{5}{5} \) ways of doing this. So, there are \( \binom{10}{5} \times \binom{5}{5} \) ways to make this choice.

Answer 1.56: Easier than it looks! If the bill is \( X \), then with the tip it is \( 1.2X \) and \( \frac{X}{12} \) is just one fifth (i.e., 0.20). So, all you have to do is multiply the quoted bill by 2 and move the decimal place! The bill was 132.67, so times 2 gives 265.34 and move the decimal place to get $265.534 (you should be able to do that in your head). The key here is that \( \frac{X}{12} \) multiplied by 132.67 has much more structure than dividing the multiple of 1.2 and 136.67 by 6.

Answer 1.57: We need to figure out whether the area of the large pizza is greater or smaller than the sum of the areas of the medium and small pizzas. The area of a circle is proportional to the square of the diameter. So, let \( L, M, \) and \( S \) be the diameters of the three pizzas, respectively. We need only take half of each pizza and lay the three halves on the table so that the corners touch and the three diameters form a triangle. If the angle in the corner where the small and medium pizzas touch is a right angle (check it using one corner of the pizza box), then \( L^2 = M^2 + S^2 \) holds by Pythagoras’ Theorem and the two orders are equally attractive. If the angle is larger than a right angle, then \( L^2 > M^2 + S^2 \) and the large pizza is the better deal. If the angle is smaller than a right angle, then \( L^2 < M^2 + S^2 \) and the small pizza plus medium pizza is the better deal. We could alternatively use a single slice from each pizza (with side length equal to the radius of the circle) and form a triangle of side lengths.

Answer 1.58: A sixth order polynomial has six roots. From complex analysis you may recall that the roots to this sort of equation are distributed evenly on a circle in the complex plane of radius equal to the positive real root. So, the
roots are \( z_k = 2e^{i\frac{2k\pi}{5}} \) for \( k = 0, 1, 2, 3, 4, 5 \). Note that \( e^{i\pi} = -1 \), so \( 2e^{i\pi} = -2 \), which makes sense.

**Answer 1.59:** We will use the standard high school physics equations for linear motion with constant acceleration. There are, however, two very good reasons for having a sensible guess at the answer before doing any math. First, if our calculations give an answer that is wildly different from our guess, then we have some baseline figure for suspecting we may have made an error in the math. Second, if you start with a guess, it may be that your interviewer will hold up a hand and say "OK, fine, let's move to the next question." He or she may just have wanted to get an estimate out of you to see if you can estimate anything. They may not be interested in all in whether you remember simple equations of motion. So, I would say "Well, I can estimate it using equations for linear motion with constant acceleration, but first let me guess that it is something like ...five seconds and 100 miles per hour" (or whatever your guess is).

Now, if we have to go on to the math, I would tell the interviewer that these equations of motion ignore air resistance. The penny may in fact reach "terminal velocity" (i.e., when drag from the air resistance produces an upward force that perfectly counters the force of gravity, and the penny stops accelerating). Even if it does not reach terminal velocity, my estimate of speed will be an upper bound only because the air resistance will slow the penny down.

Now, to do the math, we need to know how high the Empire State Building is. I own memory it is about 100 floors. Looking at the building I am sitting in, I guess that each floor is probably about four meters, so let us assume it is 400 meters high.

Now, let \( v \) be final velocity, \( u \) be initial velocity (i.e., zero), \( D \) be the 400m traveled, and \( t \) be the time taken. We can use \( v^2 = u^2 + 2 \cdot a \cdot D \), where \( g = 9.8m/s^2 \approx 10m/s^2 \) is the acceleration due to gravity. Then \( v^2 \approx 2 \cdot 10 \cdot 400 = 8,000m^2/s^2 \), so \( v \approx 90m/s \) (because \( 90^2 = 8,100 \), so \( 90^2 \approx 8,100 \)). I keep track of units so that I can do a "dimensional analysis" (i.e., so that I can quickly confirm that the units of the RHS match the units of the LHS).

Then we can use \( v = u + g \cdot t \) to deduce that \( 90 \approx 0 + 10 \cdot t \), so \( t \approx 9s \). So, it takes nine seconds, and it is traveling at 90 m/s when it hits the ground. What is this in miles per hour (mph)? Well, we need to multiply by 60 and then by 60 to get meters per hour, then divide by 1,609m/mile to get miles per hour. I don't even need the back of an envelope to get 90 \( \times \) 60 \( \times \) 60, 0 = 324, 000/1,609, that's very close to 320,000/1,609 which is just 200. So, it takes nine seconds and hits the ground at 200 miles per hour. That's not wildly different from my initial guess, so I have no reason to suspect any error. I would now tell the interviewer that this is an upper bound on speed, and a lower bound on time taken.

**Answer 1.60:** You are asked to express the integral \( f(x) = \int_{-\infty}^{\infty} e^{-\sqrt{x^2 + 4d} dt} \) in terms of \( N(x) \). If you take that literally, then you will get stuck because that cannot be done for general \( x \). Rather, we will aim to express the integral as a function of \( N(g(x)) \) for some \( g() \).

We are aiming for the integrand to take the functional form of the pdf of the standard normal: \( n(x) \equiv \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \). So, we need to "complete the square" in the exponent, change variables, and be sure to remember the \( \sqrt{2\pi} \) multiplier. Let us focus on completing the square in the exponent first: we need the minus one half multiplier, so we can pull that out and then add and subtract half the square of the coefficient of the linear term as follows:

\[
-a^2 \frac{t^2}{2} + bt = -\frac{1}{2} a \left( t^2 - \frac{2b}{a} t + \left( \frac{b}{a} \right)^2 \right) = \frac{1}{2} \left( \frac{b}{a} \right)^2 \left( t - \frac{b}{a} \right)^2
\]

Now for the change of variables. Let \( u = \frac{\sqrt{a}}{a} \left(x - \frac{b}{a} \right) \). Then \( du = \sqrt{a} \, dx \), and \( t = x \Rightarrow u = \sqrt{a} \left(x - \frac{b}{a} \right) \). So, making the change of variables and collecting terms, we get

\[
f(x) = \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-t^2/2} \, dt = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx
\]

We may rewrite this as follows:

\[
f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx
\]

\[
e^{\frac{b^2}{4a}} \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx
\]

\[
e^{\frac{b^2}{4a}} \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx
\]

\[
e^{\frac{b^2}{4a}} \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx
\]

\[
e^{\frac{b^2}{4a}} \int_{-\infty}^{\infty} e^{-\sqrt{a} \left(x - \frac{b}{a} \right)^2} \, dx
\]
where I used the property $[1 - N(z)] = N(-z)$. The skills required to answer this question are very similar to the skills required to manipulate pdfs when deriving option pricing formulae in a Black-Scholes world.

**Answer 1.61:** Well, if the answer were zero they wouldn’t be asking it. Just multiply by the ratio of its conjugate to itself and divide numerator and denominator by $x$:

$$
\lim_{x \to 0} \left( \sqrt{x^2 + x} - x \right) = \lim_{x \to 0} \left( \frac{\sqrt{x^2 + x} + x}{\sqrt{x^2 + x} + x} \right)
$$

$$
= \lim_{x \to 0} \left( \frac{x^2 + x - x^2}{\sqrt{x^2 + x} + x} \right)
$$

$$
= \lim_{x \to 0} \left( \frac{x}{\sqrt{x^2 + x} + x} \right)
$$

$$
= \lim_{x \to 0} \left( \frac{1}{\sqrt{1 + \frac{1}{x}} + 1} \right)
$$

$$
= \frac{1}{2}
$$

**Answer 1.62:** Let $y = x^2$, then take logs, differentiate implicitly, use the product rule, and then use the definition of $y$ to recover the answer:

$$
\ln(y) = x \ln(x)
$$

$$
\frac{dy}{dx} = \ln(x) + 1
$$

$$
\frac{dy}{dx} = x(1 + \ln(x))
$$

**Answer 1.63:** No, of course not. Replace the word “prime” with any other word, and the answer is still no. If they are consecutive, then by definition there are none of them in between!

---

**Appendix B**

**Derivatives Answers**

This appendix contains answers to the questions posed in chapter 2.

**Answer 2.1:** Most people incorrectly deduce that the call option is worthless. If this is your conclusion, stop looking at the answers and go back and think again. You missed the point. Many people think that zero volatility means the stock price is going nowhere. However, volatility of returns is, by definition, the average deviation from expected returns. It follows that zero volatility means the stock price drifts up at the expected return on the stock with no deviations from this path.

With no volatility, the stock is riskless. In the absence of arbitrage opportunities, the stock must offer an expected return equal to the riskless rate. This is true in both the real world and the theoretical risk-neutral world. This result (expected return equals $r$) is very strange in the real world—stocks normally offer higher returns. Do note, however, that all stocks in the risk-neutral world have expected return equal to the riskless rate. Although I discuss option pricing in the risk-neutral world, the same arguments apply in the real world in the no-volatility case.¹

The required rate of return on the stock is the riskless interest rate. It follows that with no volatility, the stock price rises to about $105 for sure.² That is, the option finishes in-the-money for sure and is thus riskless. The discounted expected payoff is thus roughly $\frac{105 - 100}{1.05} = 0.5$. At 5%, you lose about five cents on every dollar when you discount over a year. The discounted expected payoff is, therefore, about $4.75$, and this is the call value.

This is a good place to mention an often overlooked connection between options and forwards. Suppose that $S(t)$ is the price today of a stock that pays no

---

¹If option pricing is done using real world probabilities rather than risk-neutral ones, then the discount rate on the option is a path-dependent random variable that changes as the stock price changes (Arnold and Crock 2004; Arnold, Crock and Schwartz 2000, 2010). Such a model allows inference of real world probabilities of a real option project being successful, a financial option finishing in-the-money, or a corporate bond defaulting.

²If the interest rate is an effective (i.e., simple) rate, then this is exact; if it is continuously compounded, this is an approximation.
dividends. Let \( r \) denote the continuously compounded interest rate per annum. Then a fair price for delivery of the stock at time \( T \) is: \( F = S(T)e^{r(T-t)} \). In the absence of volatility, the expected time-\( T \) stock price is just the forward price. Once volatility is introduced into the picture, the distribution of terminal stock price \( S(T) \) becomes spread out. However, the mean of the (risk-neutral) distribution of \( S(T) \) is unchanged, and this mean equals the forward price, which is also unchanged: \( S(t)e^{r(T-t)} \). That is, the expected time-\( T \) stock price in the risk-neutral world is just the forward price.

Back to our option: With no volatility, the value of the option at time \( t \) is just the discounted expected time-\( T \) payoff in a risk-neutral world:

\[
C(t) = e^{-r(T-t)} \max(S(T) - X, 0) = e^{-r(T-t)} \max(S(t)e^{r(T-t)} - X, 0) = e^{-r(T-t)} \max(F - X, 0),
\]

where \( F = S(t)e^{r(T-t)} \) is the forward price for the stock, and \( X \) is the strike price. If follows that the option has value if and only if the forward price exceeds the option's strike.

How do you hedge this? If \( F > X \), the option will finish in-the-money for sure, so you need a delta of 1, but if \( F \leq X \), the option will die worthless for sure, so you need a delta of 0 (who would buy the option in this case anyway?).

**Answer 2.2:** The gamma of an option is the rate of change of its delta, \( \Delta \), with respect to stock price—denoted \( \Gamma \). Option gamma is also called "curvature," or "convexity." Gamma is non-negative for standard puts and calls (their deltas rise with increasing \( S \)). Put-call parity tells us that the gamma of a European call is the same as the gamma of a European put.

Option value "decays" toward kinked final payoff as expiration approaches (see figure B.1—first panel). This time decay is called "theta." We usually think about theta as being negative for plain vanilla options, but there are two clear exceptions. A deep-in-the-money-European-style spreads can have positive theta if the dividend yield is high enough—because high dividends can push price down below intrinsic value and the option then has to "decay upward" in value as expiration approaches. Similarly, a deep-in-the-money-European put decays upward in value—because life does not get more valuable than a deep-in-the-money American put, but the European put cannot be exercised immediately and hence the discount. Crank (2009) discusses this in more detail.

Theta is large and negative for at-the-money options, and it increases in magnitude as maturity approaches. Theta and gamma are typically of opposing signs (the positive theta cases mentioned above are exceptions), so large negative gamma typically goes hand-in-hand with large positive gamma. That is, shortening maturity accelerates at-the-money option prices towards the kink and also gives more curvature (i.e., gamma) in the plot of option value as a function of stock price (see figure B.1—third panel).

The maturity/gamma relationship is reversed away from the strike price. If a call is deep in-the-money, then \( \Delta \rightarrow 1 \), as expiration approaches (for a deep in-the-money put, \( \Delta \rightarrow -1 \) as expiration approaches). Thus, short maturity calls or puts that are deep in-the-money have deltas that do not vary much as \( S \) changes. With little variation in delta, the gamma is close to zero. If an option is instead deep out-of-the-money, then its gamma is also close to zero because its delta is close to zero with little variation across \( S \). It follows that for away-from-the-money standard options, shorter maturity implies lower gamma for both puts and calls (see figure B.1—third panel).

The gamma (i.e., convexity) for a standard European call on a stock that pays a continuous dividend at rate \( \rho \) is given as follows:

\[
\Gamma(t) = \frac{\partial^2 C(t)}{\partial S(t)^2} = \frac{e^{-r(T-t)} - \frac{1}{2}\sigma^2}{S(t)\sigma\sqrt{T-t}},
\]

where

\[
d_1 = \frac{\ln \left( \frac{S(t)}{X} \right) + (\rho - \frac{1}{2}\sigma^2)(T-t)}{\sigma\sqrt{T-t}},
\]

With \( (T-t) > 0 \), the formula for \( \Gamma \) shows that as \( S(t) \rightarrow \infty \), the numerator goes to zero (because \( d_1 \rightarrow \infty \)), and the denominator goes to infinity. Both limits have the same effect on \( \Gamma \), pushing it to zero. Similarly, if \( (T-t) > 0 \), then as \( S(t) \rightarrow 0 \), \( d_1 \rightarrow -\infty \) so the numerator goes to zero again. However, having \( S \) in the denominator pushes \( \Gamma \) in the opposite direction as \( S \rightarrow 0 \).

The exponentiation of \( d_1 \) in the numerator is much more powerful than the linearity of \( S \) in the denominator, so the ratio, \( \Gamma \), is forced to zero as \( S \rightarrow 0 \).

If the option is exactly at-the-money (i.e., \( S(t) = X \)), then as maturity approaches, you have a knife-edge singularity. You get \( d_1 \rightarrow 0 \), so the numerator of \( \Gamma \) goes to 1. However, the denominator tends to zero, so the ratio, \( \Gamma \), blows up. That is, you get "infinite gamma" at the kink as maturity approaches.

Infinite gamma means the sensitivity of delta to small changes in price of the underlying is infinite. This means that the delta can jump from one half up to one, or down to zero with just a hair’s breadth move in the stock price. In this knife-edge scenario, any delta-hedge that you establish is extremely sensitive to a move in the underlying—you are not hedged.

If you try gamma-hedging (adding traded options to your delta-hedge to replicate the convexity of the derivative), you will need many traded options in your hedge portfolio, and it may become difficult to manage the position. Your problems are similar (but much worse) if hedging barrier options (i.e., "knock-outs") as the price of the underlying approaches the knock-out barrier. The problem is worse near a knock-out’s barrier than near a standard call’s kink.

---

\(^3\)In practice, even with a day left to maturity, although the gamma can be quite large, you might need only 10 three-month calls to replicate the convexity of a standard call with one day to maturity—we are not talking infinity here.
This is because the knock-out's delta can jump from one to zero whereas the standard call's delta jumps only from one-half to zero, or one-half to one.

For American-style options (or more complicated Europeans), you have no closed form formula. You will probably have to calculate it using numerical techniques.

Answer 2.3: The key here is the shape of the risk-neutral distribution of final stock price, \( S(T) \), conditional on current stock price, \( S(t) \). Many people mistakenly assume the distribution of final stock price to be both symmetric and Normal. The distribution is in fact Lognormal.

The Lognormal distribution is "right skewed," which is also known as "positively skewed." It looks as though its top has been shaved from the right while keeping its base fixed. So, it has a right tail.

If we start with \( S(t) = X \), and \( r = 0 \), then the skewness in the distribution of \( S(T) \) means that the final stock price is more likely to end up below the strike than above it.\(^4\) The call has bigger potential payoffs than the put but (because of skewness) lower probabilities of achieving them. The put has smaller potential payoffs than the call but (because of skewness) higher probabilities of achieving them. The bigger payoffs and lower probabilities for the call exactly match the smaller payoffs and higher probabilities for the put. It follows that the put and call have the same risk-neutral expected payoff and, therefore, have the same value. It is straightforward to confirm this equality of values using put-call parity.

Answer 2.4: This is a common question. Stock price, \( S(t) \), ranges from \$0 to \$\infty; the "delta" varies from 0 to +1. When \( S(t) \) is very low (well out-of-the-money), delta is close to zero; when \( S(t) \) is very high (well in-the-money), delta is close to one; when \( S(t) = X \) (at-the-money), delta is very slightly higher than one-half (assuming no dividends). The curve is smooth and looks very much like a CDF (cumulative distribution function). This is not surprising, given that \( \delta = N(d_1) = \frac{N(d_2(S))}{N(d_1(S))} \) and \( N(d) \) is a CDF and \( d(S) \) is an increasing function of \( S \). The delta is illustrated in the second panel in figure B.1.

How about the intuition? The delta is how many units of stock you need to hold to hedge a short call option. If your call option is deep in-the-money, you need one unit of stock because the option will be exercised and the stock will be called; if your option is deep out-of-the-money, you need no stock because the option will expire worthless and the stock will not be called; if your option is at-the-money, you are not too sure, and you have about one-half a unit of stock just in case.

\[^4\]With \( r = 0 \), the median of the risk-neutral distribution of \( S(T) \) conditional on \( S(t) \) is \( S(t)e^{\left(-\frac{1}{2} \sigma^2 \sigma^2 - r \right)T} = S(t)e^{-\frac{1}{2} \sigma^2 \sigma^2 T} < S(t) \). The option is struck-at-the-money (i.e., \( S(t) = X \)), so the median is below the strike.
Answer 2.5: Without dividends, the standard Black and Scholes (1973) pricing formula for the European call option is given by
\[
c(t) = S(t)N(d_1) - e^{-r(T-t)}XN(d_2),
\]
where
\[
d_1 = \frac{\ln \left( \frac{S(t)}{X} \right) + (r + \frac{1}{2}\sigma^2)(T-t)}{\sigma \sqrt{T-t}}, \quad \text{and}
\]
\[
d_2 = d_1 - \sigma \sqrt{T-t}.
\]
The option’s “delta” is given by \(\frac{\partial c(t)}{\partial S(t)} = N(d_1).\) With the option struck at-the-money, \(S(t) = X,\) and thus, \(\ln \left( \frac{S(t)}{X} \right) = 0\) [remember that \(\ln(1) = 0\)]. All other terms in \(d_1\) are positive. Therefore, \(d_1 > 0,\) and \(N(d_1) > 0.5\) (remember that \(N(0) = 0.5\) and \(N(\cdot)\) is an increasing function of its argument). Thus, an at-the-money option on a non-dividend-paying stock always has a delta slightly greater than one-half.

Answer 2.6: With continuous dividends at rate \(\rho,\) the standard Black-Scholes pricing formula for the European call option is given by\(^5\)
\[
c(t) = S(t)e^{-\rho(T-t)}N(d_1) - e^{-r(T-t)}XN(d_2),
\]
where
\[
d_1 = \frac{\ln \left( \frac{S(t)}{X} \right) + (r - \rho + \frac{1}{2}\sigma^2)(T-t)}{\sigma \sqrt{T-t}}, \quad \text{and}
\]
\[
d_2 = d_1 - \sigma \sqrt{T-t}.
\]
The option’s “delta” is given by \(\frac{\partial c(t)}{\partial S(t)} = e^{-\rho(T-t)}N(d_1).\) With the option struck at-the-money, \(S(t) = X,\) and thus, \(\ln \left( \frac{S(t)}{X} \right) = 0\) [remember that \(\ln(1) = 0\)]. This, combined with \(r > \rho\) yields \(d_1 > 0,\) and thus \(N(d_1) > 0.5.\) The naive answer is that \(N(d_1) > 0.5\) and that this is the delta—forgetting that \(e^{-\rho(T-t)}\) pre-multiplies \(N(d_1)\) in the continuous-dividend case. In general, you cannot tell whether the delta, \(e^{-\rho(T-t)}N(d_1),\) is larger or smaller than 0.5: it depends upon the size of \(\sigma^2.\) However, in this particular case, \(\rho = 0.05\) is so small that \(\Delta > 0.5\) for any \(\sigma.\)

Answer 2.7: Almost every person I have asked has got the answer to this one backwards at first. This is unfortunate, because it is a commonly asked question. Think it through carefully before answering, and do not get caught out. The delta is the number of units of stock in the replicating portfolio. Other things being equal, the delta falls with a fall in stock price. However, you are long the call and short the replicating portfolio. This means that the number of units of stock you are short has to fall. So, you must borrow more money and buy back some stock.

\(^5\)As an introduction to exotic options and Monte-Carlo techniques, I recommend the Monte-Carlo chapter of my book Basic Black-Scholes (Crack 2009). The earliest Monte-Carlo reference I know of in option pricing is Boyle (1977). Boyle also gives techniques for accelerating the convergence of Monte-Carlo estimation and some references to the mathematics literature (see Hull [1997, pp.352–358] for other techniques). For background information on the development of exotics and the players in the market, see Fraser (1993); for a slightly higher-level than Hunter and Stowe (1992), see Ritchken, Sarkarabrahmaniam, and Viji (1993) or Hull (1997); at a slightly higher level still, see Goldman, Soin, and Oati (1979) or Conze and Vivesanthan (1991). Note that the value of a look-back option to buy at the minimum or sell at the maximum might arguably be considered an upper bound on the value of market timing skills—see Goldman, Soin, and Shapp (1979) for more details.
Another interpretation of the terms involves a replicating portfolio. \( \Delta = N(d_1) \) is the number of units of stock you must hold in a continuously rebalanced portfolio that replicates the payoff to the call. The term \( e^{-r(T-t)}XN(d_2) \) is the value of the borrowing (or a short position in bonds) required in a continuously rebalanced portfolio that replicates the payoff to the call. The value of the borrowing in the replicating portfolio is always less than or equal to the value of the replicating portfolio’s long position in the stock. This is equivalent to stating that the call has non-negative value.

Another interpretation of the terms involves expected benefits and expected costs to owning the call. The term \( S(t)N(d_1) \) is the discounted value of the expected benefit of owning the option (expectations taken under a risk-neutral probability measure). Why is the \( N(d_1) \) there? Well, \( N(\cdot) \) is a cumulative density function, so it must be that \( N(d_1) \leq 1 \). This in turn implies that \( S(t)N(d_1) \leq S(t) \). This is because the future benefit of owning the option is \( S(T) \) if the option finishes in-the-money and zero if it finishes out-of-the-money (or “underwater”). This benefit is strictly dominated by a long position in the stock (a position that returns \( S(T) \) regardless of whether the option is in or out-of-the-money and costs \( S(t) \) now). It follows that you value the benefit from the call at least as much as the long position in the stock, \( S(t)N(d_1) \leq S(t) \). It is for this reason that the \( N(d_1) \) term multiplies the \( S(t) \) term.

The term \( e^{-r(T-t)}XN(d_2) \) is the discounted value of the expected cost of owning the option (with expectations taken under a risk-neutral probability measure). You can see all the components of the discounted expected value as follows: \( N(d_2) \) is the (risk-neutral) probability that the call option finishes in-the-money (see extended discussion in Crack [2000]); \( X \) is your cost if it does; and \( e^{-r(T-t)} \) is the discounting factor.

Here is a summary of the foregoing paragraphs (where “in” denotes the risk-neutral probability that the call finishes in-the-money):

\[
S(t)N(d_1) \quad N(d_2) \quad e^{-r(T-t)}XN(d_2)
\]

\( \text{short position \& benefit} \quad \frac{\text{long position}}{\text{borrowing \& cost}} \quad \frac{\text{risk-neutral probability}}{\text{discounting factor}} \)

The value of the standard European put on a non-dividend-paying stock may now be deduced. The present value of the benefit of owning the put is \( e^{-r(T-t)}[1 - N(d_2)] \), where \( 1 - N(d_2) \) is the (risk-neutral) probability that the put option finishes in-the-money (i.e., the call finishes out-of-the-money), \( X \) is your payoff if it does, and \( e^{-r(T-t)} \) is the discounting factor.

The present value of the cost of owning the put option is \( S(t)[1 - N(d_1)] \). There are two probabilistic interpretations of \( N(d_1) \), each under a competing martingale measure (see Crack [2000]).

Using the property that \( 1 - N(z) = N(-z) \), the value of the put option must be

\[
p(t) = e^{-r(T-t)}XN(-d_2) - S(t)N(-d_1),
\]

where \( d_1 \) and \( d_2 \) are as already defined for the call.

Put-call parity says that

\[
S(t) + p(t) = c(t) + Xe^{-r(T-t)} + D.
\]

If you plug in \( c(t) = S(t)N(d_1) - e^{-r(T-t)}XN(d_2) \), and \( D = 0 \), you do indeed get that \( p(t) = e^{-r(T-t)}XN(-d_2) - S(t)N(-d_1) \), as deduced above.

See Crack (2000, chapter 8) for extensive discussion of Black-Scholes interpretations and intuition.\(^5\)

**Answer 2.10:** Questions about a “digital option” or “binary option” are quite common. The digital “cash-or-nothing” option that pays \( H \) if \( S(T) > X \) has a value of \( He^{-r(T-t)}N(d_2) \). This is simply the discounted (risk-neutral) expected payoff to the option: \( N(d_2) \) is the (risk-neutral) probability that the option finishes in-the-money; \( H \) is the payoff if it does; and \( e^{-r(T-t)} \) is the discounting factor. \( H \) is sometimes called the “bet.” If \( H \) is chosen to equal the strike of the standard Black-Scholes option, then the cash-or-nothing option has the same value as the second term in the Black-Scholes formula:

\[
e^{-r(T-t)}XN(d_2).
\]

The first term in the Black-Scholes formula, \( S(t)N(d_1) \), is the value of a long position in a digital “asset-or-nothing” option. A long position in the asset-or-nothing option, combined with a short position in the cash-or-nothing option, replicates the payoff to the European call—and, therefore, has the same value (you should draw the payoff diagrams to verify this).\(^5\)

Be sure to see Question 2.11 and Answer 2.11 for more details on the binary option.

**Answer 2.11:** I look at this intuitively first and then more rigorously. Intuitively, if the digital “cash-or-nothing” option is deep in-the-money, you are just waiting for your fixed cash payoff, and increases in volatility can only decrease your payoff. If you are deep out-of-the-money, you are expecting nothing, and

\( ^5 \)The first term is \( S(t)N(d_1) = e^{-r(T-t)E[S(T)]}E[S(T)]N(d_2) \), where \( E[S(T)] \) is as given in equation B.1.

\( ^5 \)Note that there is a competing stock-numeraire world where if the bond de-trended by the stock follows a martingale, then \( N(d_2) \) is the Black-Scholes formula in the probability that the bond finishes in the money (see Crack [2000] for details). It is a Z-score argument similar to the one that establishes \( N(d_1) \) as the probability that the stock finishes in the money in a world in which the stock de-trended by the bond follows a martingale.

\( ^6 \)As an aside, you might like to note that the payoff to the European call may also be replicated by using barrier options: you need a “knock-in” call option plus a “knock-out” call option.
increases in volatility can only increase your payoff. If $c(t)$ is the price of the digital cash-or-nothing option, then somewhere around the at-the-money position, the sign of $\frac{\partial c(t)}{\partial \sigma^2}$ must change.

Rigorously, if $c(t)$ is the price of the digital cash-or-nothing option, then direct calculation (under Black-Scholes assumptions) shows that
\[
\frac{\partial c(t)}{\partial \sigma^2} > 0 \quad \text{if and only if} \quad S(t) < X e^{-(r+\frac{\sigma^2}{2})(T-t)}.
\]

Another (equivalent) way of looking at this is that $\frac{\partial c(t)}{\partial \sigma^2} > 0$ if and only if the probability of finishing in-the-money increases with an increase in $\sigma^2$, and this is so if and only if $S(t) < X e^{-(r+\frac{\sigma^2}{2})(T-t)}$.

Figure B.2 (on page 115) shows the call price for the asset-or-nothing digital option, the cash-or-nothing digital option, and the standard call (all options are European). The price of the standard call is just the difference between the prices of the asset-or-nothing digital option and the cash-or-nothing digital option. Differentiation is a linear operation, so the sensitivity of the standard call to volatility is just the difference between the sensitivity of the asset-or-nothing digital option and the cash-or-nothing digital option.

It is clear from figure B.2 that the price of the standard call is increasing in volatility. This should come as no surprise. A call option is an insurance policy. It puts a floor on your losses. When there is more risk about, the premium (i.e., call price) should be higher. In the same way, you should be happy to pay more for fire insurance if you find out that your next-door neighbor is an arsonist. See Chance (1994) for more details on the sensitivity of option value to the various input parameters.

For the cash-or-nothing, the boundary on the sign of $\frac{\partial c(t)}{\partial \sigma^2}$ is always slightly less than $X$ (see figure B.2 for a clear illustration). Thus, if you are in-the-money, or at-the-money, more volatility is always bad; if you are very slightly out-of-the-money, more volatility is still bad [when $X e^{-(r+\frac{\sigma^2}{2})(T-t)} < S(t) \leq X$]; if you are well out-of-the-money, more volatility is always good [when $S(t) < X e^{-(r+\frac{\sigma^2}{2})(T-t)}$]. This differs from the standard European call option for which $\frac{\partial c(t)}{\partial \sigma^2}$ is always non-negative (see figure B.2).

You might ask why the boundary on the sign of $\frac{\partial c(t)}{\partial \sigma^2}$ is always slightly less than $X$, rather than exactly at $X$. The relationship between volatility and skewness in the (Lognormal) distribution of final stock price is where the explanation lies. There are two forces at work: First, an increase in $\sigma^2$ tends to spread out the distribution of $S(T)$, putting more probability weight into the tails; second, increasing $\sigma^2$ drags down the median of the distribution, tending to pull probability weight leftward and out of the right tail, thus increasing

\[10\text{The mean of the risk-neutral distribution of } S(T) \text{ conditional on } S(t) \text{ is } S(t)\ e^{(r-\frac{1}{2}\sigma^2)(T-t)}; \text{ the median is } S(t)\ e^{(r-\frac{1}{2}\sigma^2)(T-t)}.}\]
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the skewness. If the strike price is at or below the median of $S(T)$ (so the option is in-the-money, or very slightly out-of-the-money), then both forces push probability mass leftward, increasing the likelihood of finishing out-of-the-money. However, if the strike price is far above the median of $S(T)$ (so the option is far out-of-the-money), then the increasing spread of the distribution dominates the leftward move of the median, and the probability of finishing in-the-money increases with increasing $\sigma^2$. For the forces to be balanced, the option must be struck above the median of the distribution of $S(T)$. The strike price that just balances the influence of both forces is $X = S(t) e^{\frac{\sigma^2}{2} (T-t)}$. At this strike, the option is insensitive to instantaneous changes in $\sigma^2$ and it is slightly out-of-the-money: $S(t) = X e^{-\frac{\sigma^2}{2} T}$. 

**Answer 2.12:** The naive and time-consuming way to find the delta for the knock-out option (or “barrier option”) is to differentiate the closed-form pricing formula for the down-and-out, find $\frac{\partial S}{\partial X}$, and compare it to the same quantity for the standard call. It is more elegant to use common sense and some limiting relationships to deduce the relationships between the deltas of the knock-ins and the standard call.

The delta is the sensitivity of call price to underlying. This means that the option’s delta is just the slope when you plot call value, $c(t)$, against underlying value, $S(t)$. Do not get this plot mixed up with the payoff diagram (the one with a “kink” for a standard call). See figure B.1 (on page 108).

Now, everything you can do with a down-and-out option, you can also do with a standard option. On top of that, you still have a standard option in your hands in cases where the down-and-out gets “knocked out.” It follows that the standard call is more versatile than the down-and-out call and must be more expensive. Thus, the value of the standard call must plot above the value of the down-and-out call for any value of the underlying. However, the two calls have the same value for very large $S(t)$—because the down-and-out option is unlikely to get knocked out. Both valuation curves are smooth, so the down-and-out call’s valuation curve must be steeper (it starts lower than the standard call and “finishes” in the same place for high $S(t)$). A steeper valuation curve when plotted against the level of underlying means precisely that the delta is higher for the down-and-out call than for the standard call.

For the up-and-out, you get a different answer. As before, the up-and-out is a knock-out option and is cheaper than the standard call. However, the standard call option and the up-and-out call option have the same value for very small $S(t)$—because the up-and-out option is unlikely to get knocked out. Both valuation curves are smooth, so the up-and-out call’s valuation curve must be flatter (it starts in the same place as the standard call and finishes lower). A flatter valuation curve means precisely that the delta is lower for the up-and-out call than for the standard call.

Thus, the following relationships hold for the deltas of the different options:

$$\Delta_{\text{up-and-out}} \leq \Delta_{\text{standard call}} \leq \Delta_{\text{down-and-out}}$$

To hedge a short position in a down-and-out call, you need to buy more units of stock than you do to hedge a short position in a standard call. The value of the down-and-out call is more sensitive than the standard call to changes in the value of the underlying stock.

Note that increasing the term to maturity or increasing the knock-out price both increase the likelihood that a down-and-out call will be knocked out. This makes the down-and-out call even cheaper relative to the standard call. In fact, if the down-and-out call is very likely to be knocked out, the plot of down-and-out call price against stock price can become concave. Conversely, if the term to maturity is very short and the knock-out price is very low, the standard call and the down-and-out call have virtually identical prices (because the knock-out is very unlikely to be knocked out).

**Answer 2.13:** Your observation is that the sample variances are not linear in time and that the differences are statistically significant. This is equivalent to rejecting the null hypothesis of a random walk using a “variance ratio” test (Lo and MacKinlay [1988]). This is contrary to the random walk assumptions of the Black-Scholes model.

The observations are consistent with the empirical findings that some financial stock indices are positively autocorrelated at weekly return intervals (Lo and MacKinlay [1988]). This predictability influences the theoretical value and the empirical estimate of the diffusion coefficient $\sigma$ (Lo and Wang [1995]). An adjustment can be made to the Black-Scholes formula to account for the predictability that is not part of the original Black-Scholes model. A new diffusion process that captures the predictability can be defined (Lo and Wang [1995]).

With the new specification, the autocorrelation is described using a more complicated drift in the diffusion. The drift is now important for pricing the option. In the old specification, drift was not important (Black and Scholes [1973]; Merton [1973]).

The final pricing formula takes the same form as the original Black and Scholes (1973) formula. However, the way in which the volatility term $\sigma$ is estimated

---

11 The closed-form valuation formula for the down-and-out, together with discussion, is in Merton ([1973, pp175–76]; [1992, p392]). It takes around 15 minutes to differentiate it by hand carefully and another hour or so to program the numerical derivative in MATLAB. The down-and-out option was introduced by Geske and Sneyd (1981). See his paper for a look at the operations of the options markets in the late sixties.

12 See also Peterson et al. [1992] for related variance ratio testing in the commodities market; their findings lend them to a brief discussion of option pricing in the presence of autocorrelation.

13 Autocorrelation in time series is correlation between observations and themselves lagged. It is also known as “serial correlation.” Its presence neither implies, nor is implied by, the presence of a drift. Consult your favorite statistics book for more information.
changes. An increase in autocorrelation may either increase or decrease the value of σ—it depends upon the specification of the drift (Lo and Wang [1995, p105]).

The presence of autocorrelation in stock returns is only one example of a real world divergence from the Black and Scholes (1973) assumptions. For example, Thorp (1973) discusses the effect of restrictions on short sales proceeds. See Hammer (1989) for a discussion of other deviations.

Answer 2.14: With no dividends, it is never optimal to exercise the plain vanilla American call option prior to maturity because the option is worth more “alive” than “dead.” If you never exercise early, then the “American” feature of the call is not valuable. Thus, the standard American call option and European call option (on a non-dividend-paying stock) have equal values. See Crank (2009) for extensive discussion.

Figure B.3 plots the time value of the call option, $c(t) = \max(S(t) - X, 0)$, against $S(t)$ for the parameter values $X = 80, r = 0.05, T - t = 1, and \sigma = 0.20$. I have replaced the American call value $C(t)$ with the European value $c(t)$ because they are the same thing for plain vanilla call options in the absence of dividends.

The time value (the height in figure B.3) tends to zero as expiration approaches, and this is regardless of stock price. The existence of positive time value (i.e., value over and above exercise value) means that there is value in waiting to exercise. It is this value that makes the American call more valuable alive than dead. However, this does not mean that you should continue to hold the option. Rather, it means that if you wish to exit the call position, you should sell it, not exercise it. The time value is easily seen by looking at the excess of option price over intrinsic value in the “Listed Options Quotations” (i.e., options on individual stocks) in the Wall Street Journal.

How does time value arise? There are costs to exercising a call prior to maturity: you lose the interest you would have earned on the strike price and you lose the ability to exercise later. These costs are both intimately linked with the time to maturity, and thus they decline to zero as maturity approaches. There is a benefit to early exercise of a call: you capture any dividend payment on the underlying. In the presence of dividends, you gain the benefits with least cost by waiting until just prior to the ex-dividend day to exercise. In this case, you would exercise only if the benefit outweighs the costs. In practice, these costs of early exercise typically outweigh the benefit until the last ex-dividend date during the life of the option (Cox and Rubinstein [1985, p144]). By this time the costs of early exercise have depreciated substantially. A very large expected dividend might also trigger early exercise.

Answer 2.15: The naïve answer is that as stock price falls, so too does the delta. However, this ignores the influence of the passage of time on your hedge. This is a good question, because you must think in both dimensions.

---

Figure B.3: Time Value of a European Call Option

Note: The difference $c(t) = \max(S(t) - X, 0)$ is the value of not exercising. When the option is deep out-of-the-money, $\max(S(t) - X, 0) = 0$, and $c(t)$ is approximately zero. When the option is deep in-the-money, you save $X$ by not exercising now, but it costs you the present value of exercising at maturity: $X \times e^{-r(T-t)}$. The left-hand limit of $X \times e^{-r(T-t)} - X \times (1 - e^{-r(T-t)})$ is always non-negative. The “kink” in $\max(S(t) - X, 0)$ puts the “kink” in the plot of $c(t) = \max(S(t) - X, 0)$ versus $S(t)$ at $S(t) = X$. 
Two opposing forces are at work here: First, other things being equal, the delta of a call option that is in-the-money rises toward +1 as the option gets closer to expiration;14 second, other things being equal, as stock price falls, the delta of a call option falls.

If stock price is observed to fall gently over the final two months, and the option remains in-the-money, the approach of the expiration date pushes the delta up to +1. If the fall in stock price is a little steeper, you may see the delta fall somewhat initially (and you will sell stock in your hedge portfolio). However, if the option finishes in-the-money, then the delta rises to +1 at the end of the life of the option (and you will buy stock in your hedge portfolio).

**Answer 2.16:** This is a good question. Introductory courses typically do not say much about jump processes.

The Black and Scholes (1973) model naively assumes that stock prices are continuous. That is, they assume that you can draw the price history without lifting your pencil from the paper. You need only stand on the floor of an exchange,15 watch a real-time feed (e.g., on a Bloomberg terminal), or read the WSJ headlines after an “event” to see that prices do not move smoothly. Indeed, the fact that stock prices are typically quoted with a minimum tick size (either exchange-imposed or effective) means that stock prices cannot move discontinuously. You can think of big stock price jumps as being stock price responses to the arrival of information in the market; small stock price jumps might just be due to the random ebb and flow of non-information-based (i.e., liquidity-related) transactions.

A “jump” price process is a price process that has infrequent jumps (i.e., discontinuities) in it. If the jump process is a very simple one, the Black-Scholes/Merton no-arbitrage technique can still be used to hedge and price options on an asset whose price follows the process. If the jump process is more complicated, the no-arbitrage technique breaks down. See the following discussion, and go to the references if you need more details. I have included some lengthy comments and references. This is because I think it is relevant, and it is often not covered in introductory courses.

---

14If the option you sold finishes in-the-money, you need to be long the stock because it will be called away. Of course, if the option is out-of-the-money, the approach of the expiration pushes the delta down to zero. If the option is at-the-money, then (assuming a non-dividend-paying stock) the delta tends to a number slightly greater than one-half as the expiration date approaches (Cox and Rubinstein [1985, figure 5.13, p.230]).

15I have been on the floors of the New York Stock Exchange (NYSE), Chicago Board of Trade (CBOT), Boston Stock Exchange (BSE), and Nanjing Stock Exchange—long since replaced by screen trading—during trading hours. I have also visited the Chicago Board Options Exchange (CBOE), the Chicago Stock Exchange (CSE), and the old Paris Bourse. The financial futures floor at the CBOT is big enough to fit a 747 jumbo jet with space to spare—and it is noisier as hell. Conversely, the BSE is small and quieter than your typical MBA computer lab. I forecast that all the Chicago futures exchange floors will soon be deserted—replaced by electronic trading. The NYSE may take a little longer, but I think it will suffer the same fate.

A simple jump process example (that is not a diffusion) has \( \frac{dS}{S} = \mu dt + (J - 1) \Delta t \) (Cox and Ross [1976, p.147]). In this example, \( J - 1 \) is the jump amplitude (where \( J \geq 0 \)). \( \Delta t \) takes the value 1 with probability \( \lambda \Delta t \) and 0 with probability \( 1 - \lambda \Delta t \). The percentage stock price change \( \frac{dS}{S} \) can thus jump suddenly to \( J - 1 \) (which may itself be random); such a jump pushes \( S \) to \( S + \Delta S \).

In this simple example, if \( J \) is fixed (i.e., non-random), a riskless hedge portfolio can be formed, and options on an asset whose price follows this simple jump process can be valued using the Black-Scholes/Merton no-arbitrage technique. This should come as no big surprise. The only real difference between this “pure Poisson process” case, and the simple binomial option pricing situation (Sharpe [1976]; Cox, Ross, and Rubinstein [1976]; Broudeom and Barter [1979]; Cox and Rubinstein [1985]; Crack [2009]) is that the arrival time of the jump up or jump down is a random variable. You do not need to know when the stock price will jump to hedge the risk in a binomial setting. This “pure Poisson process” is a special case of a more general jump diffusion process discussed next.

Consider the jump diffusion process \( \frac{dS}{S} = (\alpha - \lambda \theta) dt + \sigma dZ + dq \) (described in detail in my Footnote 8 to Question 2.16 on page 24). When \( \alpha = 0 \) and \( Y \equiv dq + 1 \) is non-random, you get Cox and Ross’s simple jump process above, and the no-arbitrage technique can be used to hedge and price options on the jump process.16 Otherwise, when \( \alpha > 0 \) and \( \varphi(Y) \geq 0 \) it is not possible to form a riskless hedge portfolio or use the no-arbitrage technique (Cox and Ross [1976, p.147]; Cox and Rubinstein [1985, pp.301-371]; Merton [1992, p.316]). Both the (non-jump) diffusion process and the (non-diffusion) simple jump process are the continuous limits of discrete binomial models. However, the jump-diffusion is not. It is for this reason that a riskless hedge cannot be formed in the jump-diffusion case (Cox and Rubinstein [1985, pp.301-371]).

The fundamental reason that the no-arbitrage technique can be used to hedge and price options in the standard Black-Scholes world is linearity. In continuous time, the Black-Scholes option price is an instantaneous linear function of the stock price. Portfolio building is a linear operation, and it follows that payoffs to the option can be perfectly replicated by building and continuously rebalancing a portfolio of the stock and the bond. Linearity breaks down when the jump term has positive variance—the call price becomes a non-linear function of the stock price and perfect hedging is not possible (Merton [1992, p.316]).

Although the no-arbitrage technique fails to price the option on the jump diffusion process, you can price the option using an equilibrium argument. An
instantaneous CAPM (capital asset pricing model) approach may be used—as it was in the original Black and Scholes (1973) paper. The information that causes jumps may be assumed to be firm-specific (i.e., unsystematic and diversifiable). You can hedge out the non-jump part of the option and deduce that the remainder (the jump) must have zero beta and, therefore, a riskless rate of return. This yields a partial differential equation that can be solved to give the call option price as an infinite summation:

$$C(S(t), T - t) = \sum_{n=0}^{\infty} \left\{ \exp\left[-\lambda(T-t)(\lambda(T-t))\right] \right\} \times E_0\{W[S(t), X_n, \exp(-\lambda(T-t)), (T-t); Y, \sigma^2, r]\}$$

Here $X_n$ is a random variable with the same distribution as the product of $n$ independent and identically distributed random variables each independently distributed to the random variable $Y$ (recall that $Y - 1$ is the random percentage change in stock price when a jump occurs), $X_0 = 1$, $E_0$ is the expectation operator over the distribution of $X_n$, and $W[S(t), (T-t); Y, \sigma^2, r]$ is the standard Black-Scholes pricing formula (see Merton (1992, pp318-320) for a full discussion of the foregoing and Haug (2007, section 6.9.1) for practical issues).

You cannot perfectly hedge the call when the underlying follows the general jump diffusion $[\sigma > 0, \text{var}(Y) > 0]$. However, you can hedge out the continuous parts of the stock and option price movements. This leaves a risky hedge portfolio following a pure jump process (with stochastic jump size). If you follow the Black-Scholes hedge when you are short the option, then most of the time, you earn more than the expected rate of return on the risky hedge portfolio. However, if one of those occasional jumps occurs (i.e., news arrives), you suffer a reasonably large loss. In the non-diversifiable jump case, the return to the hedge portfolio when there is a jump balances the return during normal time to some extent, but not well enough to make the equilibrium return on the hedge equal to the riskless rate; as mentioned above, the hedge is risky.

In general, there is no way to adjust the parameters of the hedge technique ($\sigma^2$, for example) to get a better hedge (see Merton (1992, pp316-317) for a full discussion of the issues). Finally, if the underlying asset price is modeled as a jump process, the standard Black-Scholes call option formula misprices the option. Both the magnitude and the direction of the mis-pricing of the Black-Scholes model relative to the jump model vary with the distributional assumption for the size of the jump component (Trippi et al. (1992)).

---

**Answer 2.17:** Most people upon whom I have tested this one make several mistakes. Please note that at time $t$ prior to maturity the call price function is not asymptotic to the line with slope 1 rising from the strike price.20 Merton (1973) demonstrates that this is not true. If you made this mistake, stop reading here and go back and try again.

The correct plots appear in figure B.4. The parameters used are $X = 80$, $r = 0.05$, $T - t = 1$, and $\sigma = 0.20$. The plot of call value against terminal stock price is the classic "kinked" call option payoff (the top plot in figure B.4). Call value (terminal payoff) rises with slope 1 from the point $S(T) = X$. The plot of call price versus futures price is a smooth curve that is asymptotic to the line $C = 0$ when the futures price, $F(t, T)$, is very small, and asymptotic to the line rising with slope $e^{-\lambda(T-t)}$ (i.e., slightly less than 1) from the point $F(t, T) = X$ when the futures price is very large (the middle plot in figure B.4). One way to confirm the slope of this line is to use the chain rule: $dF/dt = dF/dS \times dS/dt$, where $dF/dS$ is the delta (which goes to 1 when $F$ and $S$ are large) and $dS/dt$ is just $e^{-\lambda(T-t)}$. The slope of the line in this midsale plot thus gets closer to one as maturity approaches, but it is strictly less than one at any time prior to the time at which the call price is equal to the value of the stock price is equal to $10$ than it is when the stock price is equal to $10$. This is because the futures price represents expected future value in some sense, and this is not worth as much as current value ($10$ today is worth more than $10$ tomorrow).

**Answer 2.18:** This is a fundamental question. If it takes you more than five seconds to answer this, you are in trouble. Black and Scholes (1973) assume an arithemtic Brownian motion in log price. This assumption yields a geometric Brownian motion in price and an arithmetic Brownian motion in continuously compounded returns. Volatility of continuously compounded stock returns, $\sigma$, grows linearly with time for an arithmetic Brownian motion. The four-year $\sigma^2$ is four times the one-year $\sigma^2$. It follows that the four-year $\sigma$ is two times the one-year $\sigma$. The answer is, therefore, 30%. If $r > 0$, you must adjust the value of $r$ (it is four times as large when one period is four years as compared to when one period is one year).

---

20A curve is "asymptotic" to a line (i.e., an asymptote) if the curve gets closer and closer to the line. For example, $y = \frac{1}{x}$, for $x > 0$ is asymptotic to the line $y = 0$ as $x \to \infty$ and asymptotic to the line $x = 0$ as $y \to \infty$.

21Note that this implies that the time value is $\max(0, S(t) - X, 0) = \max(X - X e^{-\lambda(T-t)})$ as $S(t) \to \infty$. See figure B.3 (on page 119) for a plot of time value versus stock price.
Answer 2.19: Suppose that the process $S(t)$ is an arithmetic Brownian motion of form
\[ dS(t) = \mu dt + \sigma_A dw(t), \]
where $\mu$ is the instantaneous drift per unit time, $\sigma_A$ is the instantaneous volatility of $S(t)$, and $w(t)$ is a standard Brownian motion (see Crack [2009] for introductory discussion of Brownian motions). Under our assumptions, and under the risk-neutral probability measure, the process is $dS(t) = \sigma_A dw^*(t)$.

Assume a strike of $X$. Note that under the risk-neutral probability measure with $r = 0$ the process $S(t)$ is given by equation B.2.
\[ S(t) = \sigma_A w^*(t) \tag{B.2} \]

The call price is the discounted expected payoff under the risk-neutral probability measure, as follows:
\[
c(t) = e^{-r(T-t)} E^* [\max(S(T) - X, 0) | S(t)]
\]
\[ = E^* [\max(S(T) - X, 0) | S(t)] \]

From equation B.2, it follows that
\[
S(T) = S(t) + \sigma_A (w^*(T) - w^*(t))
\]
\[ = S(t) + \sigma_A W^*, \]
where $W^* = w^*(T) - w^*(t)$ is Normal $N(0, T-t)$ under the risk-neutral probability measure. Now let $\psi$ play the part of $W^*$ distributed as $N(0, T-t)$. Then the call price is given by the following integration over the Normal density:
\[
c(t) = \int_{-\infty}^{\infty} (S(t) + \sigma_A \psi - X) f_{\psi}(\psi) d\psi,
\]
where
\[
f_{\psi}(\psi) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{\psi}{\sqrt{T-t}} \right)^2}
\]
is the pdf of $\psi \sim N(0, T-t)$, and
\[
\psi_b = \frac{X - S(t)}{\sigma_A}
\]
is the boundary value of $\psi$ at which $(S(t) + \sigma_A \psi - X)$ changes sign.

The remainder of the proof is left to the reader. The final result is
\[
c(t) = \sigma_A \sqrt{T-t} \left\{ \frac{e^{-\frac{1}{2} \psi_b^2}}{\sqrt{2\pi}} + N(d) \right\}, \tag{B.3}
\]
where
\[
d = \frac{S(t) - X}{\sigma_A \sqrt{T-t}}.
\]
The arithmetic Brownian motion pricing formula (equation B.3, above) is not well known. This is because an arithmetic Brownian motion is not a reasonable assumption for a price process: arithmetic Brownian motions can assume negative values. However, the geometric Brownian motion assumed by Black and Scholes (1973) is always non-negative, just as a price process should be. The importance of pricing options on stock capitivated the Black-Scholes formula (and the geometric Brownian motion beneath it) to super-stardom, while the pricing formula for the arithmetic Brownian motion languished in relative obscurity.

Let’s have a little history. Louis Jean Baptiste Alphonse Bachelier finished his mathematics PhD thesis at the Sorbonne in Paris in January 1900.21 The topic of his thesis was the pricing of options contracts traded on the Paris Bourse.22 Bachelier (1900) assumes that stock prices are Normally distributed and follow an arithmetic Brownian motion. He also assumes that expected returns on stocks (and on investments, in general) are zero. Bachelier was the first to publish payoff diagrams for a European call option. Bachelier was also the first mathematician to use the “reflection principle.”23 Bachelier’s derivation of the mathematical properties of Brownian motion predates by five years Albert Einstein’s 1905 work on Brownian motion (Einstein 1905). Bachelier even tested the predictions of his model using actual option prices on the Paris Bourse and found them not too far wrong.24

Unfortunately, Bachelier’s assumptions violate some basic economic principles. In particular, he violates limited liability, time preference, and risk aversion (see Samuelson [1965, p13] for discussion). However, the significant contributions of Bachelier’s thesis mean that he is rightfully considered the “father of modern option pricing theory” (Sullivan and Weithers [1991]).

In the special case when \( S(t) = X \) (the option is struck at-the-money), equation B.3 reduces to25
\[
CA(t) = \sigma A \sqrt{\frac{T-t}{2\pi}},
\]
(E.4)

Equation B.4 was derived assuming \( r = 0 \), and \( S(t) = X \), plus the assumption of arithmetic Brownian motion. You might reasonably ask how does equation B.4 compare to Black-Scholes for an at-the-money call option when \( r > 0 \)? The Black-Scholes formula for pricing a standard European call on a non-dividend-paying stock reduces to equation B.5 in the special case when \( r = 0 \) and \( S(t) = X \) (i.e., the option is struck at-the-money):
\[
cBS(t) = S(t) \left[ \frac{\sigma}{2} \sqrt{T-t} - \frac{1}{2} \right] - N \left( \frac{X - \frac{\sigma}{2} \sqrt{T-t}}{\sigma \sqrt{T-t}} \right),
\]
where \( S(t) \) follows a geometric Brownian Motion, and \( \sigma \) is the standard deviation of continuously compounded returns on the stock price, \( S(t) \).

When \( \sigma \) is small, equation B.5 may be approximated as27
\[
cBS(t) \approx S(t) \sigma \sqrt{\frac{T-t}{2\pi}}.
\]

Compare equation B.6 with equation B.4. In the arithmetic Brownian motion case, \( \sigma A \) is the standard deviation of the level of the price process \( S(t) \); in the geometric Brownian motion case, \( \sigma \) is the standard deviation of continuously compounded returns. Standard deviation of price is, however, approximately equal to price times the standard deviation of continuously compounded returns. It follows that the pricing in equations B.4 and B.6 is consistent, even though the first uses an arithmetic Brownian motion (supposedly incorrect), and the second uses a geometric Brownian motion. Thus, the Black-Scholes formula reduces to the century-old Bachelier formula.

In my other book Basic Black-Scholes, (Crack [2009]) I demonstrate the general ABM case where we assume neither that the option is at the money, nor that \( r = 0 \). The formula for the call option price in this case is given by equations B.7-B.9. See Crack (2009) for full details of the derivation.

\[
c(t) = e^{-r(T-t)} \sigma A \left[ \frac{2 \sqrt{T-t} - 1}{2} \sigma A \right] \left[ N(\sigma A) - N(\sigma A - d) \right] \] (B.7)
\[
c(t) = e^{-r(T-t)} \sigma A \left[ \frac{2 \sqrt{T-t} - 1}{2} \sigma A \right] \left[ e^{-\frac{d^2}{2}} + N(d) \right] \] (B.8)
\[
N(d) = \frac{S(t)e^{r(T-t)} - X}{\sigma A} \sqrt{\frac{T-t}{2\pi}}
\] (B.9)

This approximation appears in Brenner and Subrahmanyan (1988). They use a Taylor series derivation, but less formally it follows because \( N(\sigma A) - N(\sigma A - d) \) is just the area under the Standard Normal pdf from \( -d \) to \( d \). With \( \sigma \) small, you can approximate the area by length times height. The length is \( \sigma \sqrt{T-t} \); for small \( \sigma \), the height is close to the height of the Standard Normal pdf at its peak: \( \frac{1}{\sigma \sqrt{2\pi}} \) (recall that \( \frac{1}{\sigma \sqrt{2\pi}} \approx 0.4 \).26

I thank Mikhail Voropayev for contributing this idea. Any errors are mine.
Answer 2.20: Black-Scholes in your head? This technique is so well known that some interviewers just ask if you can do it, and if you say yes they move on. It’s not worth the gamble if you don’t know it. 

Traders use the arithmetic Brownian motion approximation (or Black-Scholes reduced formula) from Answer 2.19 as a rough but fundamental call pricing relationship:

\[ c(t) = \sigma S \sqrt{\frac{T-t}{2\pi}}. \]  

(B.10)

where \( \sigma \) is the standard deviation of returns or where \( \sigma S \) is replaced by the standard deviation of prices. You should also note that this versatile little formula prices both put and calls. Why is this? Well, if interest rates are low, and the option is struck at-the-money, then in the absence of dividends a call and put have the same value—just use put-call parity.

Many times interviewers are asked to price an option in their head where the interest rate is zero and the option is struck at-the-money. You should, therefore, know that the option pricing formula of both Black-Scholes and Black-Scholes reduce to equation B.10 and that it works for both for puts and calls. I expect you to be able to evaluate equation B.10 in your head in less than 10 seconds if asked to in an interview. How can you do this so quickly? Well, \( \frac{\sqrt{t}}{\sqrt{T}} \approx 0.4 \), and for three months, six months, or one year to maturity, you have \( \sqrt{0.25} = 0.50, \sqrt{0.50} \approx 0.70, \) and \( \sqrt{1} = 1 \), respectively. Of course, it helps that they usually give you easy numbers. For example, if \( S = 100, \sigma = 0.40, \) and \( T-t = 0.25, \) the formula gives $8 (0.4 \times 0.4 \times 100 \times 0.5) \) whereas Black-Scholes proper gives $7.97—not bad at all! The approximation is usually accurate to within a couple of percentage points.

Answer 2.21: This is a common type of question requiring fundamental knowledge. The only thing that changes between the two options is the time until expiration. The important knowledge here is how the value of a call changes with time to expiration.

You should remember that in the special case where \( r = 0 \), and the option is struck at-the-money so that \( S(t) = X \), the Black-Scholes European call option pricing formula may be approximated by the following (see discussion in Answer 2.20):

\[ c(t) = \sigma S \sqrt{\frac{T-t}{2\pi}}. \]

where \( \sigma S \) is not standard deviation of continuously compounded returns, but standard deviation of price. From this approximation, you can see that if the call is at-the-money, the call value increases at something like the square root of the term to maturity (if you double term to maturity, value increases by 40% to 50%). You must be very comfortable with this approximation.

29See Haug (2001) for related material.

The above approximation is a good place to start. However, a full answer recognizes that the response of call value to term to maturity depends heavily upon whether the call is in-the-money, at-the-money, or out-of-the-money. Sensitivity to term to maturity decreases as you move into-the-money, down to zero in the limit if you are very deep in-the-money. Sensitivity to term to maturity increases as you move out-of-the-money. Doubling the term to maturity can easily double, triple, or quadruple the value of the call if it is well out-of-the-money. The effect is greater the further out-of-the-money the call is—this is why deep out-of-the-money options are sometimes called "lottery tickets."

You can see this effect clearly if you compare the prices of actively traded equity options and LEAPS. 30 Go to the listed options quotations in the third section of the Wall Street Journal. Choose a stock for which both equity options and LEAPS are traded. Compare the prices of call options on your chosen stock that have the same strike, but different terms to maturity (e.g., three months, six months, one year, and two years). If you do this comparison for different strike prices, you should see that an extension in term to maturity has the most impact on call option prices when the options are out-of-the-money. You should see that for call options that are deep out-of-the-money, doubling the term to maturity can easily quadruple the value of the call option.

In simple terms, if you extend the term to maturity, the option has more opportunities to finish in-the-money, the present value of the cost of exercising decreases, and the call value increases. The increase in the call value depends upon the initial likelihood that the call will finish in-the-money. This likelihood is small if the option is well out-of-the-money. Thus an increase in term to maturity produces a proportionately greater increase in the value of an option that is out-of-the-money. 31

A caveat. The approximation formula \( c(t) = \sigma \sqrt{\frac{T-t}{2\pi}} \) prices at-the-money European-style puts and calls when \( r = 0 \). However, it has its limitations. For example, if \( r \neq 0 \), then the value of a deep in-the-money European put decreases as time to maturity extends. If the put is deep in-the-money, then life is already as good as it gets (the put has limited upside). You want to exercise now and take the money. Extending the life of the option pushes the expected benefit further away and decreases the put’s value.

Answer 2.22: I give two different methods for answering this question. If the standard deviation is $20, not $10, then double the answers given.

30LEAPS are "Long-term Equity AnticiPation Securities." That is, LEAPS are long-term options. LEAPS have terms to maturity of up to three years. The term to maturity of standard exchange-traded equity options does not exceed eight months. LEAPS are not exotic options, but exchange-traded standardized options contracts. Like standard equity options, all LEAPS are American-style options. Unlike standard equity options, equity LEAPS all expire in January; index LEAPS all expire in December (Options Clearing Corporation 1993).

31For a very helpful practitioner view on the interpretation of partial derivatives of call price with respect to each option pricing parameter, see Chance (1994).
**APPENDIX B: DERIVATIVES ANSWERS**

**FIRST SOLUTION**

As a rule of thumb, the standard deviation of price per period ($10 here) is a rough measure of the average possible upside move or downside move in stock price over the next period. You have approximately half-a-chance of finishing in-the-money, and half-a-chance of finishing out-of-the-money (or "under water," as it is sometimes called). The expected payoff is, therefore, roughly \( \left( \frac{1}{2} \times 80 \right) + \left( \frac{1}{2} \times 10 \right) = 5 \). In fact, the shape of the Lognormal distribution of final stock price means that the expected payoff is slightly less than 5 (it is around $4).

**SECOND SOLUTION**

In the case where \( r = 0 \), and the option is struck-at-the-money [so that \( S(t) = X \)], the Black-Scholes option pricing formula may be approximated by the following (see discussion in Appendix B.20):

\[
c(t) = \sigma a \sqrt{\frac{T - t}{2\pi}}
\]

where \( \sigma a \) is not standard deviation of continuously compounded returns, but standard deviation of price. With \( T - t = 1 \), and \( \frac{1}{\sqrt{2\pi}} \approx 0.40 \) (memorize that one), the standard deviation of price of $10 implies a call price of around $4. Note that this technique is more accurate than the first, giving $4 instead of $5.

**Answer 2.23:** The answer cannot be found exactly in the Black-Scholes framework, but you can get a good estimate.\(^{32}\) Increasing the implied volatility \( \sigma \) by 25% (from 0.20 to 0.25) on one day out of 100 in the option’s life is the same (to a first-order approximation) as increasing \( \sigma^2 \) by 50% on one day out of 100 in the option’s life.\(^{33}\) This averages out to something like increasing \( \sigma^2 \) by 0.5% for every day remaining in the option’s life (i.e., multiplying the average \( \sigma^2 \) by a factor 1.005).\(^{34}\) Using the approximation (see page 128) \( c(t) \approx \sigma S(t) \sqrt{\frac{1}{2\pi}} \), we see that multiplying \( \sigma^2 \) by \( M \) has the same effect on \( c(t) \) as multiplying \( T - t \) by \( M \). This is because each of \( \sigma^2 \) and \( T - t \) appear in the option formula under a square root sign—either implicitly or explicitly. It follows that multiplying \( \sigma^2 \) by a factor 1.005 is equivalent to increasing the term to maturity by something like 0.5% (i.e., one-half of a day for a 100-day

---

\(^{32}\)Francis Longstaff suggested to me that an important option pricing problem is the handling of "event risk" (personal communication [September 25, 1996]). For example, how do you price a 14-day option on a stock whose CBOE is scheduled to make an important announcement in seven days. I think this question is a loose attempt at this issue.

\(^{33}\)The "implied volatility" is the volatility figure implicit within an option price. Assuming that market participants value options using the Black-Scholes formula. The "implied vol" appears first in the literature in Latane and Rendleman (1976).

\(^{34}\)As an aside, note this for the Black-Scholes formula: If we increase the calendar term to maturity, but still call it "one period," then we need to increase \( \sigma \). However, if we increase \( T - t \) ("term to maturity" or "the number of periods") without changing the length of one period in the model, we do not need to change \( \sigma \).

---

**Option.** That is, increasing \( \sigma^2 \) by 50% on one day is equivalent to increasing the length of one day by 50%.

Either of the adjustments mentioned increases the value of an at-the-money option by a factor of \( \sqrt{M} \) a quarter of a percent here. Note that the equivalence of the 50% increase in \( \sigma^2 \) on one day and the extension of option life by half a day is a general result—because variance is linear in time. However, the conclusion that either of these adjustments increases option value by about a quarter of a percent applies only to at-the-money options. If an option is deep in-the-money, the adjustments mentioned may have little or no effect on option value; if an option is deep out-of-the-money, the adjustments mentioned may increase the option value by substantially more than a quarter of a percent.

**Answer 2.24:** A give-away question! A long straddle is a long call plus a long put with the same strike. If you hold the straddle until maturity, then you need a price change of more than $5 either way in the underlying to profit. A smaller price change, however, can lead to profits if it happens before maturity. For example, using Black-Scholes (ignoring that CBOE equity options are American-style), if \( \sigma = 0.357 \), \( T - t = 0.5 \), \( S = 25 \), and \( r = 0.02 \), then a straddle struck at $25 costs $5. If the price of the underlying suddenly jumps to $37, then the straddle is suddenly worth $5.50 and you have an immediate 10% gain. See table B.1 for details.

<table>
<thead>
<tr>
<th>Table B.1: Straddle Prices when the Stock Price Jumps</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stock Price = $25.00</strong></td>
</tr>
<tr>
<td>Price of the Call ((X = 25))</td>
</tr>
<tr>
<td>Price of the Put ((X = 25))</td>
</tr>
<tr>
<td>Price of the Straddle (sum)</td>
</tr>
</tbody>
</table>

**Note:** The option prices in the table are calculated using volatility of \( \sigma = 0.357 \) per annum, time to maturity of \( T - t = 0.5 \) years, a riskless rate of \( r = 0.02 \) per annum, and the Black-Scholes formula. A long straddle is a long call plus a long put with the same strike. A straddle struck at $25 costs $5 when stock price is $25, but if the stock price jumps immediately to $37, the straddle is worth $5.50, giving an immediate 10% gain, ignoring transactions costs.

**Answer 2.25:** The Eurodollar futures contract is the most popular short-term interest rate futures contract. The contract value used for marking-to-market at the end of the day is $10,000 \times [100 - 0.09 \delta] \text{, where } \delta = \text{the settlement discount rate. Between settlements, the market participants determine, through supply and demand, what is considered a fair discount. At maturity, the discount } \delta \text{ must converge to the three-month LIBOR US dollar rate. Note that if the discount is 0%, then } \delta = 5.0 \text{ in the above calculation, not 0.05.}
The three-month LIBOR rate is typically about 40 to 50 bps (i.e., 0.40 to 0.50 percentage points) higher than the yield on three-month treasury bills (this compensates for default risk of London banks). The discount rate $\delta$ is thus highly correlated with US interest rates. The contract value is highly negatively correlated with $\delta$, and thus highly negatively correlated with US interest rates.

Suppose that you are long a Eurodollar future. If US interest rates rise, the contract value declines, and you finance your loss at a relatively high rate. If US interest rates fall, then the contract value rises, but you invest the marked-to-market gains at relatively low rates. If you hold the forward, rather than the future, you do not have day-to-day gains and losses, so you are not hurt in the same way by these opportunity costs. Other things being equal, you would rather have the Eurodollar forward contract than the Eurodollar futures contract. If the discounts are the same (as stated), then there is a mis-pricing. With the current mis-pricing, I would choose to go long the Eurodollar forward and short the Eurodollar future.

Answer 2.26: It makes much more sense to simulate the underlying and find the payoffs to the call, than to do the simulation for the call itself. It is difficult to model the call, because the instantaneous volatility of the call changes whenever the leverage of the call changes (assuming the underlying is of constant volatility). The leverage of the call changes whenever the stock price moves (and it even changes if the stock price does not move—simply because of time decay).

Answer 2.27: I think a quick review of "mortgage-backs" is in order before addressing the question. Mortgage-backed securities are shares in portfolios of mortgages. The value of all US agency mortgage-backed securities outstanding was around $8.9 trillion as of late-2008—which is, $8,900,000,000,000 (according to SIFMA's web site).

Owners of mortgage-backs are exposed to "prepayment risk," and "extension risk." Prepayment risk is the risk that interest rates will fall, and borrowers exercise their right to refinance at lower rates (they exercise their call option on the mortgage). The problem is that the holders of the mortgage-backs, therefore, get repaid when interest rates are low—the worst possible time to receive the money. Conversely, extension risk is the risk that interest rates will rise, and borrowers will slow down their rate of repayment—meaning that holders of mortgage-backs get fewer dollars to invest at precisely the best time for them to be investing. Mortgage-back investors thrive when interest rate volatility is low.

The simplest mortgage-back is a "pass-through"—each share in the mortgage pool provides the share owner prorata share in the cash flows to the pool, and thus each share has identical risk and return characteristics.

Collateralized mortgage obligations (CMO’s) are a type of mortgage-back that splits the mortgage pool up into "tranches" (the French word for "slice"). Unlike a pass-through, which gives equal shares to all holders, the tranches are unequal. Take a simple example with only four tranches: A, B, C, and Z. The A, B, and C shares receive regular coupons. The A shares are retired (i.e., the principal is repaid) ahead of the other tranches by using the earliest prepayments by borrowers. The B shares are retired, through prepayments, only after the A shares are gone. The C shares are retired, through further prepayments by borrowers, only after the A and B shares are gone. The Z shares receive no payouts whatsoever until all of the A, B, and C shares are gone. You may think of the Z shares as being like zero coupon bonds with a life equal to the life of the longest-lived mortgages in the pool. CMO tranches thus provide different risk-return profiles—in contrast to pass-throughs.

With borrowers long on a mortgage (i.e., the right to buy back the mortgage by prepayment), holders of mortgage-backs are short a share of each of these calls from the mortgage pool. You will recall, of course, that long calls have positive convexity and that short calls have negative convexity. In the absence of the call feature of a mortgage-back (the fact that borrowers have the right to prepay early), the mortgage back has positive convexity as a function of interest rates—just like an ordinary non-callable bond (Sundaresan [1997, p290]). However, when interest rates are low, the call feature becomes important to borrowers. If interest rates fall, all borrowers will refinance by the time rates have fallen to some critical value. At this stage, the mortgage-back is worth par. When interest rates are low, the importance of the call feature (a short call position to the mortgage-back holder) means that the mortgage-back can acquire negative convexity. Negative convexity is also called "compression to par" because of the convergence of the security's value to par as interest rates fall (Sundaresan [1997, p304]).

Note that although the mortgage-back value may have negative convexity, it is still downward sloping as a function of interest rates. However, if interest rates are low and close to the coupon rate of the mortgage back, then an increase in volatility of interest rates can decrease the value of the security (Sundaresan [1997, p304]). This result follows because the holder of the mortgage back is
short the calls that the borrowers are long—and calls increase in value with
volatility.

Now to the interview question. If you are long mortgage-backs, and you expect
a bond market rally, then you expect bond yields to fall and bond prices to
rise. Thus, your position will gain in value. The question is, which sign on
convexity would maximize the gain (+ or −)? Positive convexity provides a
steeper downward sloping plot of security value as a function of interest rates,
and this in turn implies a larger gain if rates fall—thus, you prefer positive
convexity.28

A full answer notes that we have assumed a parallel shift in the yield curve.
If the yield curve steepens or flattens, the answer could change. Whether
additional convexity helps or hurts you depends upon the type of yield-curve
shift and the particular bonds under consideration. It needs to be evaluated
on a case-by-case basis. See the related discussion beginning on page 179.

Answer 2.28: The hedging strategy is naïve. This is called a “stop-loss strategy”
(Hull [1997, p310]). At first glance, it replicates the payoff to the call. However,
purchases and sales cannot be made at the strike price. When the stock is
near the strike, you cannot know whether it will cross over the strike price
or not. You have to wait until the stock price crosses the strike price. This
means you end up making purchases at a price slightly higher than the strike
and sales at a price slightly lower than the strike. The closer to the strike you
try to time your trades, the more frequently you can expect to have to trade.
You can get eaten alive by transactions costs (see Hull [1997, p310]).

A second criticism is that the timing of the cash flows to the option and the
hedge are different—it is not a hedge (see Hull [1997, p310]).

Answer 2.29: This question and the next are the most popular stochastic cal-
culus interview questions. Although this is ostensibly a stochastic calculus
question, the answer relies only upon Riemann calculus. If you were stuck and
looking for a hint, then maybe this is enough to get you going.29

Let \( I_T(\omega) \) denote the integral \( \int_0^T w(t,\omega)dt \). In this integral, \( t \) measures time
along sample paths, and \( \omega \) is an element of the sample space \( \Omega \) (i.e., \( \omega \) corre-
sponds to a particular possible sample path). Since \( w(t) \) has continuous paths
with probability one (i.e., for almost every \( \omega \in \Omega \) the path is continuous),
this integral is a Riemann integral evaluated pathwise for any fixed \( \omega \in \Omega \). The

28Convexity is not such an issue if you expect a bond market rout. When prices fall and rates rise,
prepayment becomes less attractive, and the call option in the hands of the borrowers assumes less
importance—and so does the negative convexity the call is able to impart to your mortgage-back
security value.

29I thank Taras Klymchuk and Ian Short for suggesting related solution techniques. I am responsible
for any errors.
APPENDIX B. DERIVATIVES ANSWERS

CALCULUS DERIVATION OF MEAN AND VARIANCE
The mean is just $E(T) = \int_0^T E[w(t)] dt = 0$. With a mean of zero, the variance is just the second non-central moment

$$V(T) = E(T^2) = \int_0^T E[(w(t))^2] dt = \int_0^T \int_0^T E[w(t)w(s)] dt ds.$$

Now, you will recall that $w(t)$ is a process with independent increments. Let us assume, for the moment, without loss of generality, that $s < t$. Then, $w(t) = w(s) + (w(t) - w(s))$, and $w(t)w(s) = w^2(s) + (w(t) - w(s))w(s)$. It follows that

$$E[w(t)w(s)] = E[w^2(s)] = s,$$

using independent increments and the fact that $w(s)$ has a variance of $s$. More generally, $E[w(t)w(s)] = \min(t,s)$. Thus, we may write the variance of the integral as follows:

$$V(T) = \int_0^T \int_0^T E[w(t)w(s)] dt ds = \int_0^T \int_0^T \min(t,s) dt ds = \int_0^T \left( \int_0^s t dt + \int_s^T s dt \right) ds = \int_0^T \left( \frac{s^2}{2} + s(T - s) \right) ds = \int_0^T \left( T^3 - T^2 - \frac{s^3}{2} - \frac{s^2}{2} \right) ds = \left( \frac{T^3}{2} - \frac{T^2}{2} \right) = \frac{T^3}{2}.$$

demonstrating again that $I_T(w)$ is distributed as $\mathcal{N}(0, T^3/3)$.

Answer 2.30: Do you need a hint? This problem requires Itō’s Lemma and not much else. Now go back to the problem and stop peeking at the solutions.40

40I had the pleasure of attending a symposium in honor of Norbert Wiener at MIT in October 1994 ("The Legacy of Norbert Wiener: A Centennial Symposium"). Two seats to my left sat Kiyoshi Itō—of Itō’s Lemma fame. Although 79 at the time, Professor Itō did not appear old. He was of small build and very distinguished looking. He spoke clearly in somewhat halting English, and his good-natured humor was infectious. Previous and future Nobel Prize winners, respectively, Paul Samuelson and Robert Merton also spoke, and it seems that Itō’s Lemma was in fact a footnote in a paper of Itō’s. They joked that it should be called “Itō’s Footnote” instead—but that does not have the same ring to it. In 2006, at age 81, Itō was awarded the Gauss Prize in Mathematics (Postle 2007).

If we apply Itō’s Lemma to $F(t,w) = \frac{w^2(t)}{2}$, we find

$$dF = F_t dt + F_w dw + \frac{1}{2} F_{ww}(dw)^2 = w(t)dw(t) + \frac{1}{2} dt.$$

This notation means precisely

$$F(T) - F(0) = \int_0^T w(t)dw(t) + \frac{1}{2} \int_0^T dt = \int_0^T w(t)dw(t) + \frac{T}{2},$$

Given the definition of $F(t)$, it follows immediately that

$$\int_0^T w(t)dw(t) = \frac{w^2(T) - T}{2} \text{ a.e.}$$

It should be noted that the expected value of the right-hand side of the equality is zero. This is consistent with the expected value of the left-hand side of the equality being zero also.

Answer 2.31: Most people incorrectly deduce that the derivative security is worth $1. If you got this answer, go back right now and think some more. I present three solution techniques: the first uses standard no-arbitrage arguments; the second uses partial differential equations (PDE’s); the third uses stopping times.42

FIRST SOLUTION
You are an investment banker. Assume there exists a derivative security that promises one dollar when IBM hits $100 for the first time. If this security is marketable at more than $97.5, then you should issue 100 of them and use $75 of the proceeds to buy one share of IBM. If IBM ever hits $100, sell the stock and pay $1 to each security holder as contracted. You sell the securities, perfectly hedge them, and still have money in your pocket. By no-arbitrage, the security cannot sell for more than $97.5.

The converse is that if this security costs less than $97.5, you should buy 100 of these securities financed by a short position in one IBM share. For this to establish $97.5 as a lower bound on the security price (and, therefore, to pinpoint the price at $97.5—the solution given to the interviewee by the Wall Street firm), you need to assume that you can roll over a short position indefinitely. This assumption seems reasonable for moderate amounts of capital.

However, it is not clear to me that this is a reasonable interpretation of "ignore any short sale restrictions" when larger quantities of capital are involved. As one colleague said to me: "If it were possible to short forever, I'd short stocks with face value of a billion dollars, consume the billion, and roll over my short position forever." This seems to be an arbitrage opportunity.

41I thank Tetsu Kiyumochi for suggesting this solution technique. I am responsible for any errors.
42If you want a good introductory book on PDE’s, I recommend Folland (1995). I loved this book when I was a student. I still find it a breath of fresh air compared to my other math books.
We conclude that $0.75$ is a clear upper bound by no-arbitrage, and thus $\$1 cannot be the correct answer. Whether or not $0.75$ is also a lower bound is arguable (but it seems to make sense for moderate amounts of capital). The second solution technique also establishes $0.75$ as the value of the security.

SECOND SOLUTION
This technique is more advanced and may be above the average candidate.43 The derivative value $V$ must satisfy the Black-Scholes PDE (Wilmott et al. [1993]):

$$\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0$$

The boundary conditions that make sense for $V(S, t)$ are

$$V(S = 100, \text{any } s > t) = \$1, \text{ and } V(S = 0, \text{any } s > t) = \$0.$$

Let us simplify our lives by searching initially for a solution that is affine in $S$: $V(S, t) = kS(t) + l$, for some constants $k$ and $l$.44

The two boundary conditions imply that

$$k \times 100 + l = \$1, \quad \text{and} \quad k \times 0 + l = \$0.$$  

From these we deduce that $k = \frac{1}{100}$, and $l = 0$. The functional form $V(S, t) = \frac{1}{100} S(t)$ satisfies the Black-Scholes PDE and the two boundary conditions and is thus the derivative value. In the special case where $S(t) = \$75$, we get $V = \$0.75$, as for the first technique.

THIRD SOLUTION
Following Shreve (2004, p297), we will take a “first passage” or “stopping time” approach. This technique is even more advanced than the previous one.45

Let us be time $t = 0$ and consider a derivative with lifespan $T$ that pays $\$1 if stock price $S(T)$ hits a barrier at level $B > S(0)$ before time $T$. In our case $B = \$100$ and $S(0) = \$75$. In the Black-Scholes world we have risk-neutral stochastic differential equation $dS(t) = rSdt + \sigma S(t)dW(t)$ with solution

$$S(t) = S(0)e^{(r - \frac{1}{2}\sigma^2)t + \sigma W(t)} = S(0)e^{\sigma W(t)},$$

where $\sigma W(t)$ is a standard Brownian motion, $\sigma W(t) \equiv \alpha t + \sigma W(t)$, and $\alpha \equiv \frac{1}{2} \left(1 - \frac{1}{2}\sigma^2\right).$

Let $\tilde{M}(t) = \max_{0 \leq s \leq t} \sigma W(t)$, then $\max_{0 \leq s \leq t} S(t) = S(0)e^{\tilde{M}(t)}$. The stock price hits the barrier $B$ before time $T$ if and only if this maximum stock price is larger than $B$. That is, $S(0)e^{\tilde{M}(t)} > B$. Simple algebra shows us that

$$\tilde{P}\left(\max_{0 \leq s \leq T} S(t) > B\right) = \tilde{P}(S(0)e^{\tilde{M}(t)} > B) = 1 - \tilde{P}(S(0)e^{\tilde{M}(t) \leq B}) = 1 - \tilde{P}\left(\tilde{M}(t) \leq \frac{1}{\sigma}\ln\left(\frac{B}{S(0)}\right)\right) = 1 - \tilde{P}(\tilde{M}(t) \leq b),$$

where $b \equiv \frac{1}{2}\ln\left(\frac{B}{S(0)}\right)$. We can use Shreve (2004, Corollary 7.2.2, p297) to deduce immediately that

$$\tilde{P}(\tilde{M}(t) \leq b) = N\left(\frac{b - \alpha T}{\sqrt{T}}\right) - e^{ab}N\left(-\frac{b - \alpha T}{\sqrt{T}}\right), \quad b \geq 0.$$  

It follows that the risk-neutral probability that we get our $\$1 is

$$\tilde{P}\left(\max_{0 \leq s \leq T} S(t) > B\right) = 1 - N\left(\frac{b - \alpha T}{\sqrt{T}}\right) - e^{ab}N\left(-\frac{b - \alpha T}{\sqrt{T}}\right) = N\left(\frac{-b + \alpha T}{\sqrt{T}}\right) + \frac{B}{S(0)}N\left(\frac{-b - \alpha T}{\sqrt{T}}\right)$$

$$= N\left(\ln\left(\frac{S(0)}{B}\right) + \frac{r - \sigma^2/2}{\sigma}\sqrt{T}\right) + \frac{S(0)}{B}\left(\frac{1 - \alpha}{\sigma}\right) + \frac{S(0)}{B}\left(\frac{\ln\left(\frac{S(0)}{B}\right) - (r - \sigma^2/2)T}{\sigma\sqrt{T}}\right)$$

Equation (s) gives the risk-neutral probability of the stock price touching the barrier and generating the payoff. If we multiply this probability by the $\$1 payoff, we get the risk-neutral expected future payoff. If the interest rate is zero, then we do not need to discount, and plugging $r = 0$ into equation (s) gives the value of the finitely-lived instrument that pays $\$1 when the stock price hits $B$. If we take the limit as $T \to \infty$, the first $N(\cdot)$ term $\to 0$ (because its argument goes to $-\infty$), and the second $N(\cdot)$ term $\to 1$ (because $44$ I thank Alastair Sirrs for suggesting this type of solution technique. I am responsible for any errors.

45 An affine function includes both a linear portion, $kS$, and a constant, $l$. On a two-dimensional plot, a linear function goes through the origin, whereas an affine function may have a non-zero intercept. 46 I thank Olaf Tornoe for suggesting this type of solution technique. I am responsible for any errors. 47 I used $\ln(A) = -\ln\left(\frac{1}{A}\right)$ for $A > 0$, $1 - N(x) = N(-x)$, $A^+ = \left(A\right)^+ = \max\{A, 0\}$, and $e^{\ln(A)} = A$. 4808 Timothy Falcon Crack All Rights Reserved Worldwide 138 4808 Timothy Falcon Crack All Rights Reserved Worldwide 139
For $r > \frac{1}{2} \sigma^2$, everything is surprisingly well behaved as $T \to \infty$. The discount term $E[e^{-rT}I_{\{T < \tau\}}(\tau)] \to E[e^{-\tau}]$, and it takes a page of tedious yet simple algebra to show that $E[e^{-\tau}] = \frac{20}{27}$ (hint: complete the square in the exponent). As we take the limit $T \to \infty$, the first $N(\cdot)$ term $\to 1$ (because its argument goes to $+\infty$), and the second $N(\cdot)$ term $\to 0$ (because its argument goes to $-\infty$). We are left again with $\frac{1}{\sigma \sqrt{\pi}} \sqrt{\frac{20}{27}}$, which is just $\frac{1}{2}$ as before. I find it interesting that in the two cases $r = 0$ and $r > \frac{1}{2} \sigma^2$ the limiting behaviour of the two cumulative Normal terms is opposite, but with the same end result. In the case $0 < r \leq \frac{1}{2} \sigma^2$, the instrument’s value is the same, but I do not have a formal proof using Shreve’s notation.

Finally, note that regardless of the value of $r$, the value of the finitely-lived instrument depends upon volatility, but the value of the perpetual instrument is independent of volatility.

**Answer 2.32:** There are two ways to proceed: the first way is to work out the pricing formula from first principles; the second way is to use Black-Scholes option pricing as it stands and make some ad-hoc adjustments to it to account for the power payoffs.

**FIRST SOLUTION**

I was unable to find a published pricing formula for the power call (with payoff max($S^n - X, 0)$) or for the power put (with payoff max($X - S^n, 0$)), so I followed a straight discounted expected payoff approach under risk-neutral probabilities. It is relatively straightforward to show that the value at time $t$ of European power call and put options maturing at time $T$ is

$$c(t) = S^n(t)e^{r(T-t)}N(d'_1) - e^{-r(T-t)}XN(d'_2),$$

and

$$p(t) = e^{-r(T-t)}XN(-d'_2) - S^n(t)e^{r(T-t)}N(-d'_1),$$

where

$$d'_1 = \frac{\ln(S^n(t)/K) + (r + \frac{1}{2} \sigma^2)(T-t)}{\sigma \sqrt{T-t}},$$

$$d'_2 = \frac{\ln(S^n(t)/K) + (r - \frac{1}{2} \sigma^2)(T-t)}{\sigma \sqrt{T-t}},$$

$$K \equiv X^{\frac{1}{n}}, \text{ and } m \equiv (r + \frac{n}{2} \sigma^2)(T-t).$$

In the case $n = 1$, the power option pricing formulae reduce to the standard Black-Scholes call and put pricing formulae.

The “deltas” of the power call can be found by differentiating the power call
Appendix B: Derivatives Answers

The delta for the power call is given by

$$\Delta_{\text{power call}} = \frac{\partial(\Delta_{\text{call}})}{\partial S(t)} = \alpha S^{\alpha-1} e^{\alpha(T-t)} N(d'_1)$$

$$+ \frac{U^{(1-\alpha)} N(d'_2 + \alpha \sqrt{T-t}) [e^{-\frac{1}{2}(T-t)\sigma^2} - 1]}{\sqrt{T-t}}$$,

where \(n()\) is the Standard Normal pdf function \(n(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2}\), and \(m, d'_1, \text{ and } d'_2\) are as defined above.

It is interesting to note that because \(d'_2\) has the same functional form as the original Black-Scholes \(d_2\), then the term \(d'_2 + \alpha \sqrt{T-t}\) appearing in the delta has the same functional form as the original Black-Scholes \(d_1\). However, this differs from the power call’s \(d'_1\) which contains an \(\alpha\) term.

How does the power call’s delta behave as \(S(t)\) gets large? Well, as \(S(t)\) gets large, both \(d'_1, d'_2 \to \infty\). Thus, \(N(d'_1) \to 1\), and \(n(d'_2 + \alpha \sqrt{T-t}) \to 0\). It follows that

$$\Delta_{\text{power call}} \approx \alpha S^{\alpha-1} e^{\alpha(T-t)}, \text{ for large } S(t).$$

It follows that if \(S(t)\) is large, then as \((T-t) \to 0\), we get that

$$\Delta_{\text{power call}} \approx \alpha S^{\alpha-1}.$$

This should come as no surprise: If the power call is deep in-the-money, and there is little time to maturity, then its sensitivity to changes in \(S(t)\) will be about the same as the sensitivity of \(S^n(t)\) to changes in \(S(t)\). The latter sensitivity is just

$$\frac{\partial S^n(t)}{\partial S(t)} = \alpha S^{\alpha-1}.$$

One implication of this is that the delta of a power call continues to change as \(S(t)\) increases.

What may come as a surprise is the shape of the power call option pricing function (see figure B.8). If \(\alpha > 1\), the plot of \(c(t)\) versus \(S(t)\) is steeper than and above the plot of \(S^n(t) - \alpha X.0\) for large \(S(t)\) (it decays down toward the payoff as maturity approaches). If \(\alpha < 1\), the plot of \(c(t)\) versus \(S(t)\) is less steep than and below the plot of \(S^n(t) - \alpha X.0\) for large \(S(t)\) (it decays up toward the payoff as maturity approaches). Only in the case \(\alpha = 1\) do the results agree with those for the standard call. The plot of call value as a function of stock price is less steep than and above the plot of \(\max(S^n - X, 0)\). In all cases, the plot of \(c(t)\) as a function of \(S(t)\) is above the plot of \(\max(S^n - X, 0)\) for small \(S(t)\).

Mathematically, the approximation \(\Delta_{\text{power call}} \approx \alpha S^{\alpha-1} e^{\alpha(T-t)}\) drives the results for large \(S(t)\) (together with the fact that \(m\) is positive if \(\alpha > 1\) and negative if \(\alpha < 1\)). Economically, the time value of the option drives the results. When \(\alpha > 1\), the power of \(S\) is so high that the option value grows more quickly with increasing \(S\) than does the intrinsic value. When \(\alpha < 1\), the option value grows less quickly than does the intrinsic value, and the European nature of the option means that there is “negative time value” for having to wait for such a low payout.

The payoff diagram for the power call is a little strange because the “kink” does not occur at \(S = X\), but at \(S = X\frac{1}{2}\)—see figure B.5. For example, if \(\alpha = 2\), the payoff diagram is flat until \(S(T) = \sqrt{X}\) and then is an upward sloping portion of the parabola \(S^2(T) = X\). If \(\alpha > 1\), the delta of the power call will be higher than the delta of a standard call with strike \(X\frac{1}{2}\) because the payoff diagram is steeper. Conversely, if \(\alpha < 1\), the delta of the power call will be lower than the delta of a standard call with strike \(X\frac{1}{2}\) because the payoff diagram is less steep.

In the power option pricing formula, \(d'_2\) has the same functional form as \(d_2\) in the regular Black-Scholes. The only difference is that you have \(\ln\left(\frac{S(t)}{X}\right)\), where \(K = X\frac{1}{2}\), in place of \(\ln\left(\frac{S(t)}{X}\right)\). The reasoning follows a Z-score argument (see details in [Crack 2009]). The standard Black-Scholes formula, \(N(d_2)\) is the (risk-neutral) probability that the call finishes in-the-money; it is the probability that \(S(T) > X\). In the power call option formula, \(N(d'_2)\) is the (risk-neutral) probability that the power call finishes in-the-money. For the power call, this is the probability that \(S^n(T) > X\). This is the same as the probability that \(S > X\frac{1}{2}\). This probability is in turn just the standard \(N(d'_2)\) in the case where the strike is given by \(K \equiv X\frac{1}{2}\).

To extend the formulae to the case of continuous dividends at rate \(p\), replace \(S(t)\) by \(S(t)e^{-\alpha(T-t)}\) throughout the power option pricing formulae to yield

$$c(t) = e^{-\alpha(T-t)} X N(-d'_2) - S^n(t)e^{-(\alpha-p)(T-t)} N(-d'_1),$$

$$p(t) = e^{-\alpha(T-t)}X N(-d'_2) - S^n(t)e^{-(\alpha-p)(T-t)}N(-d'_1) - \alpha S^{\alpha-1} e^{\alpha(T-t)} N(d'_1),$$

$$d'_1 = \ln\left(\frac{S(t)}{K}\right) + (\alpha - p + \frac{\sigma^2}{2})(T-t)$$

$$d'_2 = \ln\left(\frac{S(t)}{K}\right) + (\alpha - p + \frac{\sigma^2}{2})(T-t)$$

$$K \equiv X\frac{1}{2}, \text{ and } m \equiv \left(\alpha + \frac{\sigma^2}{2}\right)(\alpha - 1).$$

Story: Within two minutes I could see that a guy I was interviewing had inflated his CV. Your CV is in the cross-hairs. Putting something false on it is a stupid thing to do! Do not do it!
SECOND SOLUTION

An alternative to the full and formal pricing formulae given is an approximation using the standard Black-Scholes formula. Simply use $d_2$ exactly as above (with $K = X^2$ for the reasons given), use $d_1 = d_2 + \sigma \sqrt{T-t}$, and replace $S(t)$ by $S_0(t)$ in each of $c(t)$ and $p(t)$. However, be warned, this is an approximation only. If $\alpha$ is far from one (say above 1.2 or below 0.8), or time to maturity is longer than about six months, or implied volatility is bigger than about 0.40, the approximation is poor.

JARROW AND TURNBULL’S POWERED CALL

Jarrow and Turnbull ask their readers to value a call with payoff $[S(T) - K]^\alpha$ if $S(T) \geq K$ and zero otherwise (Jarrow and Turnbull [1996, p175]). Assuming a Black-Scholes world, it is easy to show that the value of this call at time $t$ prior to maturity is

$$c(t) = S_0(t)e^{(r - \sigma^2/2)(T-t)}N(d_1) - K^\alpha e^{(r - \sigma^2/2)(T-t)}N(d_2),$$

where

$$d_1 = \frac{\ln\left(\frac{S_0(t)}{K}\right) + (r + \frac{\sigma^2}{2})(T-t)}{\sigma \sqrt{T-t}}, \text{ for } l = 0, 1, 2.$$

More generally, the following result (Crack [1997])

$$E^\alpha[S_0(T)\mid S(T) \geq K] = S_0(t)e^{(r + \frac{\sigma^2}{2})(T-t)}N(d_2 - \alpha),$$

where $E^\alpha$ is expectation with respect to the risk-neutral probability measure and $d_l$ is as above, allows you to value the powered call with general payoff

$$c(T) = \begin{cases} [S(T) - K]^\alpha & : S(T) \geq K \\ 0 & : S(T) < K, \end{cases}$$

for non-negative integer $\alpha$ (Crack [1997]). The general pricing formula is

$$c(t) = \sum_{j=0}^{\alpha} (-K)^{\alpha-j} \binom{\alpha}{j} S_0(t)e^{(r - \sigma^2/2)(T-t)}N(d_{2-j}),$$

where

$$d_l = \frac{\ln\left(\frac{S_0(t)}{K}\right) + (r + \frac{\sigma^2}{2})(T-t)}{\sigma \sqrt{T-t}}, \text{ for } l = 2, 1, \ldots, 2 - \alpha,$$

and $\binom{\alpha}{j} \equiv \frac{\alpha!}{j!(\alpha-j)!}$ is the usual binomial coefficient (see also Haug [2007, p.119]).

The reader should check that in the special case $\alpha = 2$, the general formula reduces to that previously given, and that in the special case $\alpha = 1$, the general formula reduces to standard Black-Scholes.48

Answer 2.34: This question is probably supposed to invoke misleading memories of the barrier option parity relationship: Other things being equal, a down-and-out call plus a down-and-in call is the same as a standard call. However, a double-barrier knock-out is not the same as an up-and-out together with a down-and-out. The latter pair of options is more valuable than the double-barrier knock-out. The most obvious reason is that if the underlying moves one way, then the double knock-out is knocked out, but a portfolio of a down-and-out plus a down-and-in still contains one option. That is, the pair of knock-outs is more versatile—and thus more valuable.

A double-barrier knock-out can be priced using a lattice (e.g., binomial) method. It may also be priced using the Kunitomo-Ikeda formula (Kunitomo and Ikeda [1992]; Musielak and Rutkowski [1997, p211]; or the user-friendly Haag [2007, p156]). The Kunitomo-Ikeda formula is an infinite series. Typically, only the leading few terms are needed for practical purposes (Kunitomo and Ikeda [1992, p286]). More terms may be needed if volatility is high, term to maturity is long, or the distance between the barriers is small (in each case this increases the likelihood of knockout and the pricing is more difficult).

Answer 2.35: The prices of the digital asset-or-nothing, \( da(t) \), and the digital cash-or-nothing (with a “bet” size of \( S_1 \)), \( dc(t, S_1) \), are just the two parts of the Black-Scholes formula:

\[
\begin{align*}
    c(t) &= da(t) - X dc(t, S_1), \\
    da(t) &= S(t) N(d_1), \\
    dc(t, S_1) &= e^{-r(T-t)} N(d_2), \\
    d_1 &= \frac{\ln \left( \frac{S(t)}{X} \right) + \left( r + \frac{1}{2} \sigma^2 \right) (T-t)}{\sigma \sqrt{T-t}}, \text{ and,} \\
    d_2 &= d_1 - \sigma \sqrt{T-t}.
\end{align*}
\]

A Black-Scholes derivation using discounted expected payoffs under risk-neutral probabilities (Crack [2009]) contains implicit derivations of both digital option values. These may be identified if the initial step is re-expressed as:

\[
\begin{align*}
    da(t) &= e^{-r(T-t)} E^*[S(T)|\mathcal{I}_{S(T)>X}] | S(t), \quad \text{and,} \\
    dc(t, S_1) &= e^{-r(T-t)} E^*[\mathcal{I}_{S(T)>X}] | S(t),
\end{align*}
\]

where \( \mathcal{I}_{S(T)>X} \) is the indicator function:

\[
\mathcal{I}_{S(T)>X} = \begin{cases} 
1 & \text{if } S(T) > X, \\
0 & \text{if } S(T) \leq X.
\end{cases}
\]

Answer 2.36: A path-dependent option is one where the final payoff depends upon the stock price path followed. If the stock price ends up between the barriers, the option has different values, depending upon whether it was
knocked in or knocked out (or both). Path-dependent options can typically be priced using Monte-Carlo methods. However, Monte-Carlo does not work for American-style options. Standard lattice techniques (e.g., binomial option pricing) do not usually work for path-dependent options. However, you can price the "out-in" derivative using standard lattice methods, as follows. The parity relationship for knock-outs says that a down-and-in plus a down-and-out is a standard option. We can generalize this to conclude that an out-in plus a double-barrier knock-out is the same as an up-and-out (other things being equal). It follows that the out-in is worth the excess of the value of the up-and-out over the double-barrier knock-out. Both these knock-outs can be priced using standard lattice techniques.

Answer 2.37: Let $G(t)$ denote the gold price. Now is time $t$, and time $T$ is six months from now. The naive (and incorrect) step is to conclude that a volatility of $\sigma = 60$ per annum translates to a six-month volatility of $30$. In fact, volatility grows with the square root of the term. Thus, $60$ per year translates to about $\sqrt{6} \times 60 \approx 42$ per half-year.

How do we find the probability that the option finishes in-the-money, $P(G(T) > 430)? With \( r = 0 \) there is no drift in the risk-neutral world, so the distribution of $G(T)$ is centered on $G(t) = 400$, with standard deviation roughly $42$. Thus

$$P(G(T) > 430) = P\left( \frac{G(T) - G(t)}{42} > \frac{30}{42} \right) = 1 - N\left( \frac{30}{42} \right),$$

where $N(\cdot)$ is the cumulative Standard Normal function. The last step follows because $\frac{G(T) - G(t)}{42}$ is roughly Standard Normal. We know that $N(0) = 0.50$, and $N(0.84) \approx 0.75$.

We conclude that there is roughly a 25% chance that the digital option finishes in-the-money. With a bet size of $1$ million, and a riskless interest rate of zero, the discounted expected payoff (in a risk-neutral world) is roughly $250,000$. The erroneous $\sigma = 30$ gives an incorrect value of only about $160,000$.

Answer 2.38: Let us review quickly standard American options before looking at the perpetual option. American options are harder to price than European ones. Puts are harder to price than calls. An American put is harder of all to price because early exercise can in general be optimal at any time for an American-style put. This differs from an American-style call, for which early exercise is optimal only at a few dates during the option’s life (just prior to ex-dividend days). In fact, the problem is so hard that no exact pricing formula exists for standard American put options.

Black and Scholes (1973) value European-style puts and calls. If a stock does not pay dividends, then a European call and an American call have the same value (there is no incentive to exercise early). Thus, American calls on non-dividend-paying stocks can be valued using Black-Scholes. The introduction of dividends complicates matters. However, an approximate pricing formula (Black [1975] and an exact pricing formula (Rolf [1977b]; Geske [1979]; Whaley [1981]) for American calls on dividend-paying stocks is known (see Hull [1997, chapter 11]). American puts are more complicated. The dividend issue is not as important for puts as for calls because it is the receipt of the strike, not the dividends, that encourages early exercise of a put. Although no exact American put pricing formula exists, there are approximations (Parkinson [1977]; MacMillan [1986]; Barone-Adesi and Whaley [1987]). See the summaries in tables B.2 and B.3.

Now to the perpetual American put. Extending the life of an option in perpetuity eases the pricing burden (removing the dependence on time turns a PDE into an ODE). Pricing the perpetual American put was a question on a problem set I had as a student in Robert C. Merton’s derivatives course at Harvard in 1991. I reproduce my solution here.

Let $V$ denote the value of a perpetual American put option on a stock. Let $S$ denote the stock price. Let $X$ denote the strike price. Assume that the stock pays continuous dividends at rate $\rho$. Let $\sigma$ and $r$ denote the volatility of stock returns and the riskless interest rate respectively. The Black-Scholes PDE is given by (Wilmott et al. [1993])

$$\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + (r - \rho) S \frac{\partial V}{\partial S} - rV = 0.$$ 

However, for a perpetual put, time decay must be zero (it cannot age if it can live forever). Thus, the PDE becomes an ODE:

$$\frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + (r - \rho) S \frac{\partial V}{\partial S} - rV = 0.$$

Let $S$ denote the lower exercise boundary (this is how low the stock has to go before exercise of the put becomes optimal—it has to be determined). Then, we have the boundary conditions

$$V(S = S) = X - S,$$

$$\left. \frac{\partial V}{\partial S} \right|_{S = S} = -1,$$

$$V(S) \leq X.$$
The second condition is the "high contact" condition.

All of this ODE's solutions may be represented as a linear combination of any two linearly independent solutions. It follows that

\[ V(S) = A_1 V^1(S) + A_2 V^2(S), \]

where \( A_1 \) and \( A_2 \) are constants, and \( V^1 \) and \( V^2 \) are linearly independent solutions of the ODE. My guess is that \( V^1 = S^\lambda_1 \), and \( V^2 = S^\lambda_2 \) for some constants \( \lambda_1 \) and \( \lambda_2 \).\(^{53}\) Substitution of \( V^1 \) into the ODE yields (for \( i = 1, 2, \) and for \( S \leq \bar{S} \))

\[ \frac{1}{2} \sigma^2 \lambda_i (\lambda_i - 1) + (r - \rho) \lambda_i - r \right) S^{\lambda_i} = 0. \]

Rearranging and collecting terms in \( \lambda_i \), we get for \( i = 1, 2 \)

\[ \frac{1}{2} \sigma^2 \lambda_i^2 + \left( r - \rho - \frac{1}{2} \sigma^2 \right) \lambda_i - r = 0. \]

This is a quadratic formula, with solutions for \( \lambda_i \):

\[ \lambda_1 = \frac{\frac{1}{2} \sigma^2 \lambda_i^2 + (r - \rho - \frac{1}{2} \sigma^2) \lambda_i - r}{\frac{1}{2} \sigma^2}, \quad \text{and} \quad \lambda_2 = \frac{\frac{1}{2} \sigma^2 \lambda_i^2 + (r - \rho - \frac{1}{2} \sigma^2) \lambda_i - r}{\frac{1}{2} \sigma^2} \]

The solutions for \( \lambda_1 \) can be seen to satisfy \( \lambda_1 > 0 \) if \( r > 0 \), and \( \lambda_2 < 0 \) if \( r > 0 \).

Let us now consider the behaviour of the general solution we have derived:

\[ V(S) = A_1 S^{\lambda_1} + A_2 S^{\lambda_2}. \]

First of all, with \( \lambda_1 > 0 \), and \( \lambda_2 < 0 \), then

\[ \lim_{S \to +\infty} A_1 S^{\lambda_1} + A_2 S^{\lambda_2} = +\infty, \quad \text{if} \quad |A_1| > 0. \]

However, the boundary conditions put both upper and lower finite bounds on the value of the put. Therefore, \( A_1 = 0 \), and \( V(S) = A_2 S^{\lambda_2} \). Now, the first boundary condition tells us that

\[ V(S) = A_2 S^{\lambda_2} = X - \bar{S}, \]

so it follows that \( A_2 = \frac{X - \bar{S}}{\bar{S}^{\lambda_2}} \), which yields

\[ V(S) = \left( \frac{X - \bar{S}}{\bar{S}^{\lambda_2}} \right) S^{\lambda_2} = \left( \frac{X - \bar{S}}{\bar{S}} \right) S^{\lambda_2}. \]

\(^{53}\) Why make this guess? Look at the ODE; the degree of the derivatives of \( V \) and the degree of \( S \) in the coefficients move together (both two, then both one, then both zero). This suggests solutions that are powers of \( S \).
### Table B.2: Pricing Methods Summary: Plain Vanilla Options

<table>
<thead>
<tr>
<th></th>
<th>European-Style</th>
<th>American-Style</th>
</tr>
</thead>
<tbody>
<tr>
<td>No divid-</td>
<td>Black-Scholes</td>
<td>Black-Scholes</td>
</tr>
<tr>
<td>dends</td>
<td>put formula</td>
<td>call formula</td>
</tr>
<tr>
<td></td>
<td>(use approximations</td>
<td>(use approximations</td>
</tr>
<tr>
<td></td>
<td>for tree, tree, or</td>
<td>for tree, tree,</td>
</tr>
<tr>
<td></td>
<td>finite differences)</td>
<td>finite differences)</td>
</tr>
<tr>
<td>Lump sum</td>
<td>Use $S_0 e^{-rT}$</td>
<td>Use $S_0 e^{-rT}$</td>
</tr>
<tr>
<td>dividend $D$</td>
<td>in Black-Scholes</td>
<td>in Black-Scholes</td>
</tr>
<tr>
<td></td>
<td>(Merton’s formula)</td>
<td>(Merton’s formula)</td>
</tr>
<tr>
<td>Continuous</td>
<td>Use $S_0 e^{-rT}$</td>
<td>Use $S_0 e^{-rT}$</td>
</tr>
<tr>
<td>dividends at</td>
<td>in Black-Scholes</td>
<td>in Black-Scholes</td>
</tr>
<tr>
<td>rate $p$</td>
<td>(Merton’s formula)</td>
<td>(Merton’s formula)</td>
</tr>
<tr>
<td></td>
<td>(Garman-</td>
<td>(Garman-</td>
</tr>
<tr>
<td></td>
<td>Kohlhagen/Garblin-</td>
<td>Kohlhagen/Garblin-</td>
</tr>
<tr>
<td></td>
<td>formula)</td>
<td>formula)</td>
</tr>
<tr>
<td></td>
<td>Use $p = \ln x$ in the</td>
<td>Use $p = \ln x$ in the</td>
</tr>
<tr>
<td></td>
<td>above</td>
<td>above</td>
</tr>
<tr>
<td></td>
<td>Lattice or finite differences</td>
<td>Lattice or finite differences</td>
</tr>
<tr>
<td>All cases</td>
<td>Monte Carlo, lattice, or finite differences</td>
<td>Lattice or finite differences</td>
</tr>
</tbody>
</table>

Note: Pricing methods for European- or American-style plain vanilla puts or calls where the underlying pays no dividends, pays a lump sum dividend, pays continuous dividends, or is a foreign currency.

### Table B.3: Pricing Methods Summary: Exotic Options

<table>
<thead>
<tr>
<th></th>
<th>European-Style</th>
<th>American-Style</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path-Independent</td>
<td>Path-Independent</td>
<td>Path-Independent</td>
</tr>
<tr>
<td>Lattice, Monte Carlo, or finite difference</td>
<td>Monte Carlo, finite differences, lattice (difficult)</td>
<td>Lattice or finite differences</td>
</tr>
</tbody>
</table>

... or a formula if you can derive it.

Note: Summary of pricing methods for exotic options that are European- or American-style, path-independent or path-dependent.

**Answer 2.41:** Mean reversion is the tendency for a variable to return to some sort of long-run mean. Interest rates are generally considered to be mean-reverting: they go up, but they eventually return to some sort of long-term average. In the case of a mean-reverting stock price, the stock price would tend to be pulled back to the average if the price rises or falls very far. This may reduce volatility and make the option cheaper.

A model of mean reversion makes sense for interest rates, and for stock returns, but it is by no means clear to me that it makes sense for stock prices. Bates argues that strong mean reversion in stock prices is implausible because of speculative opportunities available from buying when $S < \bar{S}$ and selling when $S > \bar{S}$ (Bates [1995, pp. 7-8]). Lo and Wang say that autocorrelation in asset returns can increase or decrease $\sigma$ (and the option price) and that it depends upon the specification of the drift in the model (Lo and Wang [1995, pp. 10-15]). Mean reversion is really just negative autocorrelation at some horizon. At short horizons (e.g., daily or weekly), stock index returns are positively autocorrelated (Lo and MacKinlay [1988]). At longer horizons (e.g., three or four years), Fama and French (1988) and Potesh and Summers (1988) say that stock returns are negatively autocorrelated (i.e., mean reverting). However, evidence for this is weak (Richardson [1993]). Lo and MacKinlay (1988, pp. 1) say that long-term positive autocorrelation is not inconsistent with shorter-term negative autocorrelation (i.e., mean reversion). Peterson et al. (1992) and Lo and Wang (1995) discuss option pricing when asset returns are autocorrelated. Crack and Ledoit (2008) discuss hypothesis testing when asset returns are autocorrelated.

**Answer 2.42:** Hedging can increase your risk if you are forced to both buy short-dated options and hedge them. In this case, to hedge, you need to short the stock. If the stock price rises up to the strike, and the options (he pays or calls) expire worthless, then you lose on both the options and the short stock position. By hedging, you end up worse off than if you had not hedged.

**Answer 2.43:** This is a common question. You can hedge the written put by shorting an asset whose returns are correlated with returns on the underlying stock. Ideally, this would just be the stock itself. However, it is not always possible to short stock. Shorting some index futures would give you an (imperfect) hedge. You need to know either the beta or the correlation of the stock relative to the index to apportion the hedge correctly. You could also short the stock of a close competitor.

**Answer 2.44:** People are fed by the area, $A$, of the pizza. $A = \pi r^2 = \pi \left(\frac{d}{2}\right)^2 = \frac{1}{4}d^2$, where $d$ is the diameter. Thus, $d = \sqrt{\frac{4}{\pi} A}$. Multiplying $A$ by $\frac{8}{5}$ requires a multiplicative change of $\sqrt{\frac{8}{5}}$ in $d$. That is, $d' = \sqrt{\frac{8}{5}} d = 13.86$ inches. Without a calculator, the square root of $(1 + X)$ is roughly $(1 + \frac{1}{2})$, so $\sqrt{\frac{8}{5}} = \sqrt{1.6} \approx 1.15$. Fifteen percent of 12 is 1.8, so the answer is roughly 13.8 inches.

Why is this a derivatives question? Using the approximation $c = S_0 \sqrt{\frac{T-t}{24}}$, a question with the same answer is: a six-month at-the-money call has price $12; what is the price of the eight-month call?

**Answer 2.45:** You want to be short a put if you expect the put to fall in price (e.g., the underlying is expected to rise, volatility to expected to fall, etc.)
Answer 2.46: A fair price for future delivery of an asset depends upon the spot price and the cost of carry. The cost of carry includes the cost of money (i.e., an interest rate), dividend income, storage costs, and the convenience yield. The only difference between the two pieces of land is the entrance fee to the beach. This is a dividend that lowers the forward price of the beach relative to the field.

Answer 2.47: There are two important points: use of logarithms, and division by \( T - 1 \). Begin by calculating continuously compounded returns (as used in Black-Scholes):

\[
X_t = \ln(1 + R_t) = \ln \left( 1 + \frac{R_t - P_{t-1}}{P_{t-1}} \right) = \ln \left( \frac{P_t}{P_{t-1}} \right)
\]

With 30 stock prices, you get \( T = 29 \) returns. Now calculate the standard sample mean and variance. Remember to divide by \( T - 1 = 28 \) in the variance estimator to get an unbiased small sample estimator of historical volatility (DeGroot [1989, p413]).

\[
\bar{\mu} = \frac{1}{T} \sum_{t=1}^{T} X_t
\]

\[
\sigma^2 = \frac{1}{T - 1} \sum_{t=1}^{T} (X_t - \bar{\mu})^2.
\]

Some people may even leave off the "\(-\mu\)" in the \( \sigma^2 \) calculation because mean daily stock returns are typically so tiny compared to volatility, but I prefer to leave it in.

Answer 2.48: The key is default risk, but let's start with a quick swap curve review. Swap rates are fixed rates quoted by dealers against the floating leg (e.g., six-month USD LIBOR) of an interest rate swap. The "swap buyer" is the fixed-rate payer and is said to be "long the swap" (although I have also heard the reverse). The swap curve is inferred from quoted swap rates for different maturities in the same manner that a zero-coupon yield curve (i.e., a "spot curve") is bootstrapped from the yields on coupon-bearing bonds of different maturities. Swaps dealers can do customized deals offering different quoted swap rates to companies of different credit rating; however, dealers tend to quote the same swap rate to companies of different credit rating but ask for different amounts of collateral based on the rating (personal communication with a NY dealer [April, 1999]). 56 The collateral and subsequent margin calls essentially resolve the credit issues. Johannes and Sundaresan (2003, p9) state that the "key to effective credit risk mitigation is frequent margin calls." They state that more than 65% of plain vanilla derivatives, and especially interest rate swaps, are collateralized and that at least 74% mark to market at least a daily frequency.

The settlement features of an interest rate swap mean that default risk in a swap is higher than in a eurodollar futures contract but lower than in a bond (Minton [1997, p234]). The reasoning is as follows. The settlement rate for the futures contract is reset daily by market forces, but the swap typically resets only every six months. Both the futures contract and the swap are marked-to-market and use margins, but the futures contract is backed by the triple-A-rated futures clearing corporation as a counterparty of last resort and so the futures contract is less credit-risky than the swap. The swap differs from the bond because no principal changes hands. 56 At initiation, the value of a swap contract is zero; but during the life of the swap, as interest rates rise and fall, the value of the contract can become positive or negative, respectively, to the swap buyer. Although a bondholder is always worried about default risk, the swap buyer worries about default risk only when the swap has positive value. Default on a swap is thus less likely than default on a bond because default on a bond requires only that the company be in financial distress, whereas default on a swap requires both that the company be in financial distress and that the remaining value of the swap be positive. The joint probability of both events needed for swap default is less than the single probability needed for bond default (Minton [1997, p262-263, p267]).

It follows that the coupon rate on a bond will be higher than the quoted swap rate for a swap of the same maturity. This is true for all maturities, so bootstrapping the swap curve from swap rates of swaps of different maturities and bootstrapping the zero-coupon yield curve (i.e., the spot curve) from coupon rates of bonds of different maturities produces a swap curve strictly below the zero-coupon yield curve. 57 It follows that when you discount the cash flows to the bond using the swap curve, you get a number above that which you would get when you discount the cash flows to the bond using the zero-coupon yield curve (i.e., above par).

Answer 2.49: Try a simple economics argument. The option must cost the same as a replicating portfolio—else there is money to be made. This result is driven by no-arbitrage and is thus independent of risk preferences. I can ease my calculations by assuming risk-neutrality for everyone in the economy. In

\[56\] Minton (1997, p252) confirms that the plain vanilla swap quotes in her (1992 and earlier) sample assume no credit enhancement (e.g., margins or marking to market).

\[57\] In early 1999, just before the Tech Bubble, two-year swap rates were about 40 bps higher than US Treasuries (which were at 500 bps), about 5 bps lower than the yields on AAA-rated debt, about 30 bps lower than the yields on AA-rated debt and about 40 bps lower than the yields on BBB-rated debt. For comparison, ten years later in mid-2009, coming out of the Global Credit Crisis, these rates/spreads were 45 bps, 120 bps, 3 bps, 75 bps, and 575 bps respectively.
such an economy in equilibrium, the required return (and thus the expected growth rate and also the discount rate) for all traded securities is the riskless rate. I price the option as if we are in this economy (and the option pricing is immune to this assumption).

**Answer 2.50:** Options live in the future, not the past; Today is the first day of the rest of the life of a traded option. Setting aside problems with volatility smiles and skew, the implied volatility (or “implied standard deviation”) is a market-consensus forecast of volatility over the remaining life of the option. It would be logical, therefore, that implied volatility is a better predictor of future volatility than is historical volatility. Indeed, this is found empirically for both FOREX (Xu and Taylor [1995]) and for equity indices (Fleming [1998]).

**Answer 2.51:** Assume that \( S = 100 \) so that the call has strike \( X_c = 110 \), and the put has strike \( X_p = 90 \). The distribution of future stock prices is Lognormal in the Black-Scholes model and is thus skewed with its mean higher than the median, which is in turn higher than the mode (the peak). The median of the distribution of future stock prices is \( S \exp(-\frac{1}{2} \sigma^2 T) \). The term \( (r - \frac{1}{2} \sigma^2 T) \) tends to be close to zero, so the median is approximately \( S \). It follows that \( X_c = 110 \) and \( X_p = 90 \) are roughly equal distance from the median. Half the distribution is above the median and half is below. The probability that the call finishes in-the-money is \( P(S(T) > X_c) = P(S(T) > 110) \approx \frac{1}{2} - P(100 < S(T) < 110) \). The probability that the put finishes in-the-money is \( P(S(T) < X_p) = P(S(T) < 90) \approx \frac{1}{2} - P(90 < S(T) < 100) \). However, the distribution is so skewed that \( P(90 < S(T) < 100) \gg P(100 < S(T) < 110) \) (at the median the probability density function is downward sloping). Thus, \( P(S(T) > X_c) \gg P(S(T) < X_p) \), and the call is more likely to finish in-the-money than the put, and this typically makes the call more valuable.

**Answer 2.52:** The value of the derivative, \( V \), must satisfy the Black-Scholes PDE (Wilmott et al. [1993]):

\[
\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0
\]

These derivatives are just the theta (\( \Theta \)), gamma (\( \Gamma \)), and delta (\( \Delta \)), respectively, so we rewrite the PDE as

\[
\Theta + \frac{1}{2} \sigma^2 S^2 \Gamma + rS \Delta - rV = 0.
\]

The last two terms may be written as \( r (S \Delta - V) \), and they offset to some extent. The entire PDE adds to zero, so now leaves \( \Theta + \frac{1}{2} \sigma^2 S^2 \Gamma \) taking a value close to zero. This means that \( \Theta \) and \( \Gamma \) are typically going to be of opposite signs. Not only that, but their magnitudes are going to be correlated. For example, if \( \Theta \) is large and negative then \( \Gamma \) is probably large and positive (e.g., an at-the-money call close to maturity has these properties).

There are two exceptions amongst plain vanilla puts and calls. These were mentioned on page 106: \( \Theta \) can be positive for a deep in-the-money European call (if the dividend yield is high enough), and \( \Theta \) can also be positive for a deep in-the-money European put. As long as these options are not too deep in-the-money that they have zero \( \Gamma \), then they can have both positive \( \Theta \) and positive \( \Gamma \).

**Answer 2.53:** If you said you have an 80% chance of getting $20, and a 20% chance of getting nothing, giving an expected payoff of $16, which you then discount at zero to get an answer of $16 for the call value, you are wrong! Sure enough, the call does have an expected payoff of $16 in the real world, but the discount rate is not zero. The discount rate is some leveraged version of the discount rate on the stock, and you do not know that information. Try again, then come back here for the answer below.

We do not know the discount rate on the stock. We do not know the discount rate on the option. We must use risk-neutral valuation. The risk-neutral probability \( \pi^* \) of an up move in the stock satisfies

\[
S = e^{-r(t\Delta t)} \{ \pi^* S u + (1 - \pi^*) S d \},
\]

that is, $100 = \pi^*$\$130 + (1 - \pi^*)\$70,

where \( r \) is the riskless rate (zero here), \( u \) is the multiplicative “up” growth factor in the stock (1.30 here), and \( d \) is the multiplicative “down” growth factor in the stock (0.70 here). See Crank (2009) or your favorite option pricing book for deeper details of binomial/lattice pricing. Simple algebra yields \( \pi^* = 0.50 \).

The value of the call is then

\[
C = e^{-r(t\Delta t)} \{ \pi^* \max(0, S_0 - X) + (1 - \pi^*) \max(0, S_0 - X) \}
\]

\[
= 1 \cdot [0.50 \cdot (130 - 110) + 0.50 \cdot (80)] = \$10.
\]

**Story:** 1. Man wore jogging suit to interview for position as financial vice president. 2. Interrupted to phone his therapist for advice on answering specific interview questions.

Interview Horror Stories from Recruiters

**Answer 2.54:** The product call pricing formula is so simple that you could simply say “here is the answer, it looks like regular dividend-adjusted Black-Scholes but you replace \( N(t) \) by the product \( S_I(t) \times S_2(t) \), and you replace \( \sigma \) by \( \sqrt{\sigma_1^2 + \sigma_2^2 + 2 \rho \sigma_1 \sigma_2} \) where \( \rho \) is the instantaneous correlation between the Wiener processes (i.e., Brownian motions) driving \( S_I \) and \( S_2 \), and of course the answer is symmetric in \( S_I, S_2 \), and their associated ‘dividend yields’.” However, the derivation is very instructive in risk-neutral pricing, PDE’s, and similarity solutions, and I cannot find it in my books so I think it belongs here.
One application of the product call is to the pricing of foreign equity options struck in a domestic currency (Haug [2007, pp.226–228]). For example, a US investor has the right to buy one share of NTT corporation stock (trading in Tokyo at JPY price $S_T$), but the call option strike price is in USD.\textsuperscript{58} In this case, the payoff is $\max[S_T(T) \times S_T(T) - X, 0]$, where $S_T$ is the JPY exchange rate, $S_T$ is the JPY price of NTT per share, and $T$ is the expiration date.

Make the following definitions:

\[
S_1(t) = \frac{\text{USD}}{\text{JPY}},
\]

\[
S_2(t) = \frac{\text{JPY}}{\text{Share of NTT}},
\]

\[
r_{US} = \text{US riskless interest rate}
\]

\[
r_{JP} = \text{Japanese riskless interest rate}
\]

\[
d = \text{NTT's continuous dividend yield}
\]

\[
s_1 = r_1 S_1 dt + \sigma_1 S_1 dw_1
\]

\[
s_2 = r_2 S_2 dt + \sigma_2 S_2 dw_2
\]

\[
\sigma_1 = \text{Volatility of } ds_1/S_1 \text{ process}
\]

\[
\sigma_2 = \text{Volatility of } ds_2/S_2 \text{ process}
\]

\[
r_1 = \text{Drift of } ds_1/S_1 \text{ process}
\]

\[
r_2 = \text{Drift of } ds_2/S_2 \text{ process}
\]

\[
\rho dt = E[\sigma_1 \sigma_2] \text{ = instantaneous correlation}
\]

\[
X = \text{USD-denominated strike price}
\]

So, what exactly are $r_1$ and $r_2$ in a risk-neutral world? The answer depends upon whether we look from a US or a Japanese perspective (Hull [1997, p301]). We shall use the US perspective. For $S_1$ from the US perspective, the risk-neutral process has $r_1 = r_{US} - r_{JP}$. For $S_2$ from the Japanese perspective, $r_2 = r_{JP} - d$, but from the US perspective, $r_2 = r_{JP} - d - \rho \sigma_1 \sigma_2$, where $-\rho$ is the instantaneous correlation between the Wiener processes driving the two JPY-denominated processes $S_2(t)$ and $\frac{S_T}{S_2}(t)$. This correlation is the negative of that between the Wiener processes driving $S_2(t)$ and $S_1(t) = \frac{S_2}{S_1}(t)$ (Hull [1997, p301]). Thus, the risk-neutral drifts from the US perspective are $r_1 = r_{US} - r_{JP}$, and $r_2 = r_{JP} - d - \rho \sigma_1 \sigma_2$.

but we shall continue to work with $r_1$ and $r_2$, and then plug these in at the end. From our stochastic calculus training we know that as long as dynamic replication is possible, then de-trended prices of traded assets are martingales.

\textsuperscript{58} Please note that this is not a quanto option. Quanto are currency translated options, and so is this, but a quanto takes the JPY price of the foreign security and simply replaces the JPY symbol with a USD symbol when calculating the payoff (Haug [2007, pp.228]; Hull [1997, p298]; Wilmott [1998, p155]). The JPY security payoff is said to be “quantoed” into USD.

in the risk-neutral economy (Huang [1992]; Crack [2009, section 4.4]). A bullet-point review is called for before proceeding.

- **RISK–NEUTRAL PRICING REVIEW**

- The technical requirement for dynamic replication to be possible is described nicely in Jarrow and Rudd (1983). Essentially, it requires that for very small time horizons the value of the derivative and the value of the underlying be perfectly linearly correlated. A diffusion or a simple jump process satisfies this, but if the underlying stock price follows a jump-diffusion process (regardless of whether the jump size is deterministic, stochastic, diversifiable, or non-diversifiable), then a replicating portfolio cannot be formed, and the no-arbitrage pricing method fails (Cox and Rubinstein [1985, chapter 7]; Morton [1992]).

- If dynamic replication is possible, then by no-arbitrage the value of the derivative equals the start-up cost of a replicating portfolio.

- If the replication recipe is known (perhaps via an equilibrium CAPM pricing approach as in the original Black and Scholes [1973] paper), then no two economic agents can disagree on the correct arbitrage-free price of the derivative. Thus, regardless of what we assume about the preferences of the agents in the economy, the pricing of the derivative will be the same.

- We ease our calculations substantially by proceeding as if the agents in the economy are risk-neutral.\textsuperscript{59} That is, although they see the risk, they ignore it completely.

- People in a risk-neutral economy care only about expected return. In equilibrium all traded assets must offer the same expected return (or investors would still be shorting low-yield securities to invest in high-yield ones and we would not yet be in equilibrium). Existence of a government-backed fixed-rate riskless asset means that the riskless rate is the equilibrium required return on all securities in this hypothetical world.

- If risk is not priced by agents in the economy, then traded security prices (including derivatives) are simply discounted expected payoffs where discounting uses the riskless rate, and all traded security prices are assumed to drift upwards at the riskless rate (less any dividend yield, of course—so that total yield is the riskless rate). If risk were priced, then discount rates would need to be risk adjusted, perhaps via the CAPM (Arnold, Crack and Schwartz [2009, 2010]).

- Let $B(t) = e^{rt}$ denote the price of a riskless money market instrument (i.e., you invest $1 at time 0, and it grows at riskless rate $r$). Then $B(t)$ drifts upward at the riskless rate. The money market account serves as a benchmark for performance in both the real and risk-neutral worlds.

\textsuperscript{59} Important: We are not assuming anyone is really risk-neutral. It is simply that options prices are immune to assumptions about risk preferences, and this proves to be a very helpful assumption.
It seems natural to express other asset prices in terms of prices of this asset.\(^6\) That is, instead of looking at security price \(P(t)\), look at \(\frac{P(t)}{P(0)}\).

- With \(B(t)\) drifting upward at the riskless rate, and \(P(t)\) expected to drift upward at the same rate in equilibrium in the risk-neutral world, it follows that \(\frac{P(t)}{P(0)}\) is expected to have no drift. That is, for any \(\Delta t > 0\),
  \[
  E^* E^* \left[ \frac{P(t + \Delta t)}{P(t)} \right] B(t + \Delta t) = \frac{P(t)}{B(t)},
  \]
  where \(E^*\) denotes expectation in the risk-neutral world.

- Let \(P^1(t) = \frac{P(t)}{P(0)}\), then the previous result says that for any \(\Delta t > 0\),
  \[
  E^* E^* \left[ P^1(t + \Delta t) \right] P^1(t) = P^1(t).
  \]
  That is, the best guess of where \(P^1\) will be in the future (in the risk-neutral world) is where it is today. This is akin to the efficient markets hypothesis. A random variable with this property is called a “martingale.”

- When we assume that traded securities’ prices have required returns equal to the riskless rate in the risk-neutral world, we are really just redistributing the probabilities we associate with possible final security price outcomes.\(^4\) However, some things stay the same. For example, if a stock price outcome occurs with probability 0 in the real world, then it still occurs with probability 0 in the risk-neutral world (thus, the range of possible outcomes does not change, only their probability of occurrence; and the transformation of probabilities moves the expected return on IBM, say, from 12% per annum to whatever the T-bill yield happens to be). Similarly, if a stock price outcome occurs with probability 1 in the real world, then it still occurs with probability 1 in the risk-neutral world.

- In probability theory, a mathematical function that allocates probability weight to outcomes in the sample space is called a “measure.” Two measures that reassigned probabilities to outcomes without changing the range of possible outcomes (as above) are called “equivalent measures.”\(^5\)

- Thus, in the risk-neutral world, we reallocate probabilities in an equivalent manner (i.e., same range of possible outcomes), and the price of any traded asset—when “de-trended” by the money market account—follows a martingale. The probability measure (i.e., allocation of probabilities to outcomes) in the risk-neutral world is thus called an “equivalent martingale measure.” You see this expression in the more advanced literature.

---

\(^6\)This is referred to as a change of “numeraire.” A numeraire is a base unit of measurement. This is similar to changing units of measurement from USD to GBP, say, except that here we choose a USD-denominated money market account instead of GBP.

\(^4\)Note the word “traded” here. A futures price, for example, is not the price of a traded asset, so its drift need not be r.

The time-$t$ value of the European-style product call expiring at time-$T$ is simply its discounted expected payoff in a risk-neutral world:

$$V(S_1(t), S_2(t), t) = e^{-r(T-t)} E^*[\max\{S_1(t)S_2(t) - X|\mathcal{F}_t\}],$$

where $E^*$ denotes expectation taken with respect to the risk-neutral probability measure from the US perspective, and $\mathcal{F}_t$ is the time-$t$ information set. We could work this out directly (it would be a double integral with respect to the two Brownian motions), but let us instead use the PDE approach.

Given the nature of the product contract, I am going to guess that the solution is a function of only two variables, not three: $V(S_1, S_2, t) = \kappa H(\eta, t)$ for some constant $\kappa$ and $\eta = S_1 - S_2$ (see analogous guess in Merton [1998, p155]). I will need to use Itô’s Lemma soon so I will now work out all the partial derivatives for the change of variables:

$$\frac{\partial \eta}{\partial S_1} = \frac{\partial \eta}{\partial S_2} = \frac{\partial \eta}{\partial t},$$

$$\frac{\partial \eta}{\partial t} = \frac{\partial \eta}{\partial S_1} = \frac{\partial \eta}{\partial S_2} = \frac{\partial \eta}{\partial \theta},$$

$$\frac{\partial^2 \eta}{\partial S_1^2} = \frac{\partial^2 \eta}{\partial S_2^2} = \frac{\partial^2 \eta}{\partial t^2},$$

and $\frac{\partial^2 \eta}{\partial S_1 \partial S_2}$ is unchanged.

From our risk-neutral pricing review, we know $Ve^{-rT}$ is a martingale in the risk-neutral world, so it has no time trend. We need only find the coefficient of $dt$ in $d[Ve^{-rT}]$ and equate it to zero. There are two Brownian motions, so we need the two dimensional Itô’s Lemma (Merton [1992, p122]; Hull [1997, p304]), and $d[Ve^{-rT}]$ is itself a geometric Brownian motion (GBM):

$$d[Ve^{-rT}] = -rSVe^{-rT}dt + e^{-rT}dV,$$

$$\text{Itô} \quad -rSVe^{-rT}dt + e^{-rT} \times \left( \frac{\partial V}{\partial t} + \frac{\partial V}{\partial \theta} d\theta + \frac{\partial V}{\partial S_1} dS_1 + \frac{\partial V}{\partial S_2} dS_2 \right) + \frac{\partial^2 V}{2 \partial S_1^2} (dS_1)^2 + \frac{\partial^2 V}{2 \partial S_2^2} (dS_2)^2 + \frac{\partial^2 V}{2 \partial S_1 \partial S_2} dS_1 dS_2,$$

and we used the earlier definitions of $dS_1$ and $dS_2$ and $\gamma$ and $\theta$. We now take the time trend coefficient of $dt$, equate it to zero, use the change of variables $V(S_1, S_2, t) = \kappa H(\eta, t)$, where $\eta = S_1 - S_2$, and drop the common terms $e^{-rT}$:

$$-rSVe^{-rT} H_t + rS_1 S_2 H_t + rS_1 S_2 H_\gamma + \frac{1}{2} \gamma^2 S_1^2 H_\eta + \frac{1}{2} \gamma^2 S_2^2 H_\eta = 0$$

Now collect terms and use $\eta = S_1 - S_2$:

$$H_t + \eta H_\gamma + \frac{1}{2} \gamma^2 H_\eta = 0$$

Now plug in $r_1 = r - \kappa\sigma_1\sigma_2$ and $r_2 = \kappa\sigma_1\sigma_2$ and let $\sigma' = \sqrt{\gamma^2 + \kappa^2}$ and $2\kappa\sigma_1\sigma_2$ to deduce

$$H_t + \eta H_\gamma + \frac{1}{2} \sigma^2 H_\eta = 0.$$
Advice: As an interviewer, I find telephone interviews difficult. Body language and nuances of voice are lost. Be sure to use a landline not a mobile/cell, hold the speaker close to your mouth, and speak a bit louder than usual.

Answer 2.55: An Asian option is an average rate option. The underlying is a time series average of prices. Changes in average prices are much less volatile than changes in consecutive prices. Other things being equal, this lower volatility makes Asian options less expensive than plain vanilla options.

Answer 2.56: If the riskless rate is positive, and there are no dividends, early exercise is not optimal for an American-style call, and the European and American call have the same value. If the riskless rate is zero, then there is no incentive for early exercise of an American-style put. In this case, the European and American put have the same value.

Of course, that’s little consolation to you if you are short an American-style option, a retail investor decides to exercise non-optimally, and you are assigned.

Answer 2.57: The one thing to watch out for here is that there are \((N+1)\) terms in the summation in both cases.

In the case of a recombining tree the answer is 1 + 2 + 3 + 4 + \cdots + N + (N + 1) = \frac{N(N + 1)}{2} + (N + 1) = \frac{N(N + 1) + 2}{2} (using the answer to Question 1.2 but with \((N + 1)\) in place of \(n\)).

In the case of the non-recombining tree, there are \(2^0 + 2^1 + 2^2 + \cdots + 2^N = \sum_{i=0}^{N} 2^i\) nodes. There is a simple trick to get this last result if you cannot recall it. Let \(S = \sum_{i=0}^{N} 2^i\), then multiply both sides by 2: 2\(S = \sum_{i=0}^{N} 2^i\). The RHS is just \(S - 1 + 2^{N+1}\), so you have \(2S = S - 1 + 2^{N+1}\), and you can solve directly for \(S\).

Just out of interest, let me mention that this question came from a big name investment bank, and the candidate who answered it got both answers wrong. He did not realize it at the time and was not told he was wrong by the interviewer. A simple manual check of the formula compared to a diagram in the case \(N = 1\) or \(N = 2\) would have been enough to show him he was wrong!

Answer 2.58: The derivatives will give more leverage than the stock, so you should use a derivative. If you can only go long, then buying a call option is expensive because you are paying for the embedded downside protection of a put option via put-call parity type arguments (see Cochran [2009, section 3.6]). With non-stochastic interest rates, the forward and futures prices are the same (Cox and Rubinstein [1985, p62]). It comes down to a question of margin/collateral. If the forward contract requires no collateral, and the futures contract requires a margin deposit, then the forward contract will provide more “bang for your buck.”

Answer 2.59: There is not enough information to pinpoint a value. The interviewer wants a directional answer only and an explanation. So, if you are pecking here for advice, then go away and figure out only whether the call price should rise or fall.

Most stocks have positive betas, and the call option (as a leveraged investment in the stock) will therefore have a very large positive beta and a high positive expected return. For example, suppose a $50 stock has a beta of \(\beta_S = 1.10\). Then an at-the-money six-month European call option on the stock (assume \(r = 0.05\), \(\sigma = 0.30\) has a beta of \(\beta_C = 1.79\) under Black-Scholes assumptions.\footnote{\textsuperscript{63} This is an “instantaneous beta” because as soon as the stock price changes, the degree of leverage in the call changes and the call’s beta changes (but it will still be higher than the stock’s beta). So, the expected return on the option is positive and tomorrow’s expected price is higher than today’s.} This is an “instantaneous beta” because as soon as the stock price changes, the degree of leverage in the call changes and the call’s beta changes (but it will still be higher than the stock’s beta). So, the expected return on the option is positive and tomorrow’s expected price is higher than today’s.

Answer 2.60: How can we reconcile the question of whether the call price expected to rise or fall with negative theta (i.e., time decay)? An option’s theta is the sensitivity of the option price to the passage of time holding all else constant. You cannot look at this in isolation because all else is not held constant over the next 24 hours. To reconcile the positive expected return on the option with the negative theta, we need a formula that uses a total differential.

If we were working with deterministic functions, we would simply write

\[
dc = \frac{\partial c}{\partial t} dt + \frac{\partial c}{\partial S} dS = \Theta dt + \Delta dS. \tag{1}
\]

We could then talk about how delta is positive (i.e., \(\Delta \equiv \frac{\partial s}{\partial S} > 0\)) and how the expected value of \(dS\) is positive (because stock price is expected to rise on average) and how this outweighs the negative time decay term (i.e., the negative theta: \(\Theta \equiv \frac{\partial c}{\partial t} < 0\)) and so on. This is, however, quite wrong here!

Continuing with the numerical at-the-money call example from Answer 2.59, on the stock with beta 1.10, and using a 10% expected return for a CAPM Market portfolio (see notes at the end of this section), I have the following numbers: \(\Theta = -3.357292, \Delta = 0.588589, E(dS) = 0.013679\) (see notes at end of this question). So, \(\Delta E(dS) \approx 0.000851\), but \(\Theta dt \approx -0.014677\), so the total differential above (i.e., equation (1)) would give \(E(dc) = -0.000626\) which contradicts that fact that the expected return on the call is positive.

What is missing is that the total differential above (i.e., equation (1)) applies only to deterministic functions. The call price is stochastic, driven by the stochastic \(S\). We cannot use the stated total differential because it has a term
missing! We need Itô’s Lemma:

\[
dc = \frac{\partial c}{\partial t} dt + \frac{\partial c}{\partial S} dS + \frac{1}{2} \frac{\partial^2 c}{\partial S^2} (dS)^2
\]

\[
= \Theta dt + \Delta dS + \frac{1}{2} \Gamma (dS)^2,
\]

where \( \Gamma = \frac{\Sigma^2}{2} \). Continuing the numerical example above, we have \( \Gamma = 0.036681 \), and \( E[(dS)^2] \approx 0.013679 \) (see notes at end of this question), so then we get

\[
E(dc) = \Theta dt + \Delta E(dS) + \frac{1}{2} \Gamma E[(dS)^2]
\]

\[
\approx \left( -5.357262 \cdot \frac{1}{365} \right) + (0.588859 \cdot 0.013679)
\]

\[
+ \left( \frac{1}{2} \cdot 0.036681 \cdot 0.013679 \right)
\]

\[
= -0.014677 + 0.008051 + 0.011317
\]

\[
= 0.004669.
\]

This is roughly a 10 bps increase in value from \( c = 3.817438 \). That is, the time decay contributes a negative component to the expected change in the call price, but the expected values of the stochastic terms contribute positive values that more than offset the time decay.

In simple terms, the contributions to the expected change in call price are:

- a negative term for the time decay, a positive term for the call’s delta and the positive expected return on the stock, and a positive return for the call’s gamma and the volatility of the stock.

**Notes for readers who want more details:** My numerical example is given to make the analysis concrete and to show relative magnitudes: I have given many decimal places so you can reproduce it. No interviewer expects this sort of detail. The numerical example uses \( dt = \frac{1}{365} \) but this infinitesimal notation is not strictly correct for a non-infinitesimal time step. The same can be said of using the notation \( dS \) and \( dc \) for non-infinitesimal moves in the stock and call prices, respectively. I am simply going to ignore this loose use of notation and continue. If you are not happy with that then you are not ready to interview with a finance firm. I gave numbers for \( E(dS) \) and \( E[(dS)^2] \) without saying where they came from. Here are the minimum details: If \( \mu \) is expected return on the stock such that \( E[S(t + dt)] = S(t) e^{\mu dt} \), then in a Black-Scholes world we may write (loosely) \( S(t + dt) = S(t) e^{(\mu - 0.5\sigma^2) dt + \sigma \sqrt{dt}} \), where \( \sigma \sim N(0, 1) \). In this case, \( dS = S(t + dt) - S(t) \), and we can use the properties of Normal and Lognormal distributions (see Question 4.22) to deduce that \( E(dS) = S(t) \sigma e^{\sigma^2 dt} \) and \( E[(dS)^2] = S(t)^2 (e^{2\mu + \sigma^2 dt} - 2e^{\mu dt} - 1) \). You can also reproduce the value of \( E(dc) \) almost exactly by using the CAPM information in the answer. Note however that the \( E(dc) \) number implied by

the CAPM will match the \( E(dc) \) value calculated using Itô’s Lemma only in the limit as \( dt \to 0 \).

If you want to use the CAPM then you should use what approximates an instantaneous CAPM (a CAPM defined only over the time step \( dt \)). I used \( dt = \frac{1}{365} \), \( r = 0.05 \), \( RF = e^{rdt} - 1 \), \( r_M = \ln(1 + 0.10) \), \( E(R_M) = e^{\mu dt} - 1 \), \( \beta_{S,\text{simple}} = RF + \beta_0 (E(R_M) - RF) \), \( \mu = \frac{1}{2} \ln(1 + \beta_{S,\text{simple}}) \), \( \beta_0 = \Delta \cdot \beta_0 \), \( \mu_{c,\text{simple}} = RF + \beta_0 (E(R_M) - RF) \), \( E(dc)_{\text{CAPM}} = c \cdot \mu_{c,\text{simple}} \).

Support the author!
If you like this book, buy a copy!

---

\(^{44}\)This is because the CAPM relationship between \( \beta_0 \) and \( \beta_S \) given in Footnote 63 is only true in an instantaneous CAPM, and this holds only for an infinitesimal time step. If I look at the ratio of the \( E(dc) \) from the CAPM argument to that from the Itô’s Lemma argument, I get 97.65098% for \( dt = \frac{1}{365} \), 99.76033% for \( dt = \frac{1}{100} \), 99.97692% for \( dt = \frac{1}{10} \), 99.99706% for \( dt = \frac{1}{100} \), and 99.99998% for \( dt = \frac{1}{1000} \).
Appendix C

Other Financial Economics Answers

This appendix contains answers to the questions posed in chapter 3.

Answer 3.1: This is a very old problem, and a common interview question. The probability that the first head occurs on toss $k$ is $\left(\frac{1}{2}\right)^k$; this event carries with it a payoff of $2^k$. The contribution of toss $k$ to the expected payoff is thus $\left(\frac{1}{2}\right)^k \times 2^k = 1$. This is the same for each $k$. The expected payoff to the game as a whole is the summation over all $k$ of these payoffs. This is $1 + 1 + 1 + \cdots = \infty$. The expected payoff to the game is infinite!

This is called the “St. Petersburg Game.” The fact that the expected payoff to the game is infinite, and that no one in his or her right mind would pay more than a few hundred dollars to play, is why it is sometimes called the “St. Petersburg Paradox.” There are several ways that you can think about this sensibly.

One way is to note that “value” is not the same thing as “expected payoff”; 1
value equals utility of expected payoff. Most people cannot distinguish between very large amounts of money. This means that $2^{50}$ is not worth twice $2^{49}$. However, these very large amounts are counted in exactly this way when calculating expected payoff to the game as a whole. If you think that $2^k = 2^{50}$ (essentially) for all $k \geq 50$, then the expected payoff to the game is finite:

$$50 + 2^{50} \times \left( \frac{1}{2^{51}} + \frac{1}{2^{52}} + \frac{1}{2^{53}} + \cdots \right) = 51$$

A spread could be quoted around this, maybe ($10, $200). How much would you pay your customer to play? How much would you charge your customer?

\[1\] It is important to note that the Weak Law of Large Numbers fails if the expectation is not finite (Feller [1968, pp251]).
\[2\] Bernoulli ([1738]; [1854]) suggests that utility of payoffs should depend upon how wealthy you are. For a practitioner’s view of utility, see Kritzman (1992a).
A second way to think about this is in terms of default risk. We need to quote the bid (what we pay) and the ask (what the customer pays). For the bid, it is the customer’s default risk we need to worry about. Let us assume a wealthy customer who defaults above one million dollars. In this case, the customer defaults after (about) 20 tosses. Assuming the investment bank is of large scale, a payoff from the customer between two dollars and one million dollars is of relatively small size. The investment bank takes such bets every day, and this one is uncorrelated with all the others. At this level, we could argue that the investment bank is risk-neutral and so the bid is exactly $20 with no risk premium.

For the ask, it is the company that risks bankruptcy and default. Let us assume that the company files for bankruptcy after losing one billion dollars (on the order of magnitude of Barings, and Metallgesellschaft)—approximately $2^9. The expected value of the game to the customer is thus about $30—the bank defaults after 30 tosses. However, your career and the holdings of all the shareholders can be destroyed by this bet, so you had better add a considerable risk premium. You might want to go all the way up to $200 and quote a bid-ask of ($20, $200)—it depends upon your degree of risk aversion.

Each of these two solutions uses a truncation method. Another related way to think about this is in terms of feasibility. If it does more than 50 tosses to get a head, then the payoff is not feasible because $2^9 is more dollars than there are atoms in the universe, and whoever sold the ticket to the game is—by the laws of physics—unable to pay. See also Feller (1968, pp251–253).

Answer 3.2: This is a frequent question. Assuming continuously compounded returns follow an arithmetic Brownian motion (see Crank [2009]), variance of returns grows linearly with the compounding period. This is because consecutive returns in a random walk are independent, and the variance of a sum of independent random variables is just the sum of the variances. This means that the four-year $\sigma^2$ equals four times the one-year $\sigma^2$. It follows that the four-year $\sigma$ is two times the one-year $\sigma$. The answer is, therefore, 20%. See also Question 2.18.

Answer 3.3: This is a very common term-structure question. You should be able to do this in your head almost instantly. Think of it this way: the rate over the first five years and the rate over the second five years must average out to give the rate over the full 10 years. That is, the average of 10% and the unknown forward rate must give 15%. The unknown must be 20%. To work it out quickly, note that the unknown (20%) is as far above the average (15%) as the known (10%) is below it.

In fact, if you work it out exactly, the forward rate is

$$\left[ \frac{1.15}{1.10} \right]^{\frac{1}{5}} - 1 = 20.227\%.$$ 

*Thank Olivier Ledoit for suggesting this solution technique. I am responsible for any errors.

You are making a “first-order” approximation when you do the simple averaging, but you end up quite close. For a practitioner’s viewpoint on the term-structure of interest rates, take a look at Kritzman (1993b).

Answer 3.4: There are many different types of bond yield. The “yield” on a bond is usually the “internal rate of return” or “yield-to-maturity” or “promised yield” ; it is what you earn if you hold the bond to maturity assuming a constant reinvestment rate. In practice, given that reinvestment rates can vary significantly from your initial promised yield, your actual return can be higher or lower.

The “rate of return” on a bond is the internal rate of return of the realized cash flows to the bond-holder including reinvestment. If the bond is sold before maturity, the (realized) rate of return can be positive or negative.

Suppose you buy a bond promising 5%, but interest rates rise dramatically soon after your purchase. If you then sell the bond, you record a capital loss and a negative rate of return. However, if you hold the bond to maturity, you get your promised 5% plus a bit more because of higher reinvestment rates on the coupons.

Answer 3.5: Chaos theory came out of MIT in the early 1980’s. Professor Edward N. Lorenz (Professor Emeritus in the department of Earth, Atmospheric and Planetary Science from 1987 until his death in early 2008) discovered that computer-simulated nonlinear mathematical equations describing the evolution of weather patterns are very sensitive to the starting values of the variables (Lorenz [1963]).

This “sensitive dependence on initial conditions” is the first of three characteristics most often associated with chaos theory. The second characteristic is that the nonlinear systems describing chaotic systems are non-random. That is, they are “deterministic,” not “stochastic.” However, the output of the (often very simple nonlinear) systems can appear quite random. The third characteristic is “self-similarity”: the physical system looks similar at different levels of magnification. It is self-similarity that gives rise to the “fractals” that you may have seen elsewhere. Fractals are often associated with the mathematician Benoit Mandelbrot (still a Professor Emeritus of Mathematics at Yale in 2009).

There are several different definitions of “chaos” in the literature. These definitions are beyond the scope of this book. See Brock et al. (1991, pp8-17) for further details. For a low-level broad introduction to chaos, see Gleick (1987).

Can you use chaos theory in finance? This was a hot topic in the late 1980’s and early 1990’s. Many academic economics and finance papers were written on the subject. The few that made any sense found nothing reliable. The
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others were written by ignorant people who jumped on the bandwagon; they should never have published their empty papers.

After reading more than 150 journal articles and half a dozen books on chaos theory and writing a 100-page Masters-level thesis on chaos theory applied to financial economics and publishing one paper in the Journal of Finance, I am quite pessimistic. My co-author and I hypothesized considerable discretion-induced bias in the popular “BDS test” for chaos in equity data (Crack and Ledoit [1996]). Our hypothesis has now been confirmed (Krämer and Runde [1997]).

If you want to predict stock returns, I recommend that you use neural nets or some other nonlinear technique. In my opinion, any predictability that you can discern with chaos theory (e.g., “nearest neighbor” prediction techniques) is better investigated using the other nonlinear techniques available to you. Give it up—chaos theory is great in the physical sciences, but it is a lost cause in finance.

**Answer 3.6:** Look at Table C.1 on page 180. The slope of the price—yield term curve is $-\frac{D}{(D+1)}P$, where $D$ is Macaulay duration, $P$ is bond price, and $r$ is yield. Changing slope (i.e., curvature) is driven almost entirely by changing $P$, because Macaulay duration, $D$, changes very little with changing yield, $r$ (Crack and Nawalkha [2001]). $D$ does, however, fall slowly with rising yield for a standard bond with coupons, and this does contribute marginally to curvature. Note that curvature (i.e., changing slope) of the plot does not always imply that the Macaulay duration of a bond is changing [Crack and Nawalkha [2001]! This is a common misconception (it is easy to misconstrue this in Fabozzi and Fabozzi [1985, pp.67–98]). For example, consider a zero-coupon bond with ten years to maturity. The plot of bond value versus bond yield is downward sloping with curvature. Whatever the yield, however, the bond’s duration is ten years because it is a ten-year zero.

A mathematical explanation of the convexity: you know that the curve slopes downward, it goes to a vertical asymptote at yield $-1$ and a horizontal asymptote at yield infinity. You know that the curve must be smooth because the pricing relationship is simple and well-behaved. The only way to get a well-behaved smooth curve in this situation is to have it be convex.

**Answer 3.7:** This question is an interesting intersection of theory and empirical reality. The question is not necessarily well-posed, but you should do your best to answer it. I give what I think is the best answer possible.

If the empirical security market line (SML) is wholly above the theoretical one, this means that stocks are under-priced relative to the CAPM. I propose two possible causes: First, maybe there is only one risk factor (the Market), but market participants require higher compensation per unit of beta-risk than suggested by the CAPM; second, maybe there is more than one risk factor, and market participants require compensation for factors not mentioned by the CAPM. Conversely, if the empirical SML is wholly below the theoretical one, then stocks are over-priced relative to the CAPM. In this case, market participants do not require as much compensation per unit of beta-risk as theory suggests.

I think the best answer is to say that the CAPM does not account for all priced risk factors. It is likely, however, that beta is priced. It follows that stocks require a premium over and above that suggested by CAPM, and you could think of this as an empirical SML plotting above the theoretical one. For more on factor models and estimation, see Kritzman (1993a).

There have been several papers pronouncing the CAPM either dead or alive (Wallace [1980]; Fama and French [1992]; Black [1993]; Fama and French [1996]). For a friendly introduction to the CAPM, see Mullens (1992). Ferguson and Shek (2001) show that even if the traditional single-factor CAPM holds, use of an equity-only proxy for the World Market Portfolio of Risky Assets leads to an errors-in-variables mis-estimation of CAPM betas. This error in turn means that variables related to leverage will help to explain returns because they serve as instruments for the missing beta risk. The upshot of all this is that many empirical anomalies we see are in fact consistent with the single-beta CAPM.

You should note that there are some theoretical problems with both the question and my answer. It is quite difficult (if not impossible) to get either of the empirical SML’s mentioned. This is not because the CAPM is “correct,” or because there is only one risk factor. Rather, it is because there is a very tight mathematical relationship between betas and returns (Sharpe [1964]; Roll [1977a]). You would certainly need that the market proxy is not mean-variance efficient to get the plots suggested. It is probably not sufficient to simply assume that there are risk factors not accounted for by the CAPM. Go with the answer above, but realize that there is more here than meets the eye.

**Answer 3.8:** This question is very similar to Question 3.3 (and is just as common). You should be able to do it in your head almost instantly. If you cannot, then go back and try Question 3.3 again before reading on.

The rate over the first year and the rate over the second year must average out to give the rate over the full two years. That is, the average of 7.15% and the unknown forward rate must give 7.60%. The unknown rate must be around 8.05% (remember, it is as far above 7.00% as 7.15% is below 7.00%).

In fact, if you work it out exactly, the forward rate is

$$\frac{(1.0760)^2}{(1.0715)^1} - 1 = 8.052\%.$$

You are making a “first-order” approximation when doing the simple averaging, and the answer is quite accurate.
Answer 3.9: This is introductory finance theory; it uses no-arbitrage and not much more. Assume for the sake of simplicity that interest rates are constant at r per unit time, today is time t, and the forward contract matures at time T. The forward price, \( F(t, T) \), is related to the spot price, \( S(t) \), as follows:
\[
F(t, T) = S(t)e^{r(T-t)} \geq S(t)
\]
The discount bond sells at a forward premium because of no-arbitrage.
The coupon bond is a different story. If you assume a continuous coupon of \( p \) per unit time, then the forward price, \( F(t, T) \), is related to the spot price, \( S(t) \), as follows:
\[
F(t, T) = S(t)e^{r(T-t)} \leq S(t),
\]
where the inequality follows because we were told that \( r \leq p \). The coupon bond sells at a forward discount because of no-arbitrage.
For a practitioner’s view on futures, forwards, and hedging, see Kritzman (1993c).

Answer 3.10: This is a classic question, and a very good test of your dexterity with elementary finance theory. If you have not yet figured it out, and you are peeking at the answers for a hint, I strongly recommend that you go back to the question and try again; read no further. If you are still reading, here is a hint: think about your investment horizon, and an immunization strategy. Now go back and try again.

Your investment horizon is very short. You want to profit from the change in the relationship between short- and long-term rates. However, you want to protect yourself from the level of the yield curve. That is, you want your investment portfolio to be insensitive to parallel shifts in the yield curve, but positively sensitive to a steepening. This suggests that you should go short long-term debt, go long short-term debt, and match both the duration and price of the positions (i.e., use very low coupon short-term debt and very high coupon long-term debt).5

You may think of this as a “zero-duration” portfolio (to match your horizon). However, in just the same way that a zero net investment stock portfolio has no well-defined beta but can still be market-neutral, a zero net investment bond portfolio has no well-defined duration but can still be insensitive to parallel shifts in the yield curve.

Traders tell me that this strategy originated with the Solomon Bond arbitrage (“bond-arb”) group. However, it is now so well known that profits may be slim.

For more on “Yield Curve Strategies,” see the excellent papers by Jones (1991) and Litterman and Scheinkman (1991). Jones describes the statistical relationship between changes in level, slope, and curvature of the yield curve.

---

Answer 3.11: For a standard bond, the Macaulay duration (Macaulay [1938]) is just the weighted-average term-to-maturity of the bond:
\[
D = \frac{\sum_{t=1}^{T} \frac{C_t}{(1+r)^t}}{\sum_{t=1}^{T} \frac{C_t}{(1+r)^t}} = \frac{\sum_{t=1}^{T} \omega_t \times t}{\sum_{t=1}^{T} \omega_t}
\]
and \( C_t \) are the cash flows (both coupon and principal). The weights \( \omega_t \) are applied to the timing of the bond’s cash flows. Each weight is equal to the present value of the particular cash flow as a proportion of the total value of the bond. It follows that the duration of a zero-coupon bond equals its term-to-maturity—because the weight of the final cash flow is unity (i.e., +1).

Duration is measured in units of time, as is the term-to-maturity.6

Duration is a measure of how sensitive a bond’s price is to changes in interest rates. Duration is related to, but differs from, the slope of the plot of bond price versus yield-to-maturity.

I find the following construction to be an instructive way of understanding how duration works.7 Suppose that you have a liability due in the future and that you buy a bond now with the intention of using the bond (and its accumulated coupons) to meet the liability (the maturity of the bond is assumed to be greater than or equal to the maturity of the liability). Suppose that the present value of the bond is identical to the present value of the liability. Suppose that you open a bank account that earns the market interest rate (the yield-to-maturity of the bond). You deposit all cash in-flows from the bond in the bank account and let them compound through time (with no taxes or transaction costs). When your liability fails due, you sell your bond and close your bank account. Call the proceeds of the bond sale together with your final bank balance the “Terminal Value.”

Can you meet your liability with the Terminal Value? Well, there are two risks involved. A fall in interest rates immediately after you purchase the bond pushes up the price at which you are able to sell your bond. However, a fall in interest rates also decreases your final bank balance because you earn less interest on the coupons. The opposite obtains with a rise in interest rates. That is, higher interest rates decrease the price at which you can sell the bond, but your your bank account. Call the proceeds of the bond sale together with your final bank balance the “Terminal Value.”

Price risk and coupon reinvestment rate risk have opposite influences on the Terminal Value. The Terminal Value differs depending upon which influence is

---

5Duration is usually measured in years, but this is not essential. If the dummy variable \( t \) in the formula counts half-years (so \( T = 20 \) for a 10-year bond), then a 10-year zero will have duration 20 (half-years). The only reason I mention this is that when valuing semi-annual bonds, you do sometimes count in half-years, and this can lead to confusion in the duration calculation. Obviously 20 half-years is the same as 10 years.

6I have never seen this construction using an artificial bank account in any literature.
strongest. It can be proved that if your liability falls due before the weighted-average term-to-maturity of your bond, the price risk has the stronger influence on Terminal Value. If your liability falls due after the weighted-average term-to-maturity of your bond, the coupon reinvestment rate risk has the stronger influence on Terminal Value. If your liability falls due precisely at the weighted-average term-to-maturity of the bond, the Terminal Value is relatively insensitive to an immediate change in interest rates.

By definition, the weighted-average term-to-maturity of the bond is just its Macaulay duration. This means that if you know when your liability falls due, you should provide for it by purchasing bonds with a duration equal to your investment horizon. You are “immunized” against a change in interest rates if the duration of your bond portfolio equals your investment horizon.9

I must emphasize that the bank account/Terminal Value construction is an artificial one. The fact that you must rebalance your position as time passes (in order to remain immunized) means that you cannot stick with the same bond until the liability is due. Indeed, the only bond that you can hold until the liability falls due (while remaining immunized) is a zero-coupon bond with maturity equal to the maturity of the liability; and in this case, the absence of coupons removes the need for the bank account in the construction.

Thus, the bank account/Terminal Value construction tells you how sensitive the Terminal Value is to an immediate parallel shift in the term-structure; for it is only in the immediate future that your chosen bond portfolio is immunized. This means that: if you can, open a bank account that pays the yield-to-maturity on your bond, purchase a bond with duration and present value the same as those of the liability, and deposit all coupons in the bank account until the liability falls due—then, if there is only and only one parallel shock to the flat term-structure of interest rates between now and your liability falling due and if that single shift in interest rates occurs immediately, the Terminal Value will meet your liability. If anything else happens, you may be in trouble.

Other things being equal, duration increases with increasing term-to-maturity.9 Other things being equal, duration decreases with increasing coupons (larger cash flows early on decrease the proportional importance of the repayment of principal at maturity).

Compared to duration, convexity is a higher-order measure of sensitivity of bond price to interest rates. Convexity measures the rate at which the sensitivity of bond price to interest rates changes with changing interest rates.10 Convexity is related to, but differs from, the rate of change of slope of the plot of bond price versus yield-to-maturity. See the summary in table C.1. For a practitioner’s view of Macaulay duration and convexity, see Kritzman (1995b).11

How do the definitions of duration and convexity arise? Suppose the price of a bond, \( P \), is expanded in terms of yield-to-maturity, \( r \), using a second-order Taylor series (that is, one that stops at the quadratic term):12

\[
P(r + \Delta r) - P(r) \approx \frac{\partial P(r)}{\partial r} \times \Delta r + \frac{\partial^2 P(r)}{\partial r^2} \times (\Delta r)^2
\]

Letting \( \Delta P \equiv P(r + \Delta r) - P(r) \), use \( P(r) = \sum_{i=1}^{T} \frac{C_i}{(1 + r)^i} \) to find that13

\[
\Delta P \approx -\Delta r \sum_{i=1}^{T} \frac{t \times C_i}{1 + r} + \frac{(\Delta r)^2}{2} \sum_{i=1}^{T} \frac{t \times (t + 1) \times C_i}{(1 + r)^i}
\]

Now divide both sides by \( P \) to get

\[
\frac{\Delta P}{P} \approx \frac{-\Delta r}{1 + r} D + \frac{(\Delta r)^2}{2} \frac{C_i}{(1 + r)^i}
\]

where

\[
D \equiv \frac{1}{P} \sum_{i=1}^{T} \frac{t \times C_i}{1 + r} \frac{1}{1 + r}^i
\]

is the standard Macaulay duration, and

\[
C \equiv \frac{1}{(1 + r)^2} \sum_{i=1}^{T} \frac{t \times (t + 1) \times C_i}{(1 + r)^i}
\]

is a measure of curvature, or “convexity,” in the plot of bond price versus yield-to-maturity. Other things (i.e., duration and price) being equal, \( C \) increases

9Please note that an initial immunized position protects you from exactly one parallel shock to a flat term-structure. You are no longer immunized after a shock has hit. You get your planned future value only if no more shocks hit. You must re-balance after each shock to stay immunized. In fact, to stay immunized, you must re-balance even if no shocks hit. This is because changes in bond duration are not generally in lock-step with the passage of time. Thus, your horizon and your bond’s duration decrease at different speeds, and you become non-immunized.

9Deeply discounted coupon bonds (bonds paying coupons for below current market rates) can be an exception (Fisher and Weil 1971, table 4, p418).

10Strictly speaking, this is not true. See Crank and Naylorha (2001) for details.

11The standard Macaulay duration is a relatively simple concept. People on The Street expect you to know that they use more complex tools. For example, the standard Macaulay duration can be generalized to allow for immunization against parallel shifts in yield curves that are not flat. This generalization was originally proposed by Macaulay (1938), but was made popular by Fisher and Weil (1971). An even more sophisticated measure of duration is presented by Cox, Ingersoll, and Ross (1979). Duration measures for bonds with embedded options are also important (Mebsho and Homafar 1990).

12Note that this is similar to expressing the change in the price of a call option (given a change in the level of the underlying) in terms of the “delta” and the “gamma.” The delta is the rate of change of call price with respect to underlying, and the gamma measures the “convexity” of call price with respect to underlying.

13I used the result \( \sum_{n=i}^{N} \frac{1}{(1 + r)^n} = \frac{(1 + r)^N - 1}{(1 + r) - 1} \) and an analogous result for \( \sum_{n=i}^{N} \frac{t \times C_i}{(1 + r)^n} \).
with increasing coupons. Even a zero-coupon bond has positive convexity (because $C_1 = C_2 = \ldots = C_{T-1} = 0$, but $C_T = FACE > 0$).

In addition to immunization, duration and convexity enable you to estimate the impact on bond price of a change in interest rates. A “first-order” estimate uses duration; a “second-order” estimate uses duration and convexity. Higher-order approximations are more accurate.

Take a 20-year bond paying an annual coupon of 7%. Assume a face value of $1,000. Assume that the term-structure is flat at 10%. The price of the bond is $744.59 under these assumptions.

If the entire term-structure rises by one percentage point (i.e., 0.01), what is the new price of the bond? This can be estimated using the equation we derived previously:

$$\Delta P \approx \frac{-\Delta r}{1 + r} D \times P + \frac{(\Delta r)^2}{2!} C \times P$$

The Macaulay duration of this bond is calculated as 10.0018 years, the convexity $C$ can be calculated as 130.04676, $\Delta r = +0.01$, $r = 0.10$, and $P = 744.59$, thus:

$$\Delta P \approx \frac{-0.01}{1 + 0.10} \times 10 \times 744.59 + \frac{(0.01)^2}{2} \times 130.04676 \times 744.59$$

$$= -86.69 + 4.84$$

$$= -81.85$$

Thus, $P(\Delta r) \approx P + \Delta P = 744.59 - 81.85 = 662.74$. Direct evaluation gives the answer as $661.47$ (the estimate is 27 cents too high and would have been out by roughly $5$ if not for the convexity term).

If the entire term-structure falls by one percentage point (i.e., -0.01), the change in bond price is estimated as follows:

$$\Delta P \approx \frac{-\Delta r}{1 + r} D \times P + \frac{(\Delta r)^2}{2!} C \times P$$

$$= \frac{+0.01}{1 + 0.10} \times 10 \times 744.59 + \frac{(0.01)^2}{2} \times 130.04676 \times 744.59$$

$$= +86.69 + 4.84$$

$$= +92.53$$

Thus, $P(-\Delta r) \approx P + \Delta P = 744.59 + 92.53 = 837.12$. Direct evaluation gives the answer as $817.43$ (the estimate is 31 cents too low and would have been out by roughly $5$ if not for the convexity term).

Note that the term $\frac{\Delta r}{1 + r}$ that multiplies $-\Delta r$ is often called the “modified duration,” frequently denoted $D\*$. It follows that the first-order approximation using modified duration is $\Delta P \approx -\Delta r D\* P$.

Note that the “27 cents too high” and the “31 cents too low” in the above examples can be reduced to pence (at least) by using a third term in the expansion—a measure of rate of change of convexity with respect to yield. Mehran and Hamafia (1993) refer to this third term as “velocity.” Thus, they represent change in bond price as a function of duration, convexity, and velocity—see Mehran and Hamafia (1993) for more details. For a standard bond, Macaulay duration $D = \frac{1}{r} \sum_{t=1}^{T} \frac{tC_t}{(1+r)^t}$ may be written in a closed-form formula (i.e., no summation term). With coupons $C_t = C$, a constant, for $t = 1, 2, \ldots, T-1$, and $C_T = C + F$, where $F$ is face value, the standard Macaulay duration of the bond may be written as follows:

$$D = \frac{1 + r}{r} - \frac{\left[ \frac{(1 + r) + T}{r} \right] - r}{\left[ \frac{(1 + r)^T - 1}{r} \right] + r}$$

where $r \neq 0$.

The proof of this result uses the standard closed-form formula for an annuity and, although not difficult, may be a little tedious—a similar type of expression exists for convexity.

Finally, let me exercise a myth. Most of the foregoing is predicated on parallel shifts in yield curves. Other things (i.e., price and duration) being equal, the higher the convexity of a bond, the better off you are if there is a parallel shift (up or down) in a yield curve: hence the myth that you should pay for convexity. In reality, these shifts are anything but parallel (Jones [1991], Litterman and Scheinkman [1991]). Other things (i.e., price and duration) being equal, if the yield curve steepens, additional convexity will probably hurt you. Whether additional convexity helps or hurts depends upon the bonds you consider, and the “twist” in the yield curve that occurs.

References

[1] Crack and Nawalkha (2000) derive simple expressions that allow bond portfolio managers to capture the combined effects of term-structure height, slope and curvature shifts on duration, convexity, and higher-order bond risk measures. See Kahn and Lochoff (1990) and Lacey and Nawalkha (1993) for empirical evidence.

15Why am I estimating the change in bond price when direct evaluation gives the exact answer? For purposes of demonstration, it is convenient to be able to show you exactly how the duration and convexity measures work and where the approximations break down. This simple example is a good way to do that. In a real world situation, you might know the current value of your bond portfolio and its duration and convexity. It may be easier (and much faster) to estimate how your portfolio changes in value with changes in interest rates—using current value, duration, and convexity—that it is to directly evaluate each bond individually.

16People on The Street tell me that duration measures accounting for embedded options are important. Mehran and Hamafia (1993) discuss duration and convexity for bonds with embedded options. Before looking at Mehran and Hamafia (1993), be sure that both your mathematics and finance are up to scratch. They have the ideas correct, but their notation is contrary to conventional symbolic mathematics.

17This win-win situation is not losers. A model that allows only parallel shifts in the yield curve freely admits arbitrage opportunities: match on price and duration and go long high convexity and short low convexity (Lacey and Nawalkha [1993]).
for changing variance. In remediating this problem, the GARCH estimation captures a portion of stock price behaviour that might otherwise be interpreted as non-Normality and might lead to faulty inferences.

The GARCH model is a generalization of the ARCH model first presented in Engle (1982). The formal GARCH(1,1) model for the residuals of a market model of stock returns is

\[
r_{it} = \alpha_0 + \beta r_{it-1} + \varepsilon_{it}
\]

\[\varepsilon_{it} \sim \mathcal{N}(0, h_{it})\]

\[h_{it} = \gamma_0 + \gamma_1 \varepsilon_{i,t-1}^2 + \gamma_2 h_{i,t-1}.
\]

The residuals, \(\varepsilon_{it}\), may be assumed to be independently distributed across stocks \(i\). The market return, \(r_{it}\), is assumed common to all stocks. \(F_{1,t-1}\) is the information set relative to stock \(i\) available just prior to date \(t\); \(F_{1,t-1}\) contains \(u_{t-1}, h_{t-1}\) and all past returns on stock \(i\). Note that conditional Normality is not required for the GARCH model (Bollerslev [1987]).

The GARCH model estimation differs from a straightforward ordinary least squares (OLS) estimation; you do not have a nice closed-form expression for \(\alpha_0\) or \(\beta_0\). In the GARCH estimation, you typically run OLS to get an initial guess for \(\alpha_0\) and \(\beta_0\). Then you adjust guesses of the \(\gamma_0\)'s, \(\alpha_0\), and \(\beta_0\) until you obtain what seem to be the most likely parameter estimates. This is a "maximum likelihood estimation" technique.\(^{30}\)

**Answer 3.13:** You reduce exposure (i.e., hedge) by shorting T-bond futures contracts. Each Chicago Board of Trade (CBOT) T-bond contract covers a face value of $100,000 of T-bonds. If the duration of your bond is the same as the duration of the cheapest-to-deliver (CTD) T-bond, then you short $500,000,000 = 500$ contracts.\(^{21}\) If the duration of your bond is different from the duration of the CTD T-bond, then you adjust for durations: go short \(\frac{\text{Duration of bond}}{\text{Duration of CTD bond}} \times 500\) contracts, where \(\text{Duration of bond}\) is the duration of your bonds, and \(\text{Duration of CTD bond}\) is the duration of the CTD T-bond.

Note that you could hedge by shorting Eurodollar futures (the underlying is the interest rate on a three-month $1 million Eurodollar deposit). However,

\(^{18}\) The review paper by Bera and Higgins (1993) is the best overview of ARCH and GARCH models that I have seen. Following this, you might look at Bollerslev (1986) as an introduction to ARCH, and also as an introduction to Engle (1982). For an introduction to statistical models for financial market volatility, see Engle (1983) and his references. For a high-level view of ARCH modelling in finance, see Bollerslev et al. (1989). For a concise overview of the broad econometric peculiarities of the ARCH(1) model, see Hendry (1980).

\(^{19}\) If you remove the term \(b_{t-1}\) from the second moment of the GARCH(1,1) model, you get the GARCH(1) model.

\(^{20}\) See Bollerslev et al. (1979) for details on a good maximum likelihood estimation technique. See Bollerslev (1986) and Greene (1993) for more on the GARCH model.

\(^{21}\) For more details on the CTD bond, see Hull (1997, pp.92-93); for details on duration-based hedging, see Hull (1997, pp.102-104).

---

Table C.1: Duration/Convexity Summary

| Bond Price | \(P = \sum_{t=1}^{T} C_t (1 + r)^{-t}\) |
| Modified Duration | \(D^* = \frac{-\partial P}{\partial r} = \frac{\sum_{t=1}^{T} t C_t (1 + r)^{-t+1}}{P} = \frac{1}{(1 + r)\sum_{t=1}^{T} t \omega_t} \) |
| where \(\omega_t = \frac{C_t (1 + r)^{-t+1}}{P} \times 1 = \frac{T}{(1 + r)\sum_{t=1}^{T} t \omega_t} \) |
| Macaulay Duration | \(D = D^* (1 + r) = \sum_{t=1}^{T} t \omega_t \) |
| where \(\omega_t = \frac{C_t (1 + r)^{-t+1}}{P} \times 1 = \frac{T}{(1 + r)\sum_{t=1}^{T} \omega_t} \) |
| Bond Convexity | \(C = \frac{D^*}{P} = \frac{\sum_{t=1}^{T} t^2 C_t (1 + r)^{-t+1}}{P} = \frac{1}{(1 + r)^2 \sum_{t=1}^{T} t^2 (1 + r)^{-t+1}} \) |
| where \(\omega_t = \frac{C_t (1 + r)^{-t+1}}{P} \times 1 = \frac{T}{(1 + r)^2 \sum_{t=1}^{T} \omega_t} \) |
| Slope of Price-Yield Curve | \(\text{SLOPE} = \frac{\partial P}{\partial r} = -D^* P = -\frac{\partial P}{\partial r} P \) |
| Curvature of Price-Yield Curve | \(\text{CURVATURE} = \frac{\partial^2 P}{\partial r^2} = CP \) |
| Taylor Series | \(\Delta P \approx \frac{\partial P}{\partial r} (\Delta r) + \frac{1}{2} \frac{\partial^2 P}{\partial r^2} (\Delta r)^2 \approx -D^* P (\Delta r) + \frac{1}{2} CP (\Delta r)^2 \) |

Note: In the table, \(D\) is Macaulay duration, \(D^*\) is modified duration, \(P\) is bond price, and \(C\) is convexity. Try proving that \(\frac{\partial^2 P}{\partial r^2} = (D^*)^2 - C\). Many of these relationships simplify substantially when we use continuously compounded yields (e.g., \(D\) and \(D^*\) are identical using continuously compounded yields \(y\), so \(\frac{\partial^2 P}{\partial r^2} = D^* - C\), which in turn equals zero if the bond is a pure discount bond (Gross and Wawalatha [2001]).

---

Answer 3.12: From empirical investigations, it is known that stock returns do not have constant variance through time and that periods of high (low) volatility tend to follow periods of high (low) volatility (Fama [1965]; Aligir [1980]). The GARCH model attempts to capture this empirical fact.

Suppose you estimate a simple linear model like \(r_{it} = \alpha_0 + \beta r_{it-1} + \varepsilon_{it}\) (return on stock \(i\) at time \(t\) is constant plus a constant times return on the market plus a residual). If you do not take account of changes in the variance of \(\varepsilon_{it}\) through time, you can draw faulty statistical inferences about \(\alpha_0\) and \(\beta_0\). Note that the standard ordinary least squares (OLS) regression does not account for changing variance.
the short end of the yield curve does not move with the long end. It, therefore, makes sense to use a hedging instrument whose underlying interest has maturity as close as possible to the portfolio to be hedged.

**Answer 3.14:** "Brady bonds" are sovereign bonds issued by developing countries in exchange for previously rescheduled bank loans. They are either "Par" bonds or "Discount" bonds. The former were issued at the par value of the loans but carry a below-market interest rate; the latter were issued at a discount from the face value of the former loans but carry a (floating) market interest rate. About a quarter of the market value of Brady bonds is collateralized by US Treasury issues. The size of this collateralization means that Brady bonds are sensitive to changes in US interest rates. In fact, something like a quarter of the variation in price movements of Brady bonds is (statistically) explained by moves in US Treasuries (sometimes with a lag of one day). Mexico has retired all its Brady bonds, but the arguments apply more generally, so I kept the question.\(^{22}\)

Let us assume that the yield on the Brady bond increases by 25 bps (i.e., one quarter of the US Treasury yield change). If we assume that the duration of the Brady bond is about 15 years, that the bond is trading at around par of $1,000, and that the Mexican yield curve is flat at around 8%, then the price response would be (denoting yield by \(y\))

\[
\Delta P \approx -DP \frac{\Delta y}{1 + y}
\]

\[
= -15 \times 1,000 \times \frac{0.0025}{1.08}
\]

\[
= -37.50 \approx -35.
\]

With these assumptions, my guess is that the Brady bond price goes down by about three or four percentage points.

**Answer 3.15:** This question is similar to Question 3.10. The zero-coupon corporate bond has the same duration as longer-term coupon-bearing treasuries. You should short the corporate bond and buy treasuries that have the same duration and value as the corporate. By matching on duration and value, you create a zero-net investment portfolio that reaps profits.

**Answer 3.16:** First of all, the 5/10 time span is not relevant. The same result holds for a 1/2-year time span. That is, if the first-year interest rate is 10%, and two-year interest rate is 15%, then the forward rate for the second year is close to, but strictly greater than, 20%. Second, the order of the rates is not important. That is, if the two-year rate is 15%, and the forward rate for the second year is 10%, then the one-year rate is close to, but strictly greater than, 20%. Third, the result holds for effective (i.e., simple) interest rates but does not hold for continuously compounded interest rates (for which the approximation is exact).

The argument relies upon the way in which the interest on your interest accumulates. If you are offered 10% for the first year and 20% for the second year, you will not do as well as if you are offered the average (15%) for two years. Although the interest on the principal is the same in both cases (and equal to 30%), the interest on the interest is not the same (15% of 15% equals 2.25% and exceeds 20% of 15%, which is only 2%). To avoid arbitrage, the "plug" rate has to exceed 20%. That was the "plain English" approach.

The result can be proved using math. Let \(R_1\) and \(R_2\) be two different interest rates, then

\[
\left(\frac{R_1 + R_2}{2}\right)^2 - R_1 R_2 = \frac{1}{4} \left(R_1^2 + 2R_1 R_2 + R_2^2 - 4R_1 R_2\right)
\]

\[
= \frac{1}{4} \left(R_1^2 - 2R_1 R_2 + R_2^2\right)
\]

\[
= \frac{1}{4} \left(R_1 - R_2\right)^2 > 0.
\]

It follows that \(\left(\frac{R_1 + R_2}{2}\right)^2 > R_1 R_2\). This means that the interest on the interest is better at the average rate than at the product of rates—as stated above.

The result may also be written as \(\left(\frac{R_1 + R_2}{2}\right) > \sqrt{R_1 R_2}\). This is a special case of a more general result that an arithmetic average exceeds a geometric average. This result is true beyond the case \(n = 2\) and can be extended to encompass harmonic averages also. Let \(A, G,\) and \(H\) denote the arithmetic, geometric, and harmonic averages of the positive numbers \(x_1, x_2, \ldots, x_n\) as follows:

\[
A = \frac{1}{n} \sum_{i=1}^{n} x_i = \frac{x_1 + x_2 + \cdots + x_n}{n},
\]

\[
G = \sqrt[n]{\prod_{i=1}^{n} x_i} = \sqrt[n]{x_1 x_2 \cdots x_n},
\]

and

\[
H = \frac{n}{\sum_{i=1}^{n} \frac{1}{x_i}} = \frac{n}{\frac{1}{x_1} + \frac{1}{x_2} + \cdots + \frac{1}{x_n}}.
\]

Then the following result holds (Spiegel [1968]):\(^{23}\)

\[
A \geq G \geq H,
\]

and the inequalities are equalities only in the special case where \(x_1 = x_2 = \cdots = x_n\).

\(^{22}\)This summary benefited from an unpublished research report prepared for Merrill Lynch by a group of my former students at MIT.

\(^{23}\)To help you remember the ranking \(A \geq G \geq H\), note that it is the same as the ranking of the letters A, G, and H in the Latin alphabet.
Answer 3.17: If the one-year rate is 12%, and the two-year rate is 18%, then the forward rate for the second year is 24% to a first-order approximation (it is exactly 24% if these are continuously compounded rates). Let us assume this is 12% per half-year in the second year. Then your discounted expected payoff to the game is approximately

\[
\left( \frac{1}{2} \times -2 \right) + \left( \frac{1}{2} \times \frac{1}{(1.12)(1.12)} \right) \approx -\$1 + \$3.50 = -\$1 + \frac{1}{5} = -\$1.80.
\]

If you can play repeatedly, then you are risk-neutral, and you would pay anything up to about $1.80 to play this game. If you can play only once, then you might argue that the amount is so small you are still risk-neutral. If you multiply everything by a factor of one million, then you'll need to add a risk premium to the discount rates, and you will not pay as much to play.24

Story: 1. Announced she hadn’t had lunch and proceeded to eat a hamburger and fries in the interviewer’s office. 2. Without saying a word, candidate stood up and walked out during the middle of the interview.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine

Answer 3.18: No one wants to trade with the informed (i.e., insider) trader because you almost always lose to someone who is better informed than you are. The identity of the informed trader has not been announced. This means that any trade could be a losing trade. Traders will, therefore, be reluctant to trade. This leads directly to decreased trading volume.

Here is another way to look at it. Uncertainty over the identity of the informed trader means that traders widen their bid-ask spreads to compensate (on average) for any potential losses. Wider bid-ask spreads is one component of a decrease in liquidity, and it is usually associated with a decreased volume of trade (Chordia and Subrahmanyam [1995]).

Answer 3.19: The very first thing I check (see the next question!) is whether \( \rho = \min(c_2, c_3) \) \( \max(c_1, c_3) \). Finding that it is not (because this ratio is 2/3 here and \( \rho = 0.50 \)), we proceed as follows.

Let \( c_1 = 0.20, c_2 = 0.30, \) and \( \rho = 0.50 \) be the standard deviations and correlation, respectively. Let \( \omega \) be the weight put into Stock 1. The portfolio variance is just

\[
\sigma^2 = \omega^2 c_1^2 + (1 - \omega)^2 c_2^2 + 2\omega(1 - \omega)c_1c_2\rho.
\]

Differentiate this with respect to \( \omega \) to get

\[
\frac{\partial \sigma^2}{\partial \omega} = 2\omega c_1^2 - 2(1 - \omega)c_2^2 + 2(1 - \omega)c_1\rho - 2\omega c_1\rho.
\]

This is zero when \( \omega = \frac{c_2(c_1 - c_2)}{c_1^2 + c_2^2 - 2c_1c_2\rho} \). In our particular case this ratio is \( \omega = \frac{0.1}{0.1} = 0.8371 \) and this gives \( \sigma = 0.1964 \).

It is good practice to check the second order condition: \( \frac{\partial^2 \sigma^2}{\partial \omega^2} = 2(c_1^2 + c_2^2 - 2c_1c_2\rho) = 0.14 > 0 \), so it is a minimum.

Answer 3.20: In the previous question I said that the very first thing I check is whether \( \rho = \min(c_2, c_3) \) \( \max(c_1, c_3) \). It was not in that question, but it is in this one (i.e., \( \sqrt{0.5} = 0.50 \)), so the approach is different.

I have never seen it written down in a book, but it is well known that there are several cases for \( \rho \) in the two-asset portfolio (these can each be deduced from the first order condition in Answer 3.19):

- \( \rho = -1 \): then \( \omega = \frac{c_2}{c_1} + c_2 \), and \( \sigma = 0 \). This is the case of perfect negative correlation and a zero-risk portfolio. No shorting is required.
- \( -1 < \rho < \frac{\min(c_2, c_3)}{\max(c_1, c_3)} \): then \( \omega = \frac{c_2(c_1 - c_2)}{c_1^2 + c_2^2 - 2c_1c_2\rho} \), this does not involve short selling, and variance reduction occurs below that of either asset. This is the case in Question 3.19.
- \( \rho = \frac{\min(c_2, c_3)}{\max(c_1, c_3)} \): then all money goes into the lowest volatility asset to minimize volatility (so \( \omega = 1 \) if \( c_1 < c_2 \), and \( \omega = 0 \) if \( c_2 < c_1 \)), and \( \sigma = \min(c_1, c_2) \).
- \( \frac{\min(c_2, c_3)}{\max(c_1, c_3)} < \rho < 1 \): then \( \omega = \frac{c_2(c_1 - c_2)}{c_1^2 + c_2^2 - 2c_1c_2\rho} \), this does involve short selling, and variance reduction occurs below that of either asset.
- \( \rho = 1 \): then \( \omega = \frac{c_2}{c_1} + c_2 \), and the high volatility asset is shorted to over-invest in the low volatility asset, and the optimum is a zero-risk portfolio.

This question is for the middle case above, and we should put all our money into the low volatility asset. Unlike the previous question, you just have to remember the ratio of the standard deviations (only one ratio is feasible for the standard deviations because the reciprocal ratio would be bigger than 1), and if the correlation equals the feasible ratio then all money goes into the low volatility asset. The interviewer is trying to find out whether you know this result.

24The risk premium as a function of the size of the bet is discussed by Tversky and Kahneman (1981) and Kahneman and Tversky (1982). Tversky and Kahneman (1974) is an earlier article you might like to read before reading these two.
Appendix D

Statistics Answers

This appendix contains answers to the questions posed in chapter 4.

Answer 4.1: This sort of question is common. Begin by calculating the expected payoff to the game. This is given by the summation over the product of potential outcomes times their probability of occurrence:

\[
\left( \frac{1}{6} \times \$1 \right) + \left( \frac{1}{6} \times \$2 \right) + \left( \frac{1}{6} \times \$3 \right) + \left( \frac{1}{6} \times \$4 \right) + \left( \frac{1}{6} \times \$5 \right) + \left( \frac{1}{6} \times \$6 \right) = \$3.50
\]

If you are selling tickets to repeated plays of this game, you are effectively risk-neutral.\(^1\) This means you should charge the expected payoff ($3.50) plus a margin for profit. You choose how wide to make the margin—it depends on your overhead, monopoly power, greed, and so on. You cannot charge $6.00 or above, since no one will play. If the game is to be played only once, then you are risk-averse. You should charge the expected value, plus your profit margin, plus a risk premium. The risk premium depends upon how risk-averse you are.

Answer 4.2: Another die-rolling question; they are very popular. You want to get as many dollars as possible. You let me roll once and look at which number comes up. You must compare this number to the possible payoffs on the remaining two rolls. If it seems likely that you can do better by not stopping the game, then you proceed, otherwise you stop me.\(^2\)

You must work backwards to deduce the best strategy. This is analogous to pricing an American-style option using a tree method. So, suppose that...

---

\(^1\)This is an application of the “Weak Law of Large Numbers.” The law says, essentially, that if you independently draw repeated observations from the same random distribution, then for very many drawings, the sample mean is very close to the population mean (DeGroot [1988, p.209–211]). In other words, after many repeated plays of the game, the ticket seller can be sure that his average payoff per game is very close to the expected payoff per game. Because all that matters is the expected payout, not the variance of payouts, the ticket seller is effectively risk-neutral. Similarly, casinos are effectively risk-neutral. With repeated plays, and odds slightly in the favor of “the house,” the casino expects to be the winner for sure in the long run.

\(^2\)I thank Bingjian Ni for suggesting the solution technique. I am responsible for any errors.
you have seen the second roll and are trying to decide whether to ask for a third. You must compare the outcome of the second roll to the distribution of possible outcomes on the third roll:

| Table D.1: Distribution of Payoff to Third Roll of a Die |
|-------------|---|---|---|---|---|---|
| Maximum Payoff | $1 | $2 | $3 | $4 | $5 | $6 |
| Probability    | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ |

The expected value of the distribution in table D.1 is $3.50; the variance is $2.92; the standard deviation is $1.71. If you see a 4 or higher on the second roll, you might stop the game because you probably will not do better. If you get a 3 or lower, you might continue because you expect to do better.

Now, stopping backwards again, suppose that you have just seen the first roll. You must decide whether to ask for a second roll (which may lead to a third). You must compare the outcome of the first roll to the distribution of possible outcomes if you proceed to a second (and possibly third) roll.

If you ask for the second roll, there is one-half a chance that it yields a 1, 2, or 3, and one-half a chance that it yields a 4, 5, or 6. Using the argument above, in the first case (1, 2, or 3 on roll two) you proceed to a third roll; in the second case (4, 5, or 6 on roll two) you do not proceed. There is thus one-half a chance that you proceed to a third roll (expected value $3.50$ from table D.1), and one-half a chance that you stop the game at roll two (expected value $4 + \frac{8}{3} = 5.33$). It follows that the expected value of asking for a second roll is

$$E = \left(\frac{1}{2} \times 3.50\right) + \left(\frac{1}{2} \times \frac{4 + 5 + 6}{3}\right) = 4.25.$$ 

Thus, you would ask for a second roll only if you get a 1, 2, 3, or 4 on roll one. If you have a 5 or 6 on roll one, you should stop the game.

In simple terms, then, the strategy is to stop the game at roll number one if a 5 or 6 appears (probability $\frac{1}{3}$), otherwise continue (probability $\frac{2}{3}$). If you continue, stop the game at roll number two if a 4, 5, or 6 appears, otherwise continue.

Please note that my argument involving expected payoffs assumes that you are risk-neutral; your stopping rule might use lower acceptable payoffs if you are risk-averse, or higher payoffs if you are risk-loving.

The overall expected value of the game may now be calculated.

$$Value = \left(\frac{2}{3} \times 4.25\right) + \left(\frac{1}{3} \times \frac{4 + 5 + 6}{2}\right) = \frac{14}{3} = 4.67.$$  

If you are charging entry to repeated plays of this game, you are effectively risk-neutral. You charge the expected value ($4.67$) plus a commission. You add a risk premium to the ticket price if there is only one or a few plays of the game; the more plays, the lower the risk premium. You would never charge more than six dollars because the player can never earn more than six dollars.

In the amended game (where I roll the die three times and pay you the maximum number of the three rolls), you need the distribution of the maximum payoff to three rolls of a die; this distribution is given in table D.2.

| Table D.2: Distribution of Maximum Payoff in Three Rolls of a Die |
|-------------|---|---|---|---|---|---|
| Maximum Payoff | $1 | $2 | $3 | $4 | $5 | $6 |
| Probability    | $\frac{1}{216}$ | $\frac{2}{216}$ | $\frac{3}{216}$ | $\frac{4}{216}$ | $\frac{4}{216}$ | $\frac{1}{216}$ |

The mean of the distribution of the maximum payoff from three rolls of the die is $\frac{205}{216} = 9.46$; the variance is $\frac{205}{216} - 9.46^2 = 1.31$; and the standard deviation is $1.14$ (all calculated using information in table D.2). You should, therefore, charge a ticket price of $9.46 plus some profit margin for repeated plays. Again, you cannot charge more than six dollars because no one will play the game.

The second game is more expensive than the first game ($9.46 > 4.67$) because it strictly dominates it. That is, the payoff to the second game is never less than, and often exceeds, the payoff to the first game. This is because the second game guarantees the maximum of three rolls without risk, but the first game does not.

**Answer 4.3:** This has been a very popular question. Assume that neither of you peek into your envelopes. Assume that you have $X$ in your envelope, where $X$ has a fifty-fifty chance of being either $\$1$ or $\$3$. This means that your opponent’s envelope has a fifty-fifty chance of containing $2X$ or $\frac{1}{2}X$. The expected value of switching is

$$E = \left(\frac{1}{2} \times 2X\right) + \left(\frac{1}{2} \times \frac{1}{2}X\right) = 1.25X.$$ 

The expected benefit of switching is, therefore, $0.25X$. On this basis, it looks as though you should switch envelopes. Of course, if your opponent does not peek, and she has $\$Y$ in her envelope, exactly the same argument shows that she has an expected benefit to switching of $0.25Y$. So, it looks as though she

---

3In addition, you should question my treatment of discreteness. For example, although you cannot roll a "1" or a "6," I use these as cutoff points when deciding whether to proceed or not.

4This is the "Weak Law of Large Numbers" again. See Footnote 1 (on page 187) and DeGroot (1969, p.293-294).

5Can you use elementary statistics to prove that this probability distribution is described by $\text{Prob} (\text{Max} = m) = \frac{m-1}{216} \times \frac{216}{m-1} = \frac{216}{m} \times \frac{216}{m}$, where $m$ is the maximum of three rolls of the die? If you cannot, you need to work on your statistics.
should switch also. This is the first part of the “Exchange Paradox”: it seems that you both benefit from switching.

Now, suppose that neither of you peek and that you do switch envelopes once. If you still do not peek, then a repeat of exactly the same argument suggests an expected benefit of 0.25 of the contents of your envelope if you switch again. The same applies to your opponent. This is the second part of the “Exchange Paradox”: it seems that you could happily switch forever (like a dog chasing its own tail). The foregoing is the naïve answer.

The problem is twofold: First, you are assuming that value is expected payoff (this is only if you are genuinely risk-neutral);6 second, your “prior” beliefs are that you have a fifty-fifty chance of having either $m or $2m. The first problem is a function of your individual risk preferences and is difficult to address. The second problem can be tackled using two approaches: the first approach is to reconsider the nature of your prior; the second approach is to “update” your prior probability assessment (this is “Bayesian” statistics as opposed to “classical” statistics).

The first approach is to reconsider the nature of your priors. Our previous (paradoxical) calculation yielded $1.25X as the expected payoff to switching. However, this assumes that for any given $X, it is equally likely that your opponent has $2X or $\frac{1}{2}X. If you do not peek, then you are assuming a “diffuse level prior” because you assume this equality of likelihood for any $X. Your prior is, therefore, not a valid probability density function (pdf) because the probabilities across $X$ do not sum to 1. However, for any particular $m$, it is equally likely that you received one of $m$ or $2m$. Thus, for any particular $m$, your priors are a pdf and any paradoxes should disappear. The expected value of switching should be zero. This is easily demonstrated. Let $P(m)$ denote the probability that you get $m$ (the lower amount); let $E(V)$ denote the expected value to switching; then $E(V)$ is given by

$$E(V) = [E(V|8m) \times P(8m)] + [E(V|2m) \times P(2m)]$$

$$= (\frac{8m \times 1}{2}) + (\frac{-3m \times 1}{2})$$

$$= 0.$$ 

The expected value is zero, and you are thus indifferent—resolving the paradox.7 Note that $E(V|m) = \frac{8m}{2}$ because, conditional on your having been

\[\text{given the envelope containing only } m, \text{ you gain } m \text{ by switching.}\]

The second approach is to update your prior. To update your prior, you need information. The most obvious source of information is to peek into your envelope. So, assume that both you and your opponent peek into your envelopes. Now it gets subjective. If you see an amount that seems very high, then you update your prior probabilities: the probability that you have the high-value envelope increases, and the probability that you have the low-value envelope decreases. You no longer see value in switching envelopes.8 If you see an amount that seems very low, then you see value in switching. The problem now is that you must subjectively assess the amount in the envelope as being either “low” or “high.” The “Bayesian Resolution of the Exchange Paradox” is covered in detail in Christensen and Utta (1992).

If you have both peeked, and you do switch, then you will not switch again. This is because one of you gained, and that person will not want to lose by switching back. A similar question (but with an upper bound on the quantities possible) appears in Dixit and Nalebuff (1991, chapter 13). The Dixit and Nalebuff book on strategic thinking is well worth a look.

Answer 4.4: There are many different possible answers; I give only two. Toss the coin twice. If you get HT, give the apple to the first child. If you get TH, give the apple to the second child. If you get HH, give the apple to the third child. If you get TT, then start again. This effectively takes TT out of the sample space.

A second solution is to toss the coin three times and assign the outcomes to the three children. Let $T$ win. If one child beats the other two (i.e., the outcome is some permutation of $T, H, H$), then give the apple to the child who was allocated the $T$. Otherwise, toss three more times. This is isomorphic to a tournament where each child competes against each other child until one child beats both others.

Answer 4.5: For my first answer in Answer 4.4: If you toss the coin twice and get TT, then you have to start again. There is thus a chance that you will take more than 2 tosses to complete the strategy. We can use a recursion to find the expected number of tosses. Let $N$ be the number of tosses required, then there is a three quarter chance that $N = 2$, but a one quarter chance that $N = 2 + E(N)$ because you have to start again in the TT outcome. Thus $E(N) = \frac{1}{4} \cdot 2 + \frac{3}{4} \cdot (2 + E(N)) = 2 + \frac{3E(N)}{4}$. Simple algebra now yields $E(N) = \frac{8}{5} = 2.33$. For my second answer in Answer 4.4: We will need at least three tosses in this case, but there are five chances in eight that we will need more than three

6An aside is in order. In corporate finance, the present value of a projected random payout is the discounted expected cash flow. The discounting is done at a rate that incorporates risk (e.g., using the CAPM), and the expectation is a mathematical one using real world probabilities (Brealey and Myers [1991]). An alternative to the real world expected cash flow coupled with the risk-adjusted discount rate is a risk-neutral world expected cash flow coupled with a riskless discount rate. The former is popular in corporate finance; the latter is popular in option pricing (see Arnold and Crack [2004] and Arnold, Crack and Schwartz [2009, 2010]). With no discounting (e.g., the envelope question), value is expected payoff only if you are risk-neutral.

7I thank Andrea Almazan for suggesting this type of solution technique. I am responsible for any errors.

8However, you might argue that if you see an amount that seems so high that even one-half of it is more money than you can comprehend, you might switch envelopes just for the hell of it; it is worth the gamble.
Answer 4.6: This is a very common question and has been in use since at least 1900. Well, the first thing to notice is that you are trying to replicate a $100 bet on Team A to win the series and you are doing this via a series of small bets. At each step, there are two possible outcomes: Team A wins, or Team A loses. With replication, time steps, and binomial outcomes, the obvious thing to do is build a lattice for a replicating strategy (see figure D.1). To deduce the betting strategy in figure D.1, I first drew the lattice and identified the boundary nodes at which the game must end (marked with large dots). You start with $100 in wealth. In the case where Team A has won four games, you must end up with an accumulated wealth of $200 through $100 in betting profits; In the case where Team B has won four games, you must end up with an accumulated wealth of $0 through $100 in betting losses. It is simple to step back from each pair of ending nodes (starting with the right-most pair) to deduce how much you must bet in each case (working back to $31.25 on the first game) in order to end up replicating the payoffs at the boundary. If you follow this betting strategy, you are guaranteed to replicate the payoff to betting $100 on Team A to win the series. The given probabilities are “red herrings” because you do not need any probabilities, physical world or risk-neutral, to solve this problem. Note, finally, that I have assumed that you earn no interest on your wealth.

Answer 4.7: This is elementary statistics, and one of the easiest questions in this book. The rules of the game have effectively removed the 1 from the sample space (i.e., the collection of possible outcomes). It follows that there are five possible outcomes (2 to 6), and each is equally likely. The expected outcome is simply

\[ \frac{\sum_{i=6}^{1} i \cdot \frac{2}{5}}{5} = \$4. \]

To do the sum in your head, remember that the dots on the opposing faces of the die add to seven. The sum must be three times seven, less one to give 20. Now divide by five to get the expected payoff of $4. 

**Story:** Late one winter’s evening at MIT (1994 I think), I was helping Nobel Prize winner Franco Modigliani operate our photocopier. We somehow got onto the topic of the Crash of 1987 and he said “Yes, that is when I made all my money.” He said he had been watching the market and, thinking it overvalued, he had bought out-of-the-money index puts (presumably $80) on the S&P500 index options at that time. He said he made a bundle. He had tried it several times since then without success. At my office doorway another time, he told me that when pronouncing his name I should “drop the ‘g’—it’s the mark of a true Italian”—and that is how he pronounced it.
Answer 4.8: The naive answer is that the probability is just \( \frac{2}{52} \approx 4\% \). This is incorrect. There are four chances that the first card dealt to you (out of a deck of 52) is a King. Conditional on the first card being a King, there are three chances that the second card dealt to you (out of the remaining deck of 51) is a King. Conditional probability says that

\[
P(\text{Both are Kings}) = \frac{P(\text{Second is a King} \mid \text{First is a King}) \times P(\text{First is a King})}{P(\text{Second is a King})}
\]

where "|" is read as "conditional upon," or "given." This is a special case of the more general conditional probability result:

\[
P(A \cap B) = P(A \mid B) \times P(B)
\]

Thus, \( P(\text{Both are Kings}) = \frac{2}{52} \times \frac{1}{51} = \frac{1}{2652} \approx 0.05\% \). Therefore, you have roughly one chance in 200 of getting exactly two Kings dealt to you.

I wish you to avoid a common form of confusion. Please note that although you multiply probabilities to get the answer, and such multiplication is often done when dealing with independent events, the events here (King on first card, and King on second card given King on first card) are dependent, not independent. That is, you calculate the probability that the second card is a King given that, or dependent upon, the first card being a King.

I wish to emphasize that the above procedure is different from that for figuring out the probability that, for example, you get two heads in two tosses of a fair coin (this probability is \( \frac{1}{2} \times \frac{1}{2} = \frac{1}{4} \)). The outcomes of the coin tosses are genuinely independent, and this is why you can multiply their probabilities directly. That is, the probability of a head on the second coin toss is not influenced by the event that you get a head on the first coin toss. However, the probability that you get a King on the second card dealt is influenced by the event that you get a King on the first card dealt. That is why the conditional probability theory is used. Be sure you understand the distinction and when and where to apply each method. If it is not clear, go to your favorite statistics book for a review (e.g., see Feller [1968, chapter VI]).

Answer 4.9: The "Let's Make a Deal" or "Monty Hall" problem is very frequently asked. Many people find it very difficult.

Assume that you choose Door 3. The host opens Door 2 and offers you the chance to switch to Door 1. Should you do it? If you have decided that it does not matter whether you switch doors or not (indifference), or that you should definitely not switch (aversion), then you should go back and think again before reading any further. Stop here and try again.

Let me begin with very simple intuition. My experience, however, is that many readers cannot accept the simple intuition, and for them I provide a formal proof using Bayes' Theorem.

Simple Intuition
Assume for a moment that you have already decided that you will switch doors. What then is the probability that you will find the prize behind the door you switch to? Well, you win the prize if you originally chose one of the two doors that has nothing behind it. In that case, the host shows you the other empty door, and switching yields the prize. So, the problem reduces to figuring the probability that you originally chose one of the two doors that has nothing behind it. That unconditional probability is just two thirds by construction. You thus have probability two thirds that you win by switching and one third that you lose by switching. So, you should switch.\(^9\)

Formal Bayes' Theorem Proof
If you are to play this game repeatedly, two-thirds of the time you profit by switching, and one-third of the time you lose by switching. Let \( H_0 \) denote the event that the prize is behind Door number \( k \) ("B" for "behind"). Let \( H_j \) denote the event that you see the host open Door number \( j \) ("O" for "out").

The unconditional probabilities of the location of prizes (probabilities calculated without conditioning on which door the host opens) are simply \( P(B_j) = P(H_j) = \frac{1}{3} \). What you need to know is the conditional probability \( P(B_j \mid H_k) \). That is, the probability that the prize is behind Door 1 given that you see (or "conditional on") the host open Door 2. We use a straightforward application of conditional expectations and Bayes' Theorem (see Feller [1968, chapter VI]), as follows:

\[
P(B_1 \mid H_2) = \frac{P(B_1 \cap H_2)}{P(H_2)} = \frac{P(H_2 \cap B_1)}{P(H_2)} = \frac{P(H_2 \mid B_1) \times P(B_1)}{P(H_2)}
\]

You know that \( P(B_1) = \frac{1}{3} \), but what about \( P(H_2 \mid B_1) \) and \( P(H_2) \)? You know that the host is going to show you an empty door other than the door you choose (assume through all of this that it is Door 3 that you choose). The host’s door must be revealed empty and cannot be the same door that you choose. Therefore, it must be that if you choose Door 3, then \( P(H_2 \mid B_1) = 1 \).

Now, \( P(H_2) \) is given by

\[
P(H_2) = [P(H_2 \mid B_1) \times P(B_1)] + [P(H_2 \mid B_2) \times P(B_2)] + [P(H_2 \mid B_3) \times P(B_3)],
\]

so some extra terms need to be calculated to get \( P(H_2) \).

Well, the host's door must be shown to be empty, so it must be that \( P(H_2 \mid B_2) = 0 \). The host is impartial, so it must be that \( P(H_2 \mid B_3) = \frac{1}{2} \) (and \( P(H_1 \mid B_3) = \frac{1}{2} \)).

Thus, \( P(H_2) \) is given by

\[
P(H_2) = [P(H_2 \mid B_1) \times P(B_1)] + [P(H_2 \mid B_2) \times P(B_2)] + [P(H_2 \mid B_3) \times P(B_3)]
\]

\[
= \left(1 \times \frac{1}{3}\right) + 0 \times \frac{1}{3} + \left(\frac{1}{2} \times \frac{1}{2}\right) = \frac{1}{2}.
\]

\(^9\) I thank Jun Chung for this simple argument; any errors are mine.
It follows that the probability of finding the prize if you switch doors is two-thirds:

\[ P(B_3|H_3) = \frac{P(H_3|B_3) \times P(B_3)}{P(H_3)} = \frac{1 \times \frac{1}{2}}{\frac{3}{2}} = \frac{1}{3} \]

The summary in Table D.3 may clarify matters further. You choose Door 3. The host must choose an empty door to open. If the prize is behind Door 1, he must open Door 2 \(P(H_2|B_1) = 1\). However, if the prize is behind Door 3, he can choose between Doors 1 and 2 \(P(H_2|B_3) = \frac{1}{2}\). If you see Door 2, it is either because the prize is behind Door 1, and the host had no choice, or it is because the prize is behind Door 3, and the host randomly chose between Doors 1 and 2. It, therefore, follows that if you choose Door 3, and Door 2 is revealed empty by the host, the prize is twice as likely to be behind Door 1 as it is to be behind Door 3. Continuing along this line of thought, we may take Table D.3: The Monty Hall Problem

<table>
<thead>
<tr>
<th>Prize Location</th>
<th>Assume You Choose Door 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Host</td>
</tr>
<tr>
<td>(B_i)</td>
<td>(H_i)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

a frequentist approach. Suppose you play the game repeatedly, and always choose Door 3. If you look at all the times the host reveals Door 2 empty, you will find that two-thirds of the time the prize lies behind Door 1, and one-third of the time it is behind Door 3. Seeing Door 2 empty is thus a stronger signal that Door 1 has the prize than it is that Door 3 has it. This argument is more general, of course. Whichever door you choose, seeing the host reveal an empty door is a signal that you should switch.

**Answer 4.10:** The argument is the same as the previous solution. The conclusion is the same: You should switch!

**Answer 4.11:** This question is solved most efficiently by trying a few possible combinations, and not by some time-consuming feat of constrained line optimization. You should begin with extreme distributions, or with symmetrical distributions. It is in the extremes or in symmetry that solutions to such problems usually lie.

The probability of selecting a white marble is maximized (at almost \(\frac{2}{3}\)) by placing one white marble in one jar and the remaining 99 marbles in the other. The probability of selecting a white marble is minimized (at \(\frac{1}{3}\)) by placing all 100 marbles in one jar (assuming you do not get a second chance if the jar you choose is empty). If zero marbles in one jar is not an acceptable answer to you, then you minimize the probability of a white marble (at just over \(\frac{1}{3}\)) by maximizing the probability of a black one. That is, put one black marble in one jar and the remaining 99 marbles in the other.

**Answer 4.12:** This is a tough "game theory" problem. Early editions of my book included a full and formal solution to this problem. It was more than five pages long and far too detailed. I have now cut my answer down to bare bones key issues only.\(^{10}\)

Mr. 30 and Mr. 60 are going to shoot at each other because they do not see you as an immediate threat; you do not die first because Mr. 60 and Mr. 30 are shooting it out; you do not want to be put into a shoot-out where your opponent is a very good shot and gets to shoot first; if Mr. 30 gets to shoot before Mr. 60, it is less likely that you end up facing Mr. 60 than if Mr. 60 gets to shoot first, so you shoot in the air; if the direction of play is reversed, and Mr. 60 gets to shoot before Mr. 30, then you should help out Mr. 30 (and yourself) by shooting at Mr. 60 also, otherwise leave it to Mr. 30; the cost of stepping in and shooting at Mr. 60 is that if you hit Mr. 60, you lose your chance to shoot first in the final shootout with Mr. 30; the benefit of stepping in and shooting at Mr. 60 is that you increase the likelihood of your facing Mr. 30 rather than Mr. 60 in the final shoot-out; there is a delicate balance between leaving it to Mr. 30 and stepping in to help him out, and it changes with the direction of play. Finally, there is a slim chance that everyone shoots at the sky, but this requires some sort of cooperation.

**Answer 4.13:** If you take the three-point shot, you have a 40% chance of winning. If you take the two-point shot, you have a 70% chance of a tie, and conditional on a tie you have a 50% chance of winning in overtime. Informally, the probability of winning if you take the two-point shot is thus 70% multiplied by 50%, which is 35%. This is lower than for the 40% for the three-point shot, so you should take the three-pointer.

More formally, let \(W\) denote winning, let \(2\) denote taking the two-point shot, let \(T\) denote missing the two-pointer and getting a tie, and let \(C\) denote missing the two-pointer and not getting the tie (the \(C\) is for complement, that is, the remainder of the sample space). Then

\[
P(W|2) = P(W|T)P(T|2) + P(W|C)P(T|C|2) = (0.50 \times 0.70) + (0 \times 0.30) = 0.35.
\]

\(^{10}\) I thank Olivier Ledoit for this solution technique. Any errors are mine.
Answer 4.14: This is one of the easier problems. If the cost is $1.50 per spin, and you may play as often as you want, then yes, you should play. The expected payoff is $1.80 per spin (\(\sum_{i=1}^{10} \text{Payoff} \times \frac{1}{10} = \$1.80\)). If you can play as often as you want, you are risk-neutral (in the long run, your average payoff will equal the expected payoff), and you expect to make $0.30 per spin on average.

If you get only one spin, then whether you play or not depends upon whether the expected $0.30 gain is sufficient to compensate you for the risk of losing $0.50 (the $1.50 cost less the $1.00 worst possible payoff). With amounts this small, you would probably take the bet. It is like spending $1.50 on a lottery ticket—it is too small to care about. If the numbers were larger, say everything multiplied by one billion, and if your job is lost if you lose, then you are significantly more risk-averse, and your boss would not want you to take the bet.

Answer 4.15: Assuming no special information on your part, each sports match presents a fifty-fifty chance of winning. Assuming each match is independent of each other, then winning is analogous to tossing a fair coin four times in a row and trying to get four heads. This probability is only \(\left(\frac{1}{2}\right)^4 = \frac{1}{16}\). The odds of winning are thus much worse than the odds offered by the bookie, and you should not play unless you are a risk-seeker. If the odds were raised to 25-to-1, this would be an attractive bet.

Answer 4.16: The standard deviation is just the square root of the expected squared deviation from the mean. Assuming equally likely probabilities, the mean of \((1, 2, 3, 4, 5)\) is 3. The squared deviations are \(4, 1, 0, 1, 4\). The expected squared deviation is 2. The standard deviation is thus \(\sqrt{2} \approx 1.4142\). I expect you to know \(\sqrt{2}\) to four decimal places.

Answer 4.17: All you need is simple statistics. What happens if you ask the interviewer to shoot without spinning again? The first time the trigger was pulled, no bullet was found. It follows that empty chamber will not be the next chamber. Also, if the first chamber was empty, then it certainly did not hold the first of the two contiguous bullets, Bullet #1, so you will not meet the second of the two bullets, Bullet #2. Thus, there are only four chambers that you might meet: three empty and one containing Bullet #1. You have one chance in four of not having to talk about your resume.

If you do ask the interviewer to spin the barrel again, then you have the same chance you had when you sat down initially. That is, there is one chance in three that you do not have to talk about your resume. It follows that you are better off not spinning.

In summary, because the first chamber did not contain a bullet, then it was not Bullet #1, so you know you will not see Bullet #2. You face only one possible bullet from the remaining four chambers. However, spinning the barrel again puts both bullets into play, and that is not a choice you want to make.

Answer 4.18: Before we look at the formal math, let’s use some informal intuition. There is one chance in a thousand (unconditionally) that you have lost the two-headed coin (which would certainly explain 10 heads in a row). There is also about one chance in a thousand that a fair coin would give 10 heads in a row (because \(\left(\frac{1}{2}\right)^{10} = \frac{1}{1024} \approx \frac{1}{1000}\)). Looking at the event (10 heads), I’d have to say that the coin is roughly equally likely to be two-headed or fair.

Now turn to the formal math—a direct application of Bayes’ Theorem. Let “TH” denote the event that your coin is the two-headed one. Let “10H” denote the event that you toss one of the pennies and get 10 heads. Let \(X^c\) denote the complement of an event \(X\). Then

\[
P(\text{TH} | 10H) = \frac{P(10H | \text{TH}) \cdot P(\text{TH})}{P(10H)}
\]

\[
= \frac{P(10H | \text{TH}) \cdot P(\text{TH})}{P(10H | \text{TH}) \cdot P(\text{TH}) + P(10H | \text{TH}^c) \cdot P(\text{TH}^c)}
\]

\[
= \frac{\frac{1}{10} \cdot \frac{1}{1000}}{\frac{1}{10} \cdot \frac{1}{1000} + \left(\frac{1}{2}\right)^{10} \cdot \frac{999}{1000}} \approx \frac{1}{2},
\]

where I used the facts that \(\left(\frac{1}{2}\right)^{10} = 1024 \approx 1000\), and \(\frac{999}{1000} \approx 1\). So, given the 10 heads, you have about a half a chance that you have the two-headed coin—as per our intuition.

Answer 4.19: You win with probability 1/3. Wind is effectively absent from the sample space—it does not affect your chances of winning or losing. You lose with probability 1/3 at the first turn. You thus have only a 2/3 possibility of even getting to turn a second card. If you do get to turn the second card, there is 50% chance that it will be Fire and you lose, and a 50% chance it will not be, and you win. Thus the probability of winning is 50% of 2/3.

Answer 4.20: Assuming the players have fifty-fifty probabilities of playing Red or Blue, each player has the same expected payoff: $1. Player B has a variance of payoffs given by

\[
0 - \frac{1}{2} \right)^2 \cdot \frac{1}{2} + \left(2 - \frac{1}{2}\right)^2 \cdot \frac{1}{2} = 1,
\]

whilst player A has a variance of payoffs given by

\[
\left(1 - \frac{1}{2}\right)^2 \cdot \frac{1}{4} + \left(3 - \frac{1}{2}\right)^2 \cdot \frac{1}{4} + \left(0 - \frac{1}{2}\right)^2 \cdot \frac{1}{2} = 1.5.
\]

Thus, if you are risk averse, player B’s position is favored (it offers the same expected return, but less risk).

---

11 A mixed strategy Nash equilibrium exists where B plays Red with probability \(\frac{1}{2}\) and A plays Red with probability \(\frac{1}{3}\). In this case, the expected payoff to playing Red equals the expected payoff to playing Blue for each player. A’s expected payoff is \(\frac{1}{2}\), whereas B’s is 1. Thus, B is favored. I thank Alex Butler for this argument. Any errors are mine.
Answer 4.21: We seek \( F_{P|H}(p) = P(P \leq p | H) = P(A | H) \), where "\( A \)" denotes the event that \( P \leq p \), and "\( H \)" denotes the event that you get a head. Let \( f(u) = 1, 0 \leq u \leq 1 \) denote the unconditional pdf of \( P \). We apply Bayes' Theorem directly for \( p \in [0, 1] \) to get:\(^{12}\)

\[
F_{P|H}(p) = \frac{P(A \cap H)}{P(H)} = \frac{\int_0^p u f(u) du}{\int_0^1 u f(u) du} = \frac{\left( \frac{u^2}{2} \right)}{\left( \frac{1}{2} \right)} = p^2.
\]

As \( p \to 1 \), \( F_{P|H}(p) \to 1 \), and as \( p \to 0 \), \( F_{P|H}(p) \to 0 \) (just checking). This cdf produces the pdf \( f_{P|H}(p) = 2p \) that is left-skewed and has a mean of 2/3—slightly above 1/2 as you might have expected.

Let "750 H/1000" denote the event that you flip the coin 1,000 times and get 750 heads. In this case, the (conditional) distribution function is going to look much like the step function

\[
F_{P|750H/1000}(p) \approx \begin{cases} 
0, & 0 < p < 0.75, \\
1, & 0.75 \leq p \leq 1.
\end{cases}
\]

This conclusion relies upon a Weak Law of Large Numbers argument (see Footnote 1 on page 187, and deGroot [1989, p229-231]). The naive answer is to work it out mathematically, using binomial distributions and such like, but it quickly gets very messy, and the result should be essentially the same.

Answer 4.22: This is well known. More generally, if \( X \sim N(\mu, \sigma^2) \), then \( E(e^X) = e^{\mu+\frac{1}{2}\sigma^2} \). If \( X \) is Normal, then \( e^X \) is Lognormal. So, this is the sort of knowledge that arises in analytical Black-Scholes derivatives work, or in setting up a Monte-Carlo simulation of price paths in a Black-Scholes world. See Crick (2009, section 2.2) for detailed discussion and examples. It is straightforward to prove this from first principles because the Normal pdf has an \( e^{-x^2} \) kernel in it, and you just have to add the exponents, complete the square, and integrate out to see what is left over.

Answer 4.23: Both games have the same expected payoff: $3.5 million. However, the second game has much less volatility than the first. The Weak Law of Large Numbers says that your actual payoff will be much closer to the expected payoff in Game Two. As a risk-averse individual, you choose Game Two.

---

\(^{12}\)I thank Alex Vigodner for this answer.
The long answer is still quite simple. Suppose you sample \( N \) people and record a 1 if they say they will vote for Candidate A and a 0 otherwise. You have \( N \) binomial trials. Let \( X_i \) denote the outcome of the \( i \)th trial, then

\[
X_i = \begin{cases} 
1, & \text{with probability } p, \\
0, & \text{with probability } (1 - p).
\end{cases}
\]

Let \( Y = \sum_{i=1}^{N} X_i \), then \( Y/N \) is the estimator of \( p \). It follows that

\[
E(Y/N) = E(Y)/N = \sum_{i=1}^{N} E(X_i)/N = N \cdot p/N = p,
\]

and letting \( \text{\textquotedblleft}V(\cdot)\text{\textquotedblright} \) denote variance, we have

\[
V(Y/N) = V(Y)/(N^2) = \sum_{i=1}^{N} V(X_i)/(N^2) \approx N \cdot p(1-p)/N^2 = p(1-p)/N^2,
\]

where \( \approx \) follows because the variance of the sum equals the sum of the variance when the random variables are independent, and \( \approx \) follows directly from the definition of \( X_i \) using the definition of variance as probability-weighted deviation about the mean: \( V(X_i) = (1-p)^2 \cdot p + p^2 \cdot (1-p) = p(1-p) \).

It follows that the standard error of \( Y/N \) is the square root of its variance:

\[
\text{SE}(Y/N) = \sqrt{\frac{p(1-p)}{N}}.
\]

In the particular case of the question we have \( \hat{\rho} = 0.60 \), so our best guess for the standard error is \( \sqrt{\frac{0.60 \times 0.40}{1000}} = 0.01549 \). So, a 95% confidence interval would be

\[
\hat{\rho} \pm 1.96 \times \sqrt{\frac{(1-\hat{\rho})}{N}} = 0.60 \pm 0.01549 = 0.60 \pm 0.0304.
\]

That is, the margin of error is roughly plus/minus 3%, which is what I said two dozen lines above! So, how did I know that before working out the details? The key is in two approximations. First, the 95% confidence interval for \( \hat{\rho} \) is \( \hat{\rho} \pm 1.96 \times 95\% \) the standard error, so let us just take that as \( \pm 2.00 \) times the standard error. Now, the standard error itself is \( \sqrt{\frac{p(1-p)}{N}} \), but for most cases of interest, \( p \) is roughly 0.50 (otherwise it would not be much of a horse race). So, \( p(1-p) \) is roughly 0.25. In fact, \( p(1-p) \) is an inverted parabola in \( p \) and has slope zero at \( p = 0.50 \). So, there is a range about \( p = 0.50 \) where approximating \( p(1-p) \) by 0.25 is good. For example, with \( \hat{\rho} = 0.60 \) we get \( \hat{\rho}(1-\hat{\rho}) = 0.24 \) which is very close.

So, we get a confidence interval which is

\[
\hat{\rho} \pm (\text{roughly} \ 2) \times \sqrt{\frac{0.25}{N}},
\]

but \( \sqrt{0.25} = 0.50 \), and 2 times this gives 1. So, we get a 95% confidence interval which is roughly

\[
\hat{\rho} \pm \sqrt{\frac{1}{N}}.
\]

This is a good approximation unless \( \hat{\rho} \) is quite far from 0.50.

It is good if you can calculate approximate square roots of powers of 10 in your head: \( \sqrt{1000} = 30, \sqrt{100000} = 100, \sqrt{10000000} = 300 \), and so on. ...and you need to be able to invert them too (e.g., \( 1/30 \approx 0.03 \)).

**Answer 4.26:** This is an old/common interview question. It is a direct application of Bayes' Theorem. Question 4.18 was also a Bayes' Theorem question. In that case we tried some informal intuition before doing the math; let us try that here too.

Most people do not have the disease. If we were to randomly select from the disease-free population (which is 99.5% of the sample here, so that is not too far from what we are actually doing), we would get a positive test result 7% of the time. If we are randomly selecting from the entire population, we get a diseased person 0.5% of the time. So, overall it seems that for roughly 7.5% of the draws, we get a positive, but for only 0.5% of the draws would they have the disease. Given a positive test result, we focus only on the roughly 7.5% of the population that returns a positive. With this restriction, the likelihood of the person having the disease is the ratio of those with the disease to those with a positive: roughly 0.005/0.075. This ratio is just 2/3 with the decimal place moved, so our guess is 6.67%.

Now let us do the math. Let \( ^+ \) denote a positive on the test. Let \( ^+D \) denote the presence of the disease, and let \( ^+D^c \) denote the complement of being diseased (i.e., no disease). Then from Bayes' Theorem

\[
P(D^+ | +) = \frac{P(D^+ | +)P(D)}{P(+)}
\]

\[
= \frac{P(D | +)P(D)}{P(+)}
\]

\[
= \frac{P(D | +)P(D) + P(D | D^c)P(D^c)}{P(+)}
\]

\[
= \frac{1 \times 0.005 + (0.07 \times 0.995)}{0.005}
\]

\[
= 0.07465
\]

\[
= 0.06698.
\]

So, our 6.67% estimate is not far off.

If the percentage with the disease were only 0.05%, then the answer would drop to 0.007095% (which is almost exactly the ratio of \( P(D) \) to \( P(D | +)P(D^c) + P(D | D^c)P(D) \) — the dominant terms in the above calculations).
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Answer 4.27: A “stars and bars” approach is the easiest. Let each star denote a thousand-dollar investment and each bar denote a line of demarcation between funds. Then \( \binom{20}{4} \) has 20 stars and four bars to indicate an allocation of \( \$5,000; \$5,000; \$5,000; \$5,000; \$5,000 \) each. The number of ways to allocate the four bars to the 24 possible locations for the 24 symbols 1 used is \( \binom{23}{4} \). The general answer is \( \binom{N+k-1}{k-1} \) for \( N \)-thousand dollars invested into \( k \) funds. Please confirm that in the case \( N = 20, k = 2 \) this formula gives the simple answer \( N + 1 = 21 \).

A less elegant approach is to consider 20 independent generalized Bernoulli trials where we roll a five-sided die and record each result as a five-tuple with a 1 in the position corresponding to the die’s outcome and zeroes otherwise. The five-tuple containing the cumulative total count of outcomes is distributed multinomial (DeGroot 1989, p297). The number of possible fungible (i.e., financially indistinguishable) allocations of bills to buckets must be the same as the size of the sample space in this generalized experiment. For a multinomial with \( N \) generalized Bernoulli trials (each of \( k \) outcomes) the sample space is of size \( \binom{N+k-1}{k-1} \), as above.

Answer 4.28: We shall explore several solutions to the cookie dough problem because the nature of the problem allows us to practice many different skills: statistical inference, probability, combinatorics, recursion, induction, algebraic approximations, etc. This question is a particular case of a more general question: How many chips, \( N \), should go randomly into some cookie dough to give a probability of at least \( p \) that each of \( k \) cookies randomly cut from the batch contains at least \( m \) chips? The interviewer’s particular case uses the high probability \( p = 0.90 \) and the low hurdle \( m = 1 \) chips per cookie.

Well, if you have fewer than 100 chips, then at least one cookie does not have a chip, so 100 is the lower bound on any feasible answer. You should take an initial gut instinct guess before any formal analysis. My gut instinct is that something like \( N = 500 \) chips is enough because I would then be fairly sure that each cookie in the batch gets a chip. Is 500 enough? We will look at two exact solutions and several approximations to find out.

EXACT SOLUTIONS

1. Inclusion-Exclusion. If \( p \) is the probability that every event has at least \( m = 1 \) chips, then \( 1 - p \) is the probability of the event that some cookie has no chips. This event in turn is a union of events involving individual cookies having no chips. Let \( A_i \) be the event that cookie \( i \) has no chips, then

\[
1 - p = \Pr\left( \bigcup_{i=1}^{k} A_i \right) = \sum_{i=1}^{k} \Pr\left( A_i \right) - \sum_{1 \leq i < j \leq k} \Pr\left( A_i \cap A_j \right) + \sum_{1 \leq i < j < \cdots < j_k \leq k} \Pr\left( A_i \cap A_j \cap \cdots \cap A_{j_k} \right) - \cdots + (-1)^{k+1} \Pr\left( \bigcap_{i=1}^{k} A_i \right).
\]

The \( k^{th} \) term from this summation is a signed summation over probabilities of the form

\[
\Pr\left( \bigcap_{i \in \{j_i, j_{i-1}, \ldots, j_1\}} A_i \right) = \Pr\left( A_{j_1} \cap A_{j_2} \cap \cdots \cap A_{j_k} \right).
\]

There are \( \binom{k}{j_1} \) such probabilities that satisfy \( j_1, j_2, \ldots, j_k \leq \{1, 2, \ldots, k\} \) and \( j_1 < j_2 < \cdots < j_k \) (i.e., \( k \) numbers chosen without regard to order from \( k \) numbers) and, by symmetry, each such probability is identical. So, we just need to figure out the probability of getting a particular sub-batch of \( i \) chip-less cookies, \( j_1, j_2, \ldots, j_k \), in the batch of \( k \) cookies. For any given chip arriving in the dough, there is a probability \( \frac{1}{k} \) that the chip lands in this sub-batch and a probability \( \frac{k-1}{k} \) that the chip misses this sub-batch. The \( N \) chips arrive independently, so there is probability \( \frac{1}{k^n} \) that this sub-batch of \( i \) cookies ends up chip-less. Plugging these results back into the above gives

\[
1 - p = \sum_{i=1}^{k} (-1)^{i+1} \sum_{j_1 < j_2 < \cdots < j_i} \Pr\left( \bigcap_{j \in \{j_1, j_{i-1}, \ldots, j_1\}} A_j \right) = \sum_{i=1}^{k} (-1)^{i+1} \frac{k!}{i!} \left( \frac{k-1}{k} \right)^N, \quad \text{for} \ N \geq k. \tag{D.1}
\]

Note that the final, \( k^{th} \), term in the summation is identically zero because the cookies cannot all be chip-less. If we plug \( p = 0.90 \) and \( k = 100 \) into equation D.1 and solve for \( N \), we need a computer to find \( N = 682.52 \). So, \( N = 683 \) chips will do the job. Do not worry about needing a computer to solve this; Your interviewer will either have stopped you before you got to this point or will have given you a computer.

I am now able to use equation D.1 to find that my gut instinct guess of \( N = 500 \) chips gives a probability of only \( p = 51.26\% \) that I will get at least \( m = 1 \) chip
in each of \( k = 100 \) cookies. At the other extreme, it would have taken \( N = 916 \) chips to obtain \( p = 99\% \).

### #2: Recursion\(^{16} \)

An exact solution can also be found using a recursion approach. Let \( B_{k,N} \) count the number of ways that we can put \( N \) chips into \( k \) cookies. There are \( k \) choices for the first chip, \( k \) choices for the second chip, etc. So, \( B_{k,N} = k^N \). Let \( C_{k,N} \) count the number of ways that we can put \( N \) chips into \( k \) cookies where every cookie gets at least one chip (call this outcome a “success”). Well, as mentioned above, \( C_{k,N} = 0 \) if \( N < k \). We must also have \( C_{k,N} = 1 \) for all \( N \geq 1 \) (there is only one way to place \( N \) chips into one cookie). We can get a recursion going as follows: In order to get a success when placing the \( N^{th} \) chip, it must be either that the previous \( N-1 \) chips already distributed a chip to each cookie (success already?) and the \( N^{th} \) chip can go into any of the \( k \) cookies, or the previous \( N-1 \) chips distributed a chip to \( k-1 \) of the cookies and the \( N^{th} \) chip will go into the empty cookie; there are \( k \) ways that the latter event could take place. This produces the following recursion formula:

\[
C_{k,N} = k \cdot C_{k,N-1} + k \cdot C_{k-1,N-1}
\]

If we let \( P_{k,N} \) be the probability that we get a success (i.e., at least one chip per cookie) from \( N \) chips placed into \( k \) cookies, then

\[
P_{k,N} = \frac{C_{k,N}}{B_{k,N}} = \frac{k \cdot [C_{k,N-1} + C_{k-1,N-1}]}{k^N}
\]

\[
= \frac{P_{k,N-1} + P_{k-1,N-1} \cdot \left( \frac{k-1}{k} \right)^{N-1}}, \tag{D.2}
\]

with initial conditions \( P_{k,N} = 0 \) if \( N < k \) and \( P_{1,1} = 1 \) for all \( N \geq 1 \) (from above). Although the recursion does not automatically generate a closed form solution, we can compare equation D.2 with equation D.1, above, to deduce that

\[
P_{k,N} = p = 1 - \sum_{i=1}^{k} (-1)^{i+1} \binom{k}{i} \frac{k-i}{k}^N, \text{ for } N \geq k. \tag{D.3}
\]

A tedious proof by induction (omitted) easily shows that \( P_{k,N} \) given in equation D.3 does indeed satisfy the recursion shown in equation D.2 and the initial condition \( P_{1,1} = 1 \) for all \( N \geq 1 \).

From an implementation standpoint, the recursion in equation D.2 is easier to execute accurately for large numbers than the closed-form solution in equation D.3—because the latter involves large factorials in the binomial coefficients.\(^{17} \)

### APPENDIX D. STATISTICS ANSWERS

### APPROXIMATE SOLUTIONS

I present two approximate solutions that can be figured using a handheld calculator. The first uses the union bound; the second relies upon near independence.

### #1: Union Bound

The union bound relies upon Boole’s Inequality, which uses just the first term from the inclusion-exclusion formula:

\[
P \left( \bigcup_{i=1}^{k} A_i \right) \leq \sum_{i=1}^{k} P(A_i)
\]

That is, the probability of at least one of the events occurring is bounded above by the sum of the probabilities of each of the events. In our case, we get

\[
1 - P_{k,N} = P \left( \bigcup_{i=1}^{k} A_i \right) \leq \sum_{i=1}^{k} P(A_i)
\]

\[
= (-1)^{i+1} \frac{(k-1)}{k} \left( \frac{k-1}{k} \right)^N, \text{ from the } i = 1 \text{ term in equation D.1,}
\]

\[
= \frac{k \cdot \left( k-1 \right)^N}{k^N}.
\]

Thus, \( P_{k,N} \geq 1 - k \cdot \left( \frac{k-1}{k} \right)^N \). In our case, we get

\[
P_{k,N} \geq 1 - 100 \cdot \left( \frac{99}{100} \right)^N
\]

If we plug the known solution \( N = 683 \) into this we get \( P_{k,N} \geq 80.6\% \), which is correct (\( N = 683 \) actually gives \( P_{k,N} = 90.0\% \)). If instead we set \( P_{k,N} = 90.0\% \) and solve for \( N \), we get \( N \leq \frac{\log(0.90)}{\log(0.99)} = 687.3 \), so, \( N = 688 \) is an upper bound on a sufficient number of chips.

### #2: Assumed Independence

When the number of chips \( N \) is large relative to the number of cookies \( k \), and when the minimum number of chips \( m \) required in each cookie is small, then the event that there are at least \( m \) chips in one cookie is very nearly independent of the event that there are at least \( m \) chips in another cookie. We can exploit this to get an excellent approximation to the exact solution.

Consider our case where \( k = 100 \) cookies and we want at least \( m = 1 \) chip per cookie. From the above, we know that the probability that there are no chips in the first cookie is

\[
P(A_1^c) = \left( \frac{k-1}{k} \right)^N
\]

\(^{16}\)I thank Robert Schoeneborn for suggesting this approach; any errors are mine.

\(^{17}\)Note, however, that there are recursive approaches to calculating binomial coefficients that include large numbers: we can use \( \binom{k}{i} = \frac{k}{i} \binom{k-1}{i-1} \). So, for example, \( \binom{100}{4} = \frac{100}{4} \binom{96}{3} \). So, for example, \( \binom{100}{4} = \frac{100}{4} \binom{96}{3} \).
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It follows that the probability that there is at least one chip in the first cookie is \(1 - (\frac{k-1}{k})^n\). Each cookie has the same statistical properties, so, with near independence, the probability that there is at least one chip in every cookie is

\[ p = \left[ 1 - \left( \frac{k-1}{k} \right)^n \right]^k. \]

Solving for \(N\) gives \(N \approx \frac{n \ln \left( \frac{1-p}{1-\frac{1}{k}} \right)}{\ln(1-\frac{1}{k})} \approx \frac{\ln(1-p^m)}{\ln(1-\frac{1}{k})} = 692.17. \) So, 683 chips will suffice, and we can figure this with a handheld calculator.

This answer relies upon the near independence between the event that there is at least one chip in one cookie and the event that there is at least one chip in another cookie. For the case of at least \(m = 1\) chip per cookie, I think my assumed-independence solution for \(N\) is either exactly correct, or underestimates \(N\) by only 1 for all \(k\). I have also seen a solution that uses the Poisson distribution in the \(m = 1\) case, assumes independence, and yields an answer that is algebraically very close to each of solutions presented here.

**#3: Another Approximation.** Finally, and this might be difficult to do in an interview, I plotted the assumed-independence solution for the \(m = 1\) case, \(N \approx \frac{n \ln \left( \frac{1-p}{1-\frac{1}{k}} \right)}{\ln(1-\frac{1}{k})}\), and the solution appeared to me to behave like \(N = k \cdot \ln(b \cdot k)\) where \(b\) is a function of \(p\) only. Comparing the two functional forms revealed

\[ b \approx \left[ \ln \left( \frac{1}{p} \right) \right]^{-1} \cdot p^k \approx \left[ \ln \left( \frac{1}{p} \right) \right]^{-1}. \]

This yielded the approximate solution

\[ N \approx k \cdot \ln \left( \ln \left( \frac{1}{p} \right) \right) \cdot k \]

\[ = k \cdot \left( \ln(k) - \ln[-\ln(p)] \right). \]

This solution is almost as accurate as the assumed-independence solution. For example, when \(k = 100\) cookies, and \(p = 0.90\), the exact solution for the \(m = 1\) case is 683, the assumed-independence solution is 683, and the above approximation yields 686 (an error of less than a half percent). Similarly, when \(k = 500\) cookies, and \(p = 0.50\), the exact solution for the \(m = 1\) case is 4,229, the assumed-independence solution is 4,229, and the above approximation yields 4,233 (an error of less than a tenth of a percent).

---

**Answer 4.29:** I present two solutions: the first is a full "hammer-and-tongs" solution; the second uses a recursive argument similar to Answer 4.24. Questions requiring recursive proofs have become popular in interviews; look up "recursive argument" in the index to find other examples in this book.

**FIRST SOLUTION**

When the game stops (i.e., you rolled a 4, 5, or 6), you have a \(\frac{2}{3}\) chance of seeing the accumulated score (i.e., you got a 4 or 5 out of a possible 4, 5, or 6 to stop the game). The accumulated score is 0 with probability \(\frac{1}{3}\), 1 with probability \(\left(\frac{2}{3}\right)^2\), 2 with probability \(\left(\frac{2}{3}\right)^3\), and so on. So the expected payoff is

\[ \frac{2}{3} \sum_{j=0}^{\infty} \left(\frac{1}{2}\right)^{j+1} = \frac{1}{3} \sum_{j=0}^{\infty} \frac{1}{2^j} = \frac{1}{3} \cdot 2 = \frac{2}{3}, \]

using the result that \(\sum_{j=0}^{\infty} \frac{1}{2^j} = 2\) (see Footnote 4 on page 59).

**SECOND SOLUTION**

Let \(N\) be the random number of times you roll a 1, 2, or 3, before a 4, 5, or 6 appears. If you now roll the die once, there is a \(1/2\) chance that \(N = 0\) and the game stops, and there is a \(1/3\) chance that you get a 1, 2, or 3, and you are otherwise recursively back where you started (expecting to roll an additional \(E(N)\) 1's, 2's, or 3's before the game ends). If we write this algebraically, we get

\[ E(N) = \left( 0 \cdot \frac{1}{2} \right) + \left( \frac{1}{2} \cdot \left[ 1 + E(N) \right] \cdot \frac{1}{2} \right). \]

We can solve this directly to get \(E(N) = 1\). When the game does end, we get paid only if we roll a 4 or 5. In other words, conditional upon the game ending, we have a two-thirds chance of being paid \(N\). Our expected payoff is thus \(\frac{2}{3} \cdot E(N) = \frac{2}{3}\), as before.

**Answer 4.30:** I first heard about the "broken stick problem" appearing in MBA interviews back in the early 1990's. This old question deserves justice here. The most elegant proof I have seen for obtaining the probability that a triangle can be formed from three sticks is a special case of a general proof in higher dimensions.

Boll (1948) considers the case where a stick is broken randomly into \(n\) pieces. He says that a necessary and sufficient condition for a polygon of \(n\) or fewer angles to be made out of the \(n\) pieces is that no one piece can be of a length

---

\(^{14}\)Let \(N\), be the number of chips in the \(i\)th cookie. Then, for \(N = 693\) and \(k = 100\) the events \(A = (N_i \leq N)\) and \(B = (N_j \leq N)\) for \(i \neq j\) are effectively numerically indistinguishable from independent for small \(m\). I simulated \(P_{A \cap B}\) for various \(m\) and found the ratio was \(1 \pm 0.00001\) for \(m = 1\), \(1 \pm 0.000001\) for \(m = 2\), \(1 \pm 0.0000001\) for \(m = 3\), \(1 \pm 0.00000001\) for \(m = 4\), \(1 \pm 0.00000001\) for \(m = 5\), \(1 \pm 0.000000001\) for \(m = 6\) to 10, \(1 \pm 0.001\) for \(m = 11-16\), and rare enough that it was difficult to simulate for \(m \geq 17\).

\(^{15}\)I thank Simon West for suggesting this technique; any errors are mine.
that exceeds the sum of the lengths of the others. Equivalently, each piece must be not greater in length than half the length of the stick.\footnote{Bull implicitly allows for two degenerate cases: triangles with zero area when one piece has length $\frac{1}{2}$; and, one or two pieces having zero length. For randomly placed breaks, these cases happen with probability zero; my allowing them does not change the final answer.}

Following Bull... let $x$, $y$, and $1 - x - y$ denote the lengths of the three separate pieces. If $x$ and $y$ are taken as axes of coordinates in two dimensions, then all ways of breaking the stick (regardless of whether a triangle can be formed or not) are represented by points inside and on the triangle formed by the coordinate axes and the line $x + y = 1$ (i.e., the boundary and interior of the triangle $O-A_1-A_2$ in figure D.2). If this statement is not immediately obvious, then think of it as follows. There are three pieces of lengths $x$, $y$, and $1 - x - y$. It must be the case that each piece has non-negative length: $x \geq 0$, $y \geq 0$, and $1 - x - y \geq 0$. After rearranging the latter inequality, these three conditions say $x \geq 0$, $y \geq 0$, and $x + y \leq 1$. The intersection of these three conditions is the boundary and interior of the triangle $O-A_1-A_2$ in figure D.2, as stated.

The points in figure D.2 representing ways of breaking the stick that allow a triangle to be formed are those points inside and on the area bounded by the lines $x = \frac{1}{2}$, $y = \frac{1}{2}$, and $x + y = \frac{1}{2}$ (i.e., the shaded area in figure D.2). Again, this is not immediately obvious, think of the conditions required: each piece must not be greater in length than half the length of the stick: $x \leq \frac{1}{2}$, $y \leq \frac{1}{2}$, and $1 - x - y \leq \frac{1}{2}$ (or, $x + y \geq \frac{1}{2}$). The intersection of these three conditions is the boundary and interior of the shaded triangle $B_12-A'_1-A'_2$ in figure D.2, as stated.

Random breaking of the stick means that the possible triplets of pieces $(x, y, 1-x-y)$ obtained are represented by coordinate pairs $(x, y)$ distributed uniformly over the triangle $O-A_1-A_2$ in figure D.2. The shaded triangle $B_12-A'_1-A'_2$ corresponds to pieces that can be used to build a triangle. The probability you can form a triangle is thus

$$P(3) = \frac{\text{AREA}(\text{triangle } B_12-A'_1-A'_2)}{\text{AREA}(\text{triangle } O-A_1-A_2)} = \frac{\frac{1}{2} - 3 \cdot \frac{1}{4}}{\frac{1}{2}} = 1 - (3 \cdot \frac{1}{4}) = \frac{1}{4}.$$  

Visual inspection of figure D.2 yields the same solution. We have now solved the question posed.

Bull (1948) presents a geometric proof for the case of four pieces. His proof is the three-dimensional analogy of my figure D.2. He has three axes, $x$, $y$, $z$, and a tetrahedron representing all ways of forming a polygon of four or fewer angles from the pieces. At the origin, and along each axis are tetrahedrons that must be excluded if a polygon is to be formed. So, instead of my two axes and three triangles to exclude, Bull has three axes and four tetrahedrons to exclude. I won’t draw the picture, but here are the calculations: The volume of a tetrahedron is $\frac{1}{2} \cdot A \cdot h$, where $A$ is base area and $h$ is height. The large

\begin{figure}
\centering
\includegraphics[width=\textwidth]{broken_stick_triangle}
\caption{Broken Stick Problem: Form a Triangle}
\end{figure}

Note: Any particular $x$ and $y$ coordinate pair within the triangle $O-A_1-A_2$ corresponds to a broken stick with three pieces of lengths $x$, $y$, and $1 - x - y$, respectively. If the $x$ and $y$ coordinate pair fall within the shaded triangle $B_12-A'_1-A'_2$, then the three pieces can be used to construct a triangle—for in this case no one piece can be of a length that exceeds the sum of the lengths of the others, or, equivalently, each piece must be not greater in length than half the length of the stick.
tetrahedron has $A = \frac{1}{3}$ and $b = \frac{1}{2}$; the four small ones have $A = \frac{1}{2}$ and $b = \frac{1}{4}$.

So, the answer for $n = 4$ is $P(4) = \frac{(\frac{1}{3} - \frac{1}{2}) + (\frac{1}{2} - \frac{1}{4})}{(\frac{1}{3})^3} = 1 - (4 \cdot \frac{6}{48}) = \frac{1}{2}$.

In the general $n$-piece proof, Ball has an $(n-1)$-dimensional polytope with $n$ polytopes to be excluded. The same relative probability argument yields $P(n) = \frac{n}{n+1} \cdot \frac{1}{n+2} \cdot \frac{1}{n+3} \cdots \frac{1}{n+n} = 1 - \frac{n}{2^{n+1}}$. As $n$ gets large $P(n)$ goes to 1. This seems intuitive; If I break a stick randomly into 100 pieces, how likely is it that I can lay the pieces out to form a polygon of 100 or fewer angles? ...the answer should be very close to 1.

**Answer 4.31**: Unlike Answer 4.30, a triangle need not be formed here. To derive the pdf for the longest piece we will derive the cdf first and then differentiate it. We shall work with the properties of figure D.2.

Let $L$ denote the random longest piece, and $l$ denote a particular value of $L$. We want to find the cdf $F_L(l) = P(L \leq l)$. We know that $L \equiv \max(x, y, 1 - x - y)$, so the event $L \leq l$ happens if and only if $x \leq l$, $y \leq l$, and $1 - x - y \leq l$. The latter may be rearranged as $x + y \geq 1 - l$. Following the arguments in Answer 1.30, we need only find the relative area contained within the region bounded by the lines $x = l$, $y = l$ and $x + y = 1 - l$ (but also within the original triangle $O-A_1-A_2$) in figure D.2. There are two cases: $0.5 \leq l \leq 1$ (see figure D.3), and $\frac{1}{2} \leq l \leq 0.5$ (see figure D.4). The figure captions contain the algebra. We find that the cdf of the longest piece is

$$F_L(l) = \begin{cases} 0.5 - 3(l - 1)^2, & 0.5 \leq l \leq 1 \\ (3l - 1)^2, & \frac{1}{2} \leq l \leq 0.5 \end{cases}$$

and the pdf of the longest piece is

$$f_L(l) = \begin{cases} 6(1 - l), & 0.5 \leq l \leq 1 \\ 6(3l - 1), & \frac{1}{2} \leq l \leq 0.5 \end{cases}$$

So, the expected length of the longest piece of broken stick is

$$E(L) = \int_0^1 l \cdot f_L(l) dl$$

$$= \int_{0.5}^1 l \cdot 6(3l - 1) dl + \int_0^{0.5} l \cdot 6(1 - l) dl$$

$$= \left[ \frac{6l^3}{3} - \frac{3l^2}{2} \right]_{0.5}^{1} + \left[ \frac{6l^2}{2} - \frac{3l}{2} - \left( \frac{3}{4} - \frac{2}{8} \right) \right]_{0.5}^{0.5}$$

$$= \left[ \frac{6}{8} - \frac{3}{2} - \frac{6}{27} - \frac{3}{9} \right] + \left[ 3 - \frac{3}{4} - \frac{3}{8} \right] = \frac{11}{18}$$

**Figure D.3**: Broken Stick Problem, $F_L(l) = P(L \leq l)$, Case: $0.5 \leq l \leq 1$

**Note**: The cdf of the length of the longest piece is given by the shaded relative probability area bounded by the three conditions $x \leq l$, $y \leq l$ and $x + y \geq 1 - l$ (but also within the original triangle $O-A_1-A_2$). In the case $l \geq 0.5$ this is simply the relative area obtained by excluding the three equal-sized un-shaded triangles. Each of the three un-shaded triangles has area $\frac{1}{2}(1-l)^2$, so the cdf value is simply $F_L(l) = P(L \leq l) = \frac{1 - \frac{3}{4}(1-l)^2}{1 - \frac{3}{4}(1-l)^2} = 1 - \frac{3}{4}(1-l)^2$.

This yields pdf $f_L(l) = 6(1 - l)$ in the case $0.5 \leq l \leq 1$.

---

21) A polytope is "a finite region of n-dimensional space enclosed by a finite number of hyperplanes (mathworld.wolfram.com)." 22) Can you sketch the pdf to confirm that it is right-skewed and triangular?
I leave you to use the same technique to confirm that the expected length $S$ of the shortest piece is $E(S) = \frac{1}{3} = \frac{1}{3}$.

**Answer 4.32:** You know only that I have two children and that one is a girl. My family has (implicitly) conducted two Bernoulli trials. Without the information that one child is a girl, there are four possible equally likely outcomes: GG, GB, BG, BB. With the information that one child is a girl, the last outcome is excluded, and the sample space describing the randomness you are confronted with is three equally likely outcomes: GG, GB, BG. The probability of GG is thus $\frac{1}{3}$. See Answer 4.33 for more details.

**Answer 4.33:** You know only that I have two children and that one is a girl you are facing at my front door. Now the argument changes from the previous question. The only randomness is the gender of the child you cannot see. The sample space describing this randomness is just G and B. The probability that I have two girls is thus $\frac{1}{3}$.

Like in Answer 4.32, without seeing my child, there are four possible equally likely outcomes: GG, GB, BG, BB. Having pinpointed the gender of Child #1 (we might as well call her that), however, the latter two outcomes are excluded, and the sample space describing the randomness you are confronted with is two equally likely outcomes: GG, GB. The probability of GG is thus $\frac{1}{3}$.

If they press you for the formal derivation so you can point your finger at the difference between the Answers 4.32 and 4.33, you can use Bayes’ Theorem. In Answer 4.32 you are seeking $P(G \cap G | \text{told G})$:

$$P(G \cap G | \text{told G}) = \frac{P(G \cap G | \text{told G})}{P(\text{told G})} = \frac{P(\text{told G} | G \cap G) \cdot P(G \cap G)}{P(\text{told G} | G \cap G) \cdot P(G \cap G) + P(\text{told G} | G \cap B) \cdot P(G \cap B) + P(\text{told G} | B \cap G) \cdot P(B \cap G) + P(\text{told G} | B \cap B) \cdot P(B \cap B)}$$

In Answer 4.33 you are seeking $P(G \cap G | \text{see G})$:

$$P(G \cap G | \text{see G}) = \frac{P(G \cap G | \text{see G})}{P(G | \text{see G})} = \frac{P(G \cap G | \text{see G})}{P(G | \text{see G})} = \frac{P(G \cap G | G \cap G) \cdot P(G \cap G)}{P(G \cap G | G \cap G) \cdot P(G \cap G) + P(G \cap G | G \cap B) \cdot P(G \cap B) + P(G \cap G | B \cap G) \cdot P(B \cap G) + P(G \cap G | B \cap B) \cdot P(B \cap B)}$$

I used bold font to show where the two derivations differ: $P(\text{told G} | G \cap G) = 1$, but $P(\text{see G} | G \cap G) = \frac{1}{2}$. Otherwise everything is the same.

There is only one case. I get $P_{1}(x) = 1 - (1 - 3a)^{2}$, and $f_{x}(x) = 6(1 - 3a)$, for $0 \leq a \leq \frac{1}{3}$. I deduce that $E(M) = \frac{1}{3}$ for the middle-length piece because $E(S + M + L) = 1$.
Appendix E

Non-Quantitative Answers (Selected)

This appendix contains answers to selected questions in chapter 5.

Answer 5.2.10: A “tombstone” is of course an advertisement that lists (like the names on a tombstone) the underwriters associated with a public issue of a security. The particular placement of the underwriters’ names on the tombstone carries with it implications for the perceived status of the underwriters on the deal.

A student came to see me. He told me that he was flying to Chicago the next day for a job interview with an investment bank. I did not recognize the name of the bank. He asked me what sort of non-quantitative questions he might face, so I pulled out my book and tried several on him. When I got to the tombstone question, I stopped and asked him if he knew the definition of a tombstone. I pulled out that day’s Wall Street Journal (WSJ) to see if there was a tombstone in the third section.

The page at which I opened the WSJ contained a tombstone from the bank he was going to interview with the next day! I clipped it out and gave it to him, and he talked about it in his interview. It is worth keeping your eye on the tombstones in the third section of the WSJ in the weeks leading up to your interviews.

Answer 5.2.24: This is not necessarily a rejection. It may just be a test to see how you defend yourself. It is just the opposite way of asking you why you fit the job. I would answer “No, Sir. I fit because ...”

Answer 5.3.6: This is basic macroeconomics, and you should be fully familiar with it. The two forms of macroeconomic policy are monetary policy and fiscal policy. Monetary policy tries to achieve the broad objectives of economic policy through control of the monetary system and by operating on the supply of money, the level and structure of interest rates, and other conditions affecting the supply of credit (Pearce [1984, p291]). With monetary policy, the Federal Reserve Bank (“the Fed”) sells bonds and reduces the money supply—an “open market operation.” This increases interest rates (the cost of money) and makes capital expenditures more costly. This in turn slows down growth in the economy and should fight the inflationary threat.
In addition to open market operations, the Fed implements monetary policy by managing the discount rate (the rate the Fed charges banks for loans), adjusting the Fed funds rate (the rate banks charge each other for loans of federal funds), managing reserve requirements for banks (the proportion of a bank’s assets required to be held in Treasury securities), and operations in the government repo (i.e., repurchase) market.1

Fiscal policy refers to the use of taxation and government expenditure to regulate the aggregate level of economic activity (Pearce [1984, p160]). Increasing taxes and decreasing government spending should slow down growth in the economy and fight inflationary fears. Go to any standard macroeconomic text if you want more details on fiscal or monetary policy.

Answer 5.3.12: The “Dow Jones Dogs” strategy involves buying the “Dow Jones Dogs” at the start of the year. These are the 10 Dow Jones Industrial Average (DJIA) stocks with the highest dividend yield. They are dogs because you get a relatively high dividend yield by having a low price relative to dividends. You are supposed to rebalance the portfolio every year. Historically this has been a profitable strategy. The CBIOE introduced options on a Dow Jones Dogs index (ticker symbol “MUT”) in 1999, but I do not see any volume in them in 2009. Deutsche Bank offers an exchange-traded note (ETN) based on the return to the Dow Jones Dogs strategy (ticker symbol “DOD”). MUT and DOD move very closely together.

Answer 5.4.8: The answer given by the interviewer was that if you are Avis or Hertz, cars are inventory. The same applies to an automobile manufacturer (or any of their distributors).

Answer 5.4.16: No, FCF does not include interest payments or repayment of principal because FCF is the cash flows generated by net assets and available to the owners of the company (both debt and equity holders). The tax benefit of interest payments is recognized in a lower after tax cost of debt in the WACC. Finally, financing costs are not cash outflows. They do not reduce cash available to owners. To the contrary, they are cash payments to owners and, therefore, have no net effect on cash flows available to owners (i.e., FCF).

Answer 5.5.2: The “how many somethings are there somewhere” questions are common. There is no precise algebraic solution routine. You make several rough assumptions and hope the errors cancel. For example, the US population is about 300,000,000 (mid 2009). The population of Bloomington, Indiana, is about 100,000 (when the students are there). There are about six McDonald’s in Bloomington. I calculate $300,000,000 \times 6 = 3,000 \times 6 = 18,000$. However, Bloomington is a college town, and students eat more junk food than the general populace, so I adjust my answer downwards to about 10,000 to 15,000 McDonald’s outlets in the US.

1 A “repo” is a repurchase agreement. It is an agreement to repurchase a security in the future. You give up the security now in exchange for cash, agreeing to repurchase the security at a later date for a larger amount of cash. A repo is thus a collateralized loan. A reverse repo is the other side of the deal—you purchase securities now with an agreement to sell them later. Repos range in maturity from overnight (“O/N”) to as long as five years; shorter-term repos are the most popular.

Looking at online profiles of the company, I estimate that of 32,000 McDonalds restaurants (mid 2009), roughly 14,000 of them are located in the US. In general, you grab something you know, scale it up or down, and adjust for any biases. Let us try it again a different way. I cannot believe anyone over 30 or under five would eat in a McDonald’s. If lifespan is uniformly distributed between zero and 75 years, then only one-third of the population (100,000,000) is eligible for eating at McDonald’s. Half of these are health nuts. That leaves 50,000,000 customers. Suppose they eat four meals per week. That works out to about 30,000,000 meals served per day. If one outlet sells a burger every 30 seconds, that is 120 an hour and about 3,000 per day. 30,000,000 meals served per day at 3,000 per outlet implies about 10,000 outlets. This is still in the ballpark.

Whether it is ping-pong balls in a 747, barbers in Chicago, or elevators in the US, find something you know and scale it up or down. Be sure to know the population of the Earth, the US, the city you live in, and the city you interview in.

Answer 5.5.4: The answer given by the interviewer was that you should threaten to kill yourself by hitting your head against the wall. The administrative nightmare that would follow would ruin the guard’s upcoming weekend. He would have to give you a cigarette.

Answer 5.5.7: You have to figure that the coin is not fair. The probability of another head is essentially one. See Huff’s book, “How to Lie with Statistics,” for related arguments (Huff [1982, chapter 3]).

Answer 5.5.10: I have had several comments from readers on how to weigh a jet plane: Land it on an aircraft carrier and measure the displacement of the ship; load it on the ice (e.g., Arctic) and then crash into it with something big and see how far it moves; look at the size of the tire footprints and deduce it from the tire pressure. How about just looking in the manual?

Answer 5.5.16: I spent some time at NASA’s web site. NASA says there are four forces on an aeroplane: thrust, drag, weight and lift. These forces move the aeroplane forward, backward, downward, and upward, respectively, and simultaneously. For example, level forward flight would require that lift balance weight, and that thrust more than compensate for drag.

NASA indicates that there is considerable debate/confusion over how lift is generated. They describe lift as a mechanical force that is generated when a solid object moves through a fluid and “turns” the fluid flow. The shape and “angle of attack” of an aeroplane’s wing turn the fluid flow downwards, and, by Newton’s Third Law of Motion (i.e., for every action there is an equal and opposite reaction) this provides upward lift.

NASA comments that wings are often shaped so that the wing, taken in cross section, has more surface area on the top surface than the bottom surface. The air flows more quickly over the top of the wing than the bottom. The variation in velocity of the fluid creates a pressure differential that produces lift. They state, however, that this wing shape is not necessary to create lift. Rather, it only contributes to it.
Answer 5.5.20: There are several possible responses that make sense. An obvious reason is safety: a round cover cannot fall down a round hole. Whereas if both hole and cover are either square or rectangular or oval, the cover can easily fall down the hole if lifted vertically and turned diagonally and dropped. Incidentally, I noticed while working in New Zealand that some of their manholes have rectangular covers. However, in this case, the covers are hinged and attached to a frame that is immovable—thus preventing the cover from falling.

Another reason for being round is that the (very heavy) covers may be rolled easily. Similarly, a (very heavy) round cover need not be manipulated before being returned to its hole—it may be replaced in any orientation. Finally, and with some sarcasm, manhole covers are round because the holes that they cover are round. It is easier to drill a round hole in the street than a square one. Have you ever tried drilling a square hole in anything?
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