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Abstract— Internet 0 is proposed as a local area net-
work that supports extremely small network devices with
very little capacity for computation, storage, or commu-
nication. Internet 0 assumes that there is a need for such
devices, such as the controllable and controlled devices in
a building, such as light bulbs and switches, thermostats
and air conditioners, and so forth. In order to support
that limited capacity in an environment where such de-
vices should be able to coordinate without the necessity
of a third party service, Internet 0 supports IP to the
end nodes on top of a limited scope broadcast environ-
ment. The objective of this paper is to explore issues of
design in a context where federation of an Internet 0 net
either with other Internet 0 nets or the global Internet
becomes important. The question we ask is whether the
end-node in such an Internet 0 needs to know more or
behave differently in such a federated environment, and
how one might achieve such federation. We explore three
aspects of network design in this study: addressing and
routing, traffic collision and congestion control, and se-
curity. In each case, based on analysis, we conclude that
to reach our goals in a generalizable and extensible fash-
ion, a third party service will be needed to act as an inter-
mediary, and propose that a single service should provide
all the required federation services

Index Terms—Internet 0, the Internet, network archi-
tecture

I. INTRODUCTION

Internet 0 [1], [2] is a network design intended for
low-bandwidth, low-speed network applications. The
starting assumption is that there is a class of network
end-nodes or devices that are extremely small and in-
expensive, such as light bulbs that could valuably be
available on a network, especially in a building envi-
ronment. Upon further thought, Gershenfeld et al. [2]
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concluded that flexible and extensible local network-
ing for limited communication and limited interaction
or functionality would allow for the design of a much
simplified network, but that could still provide IP to the
end-nodes of the network. Part of the objective for IP
to the end-nodes is that it enables applications such as
simple web-style interactions. To that end in the project
they build tiny web servers that can only report the bi-
nary state of a light bulb or switch and change that state.

More generally, the drivers of the Internet 0 project
include both energy and cost minimization, ability to
deploy in environments such as that of the construction
industry, where flexibility and extensibility of many
small devices, whether light bulbs, thermostats or com-
ponents of an alarm system may need both installation
after construction and relocation after the fact. In addi-
tion, the flexibility of including all such limited capac-
ity devices and their controllers and interfaces on a net-
work allows for improved architectural (in the building
sense) expression. To achieve these objectives, Ger-
shenfeld et al. arrived at a number of key design fea-
tures:

� IP to the end-nodes, to achieve end-to-end IP level
service without the need for translation;

� Integrated layer processing, as first described by
Clark and Tennenhouse [3] to minimize the cost
of end-to-end IP;

� Direct communication and functioning between
end-nodes, without the need for a third party node;

� Self-assignment of identities, to avoid the require-
ment of a third-party for identification assignment;

� Bit-transmission length (time) longer than the
length of the network, to allow transmitters to
learn about collisions before completing their own
transmission;

� Common bit and byte transmission representation
independent of the underlying medium using a
Manchester encoding scheme. Because the coding
scheme transcends all media, no transformation or
recoding is needed;

� Adherence to an open standard to enable broad in-
teroperability. One might assume that the Internet



protocols provide this, but in Internet 0, a common
low-level Manchester style coding scheme is also
proposed as a layer of homogeneity.

The result is an extremely simple protocol stack,
based on a model of broadcast at the MAC layer and
an assumption that the transmission of a bit is longer
(slower) than the length of the network, with encoding
at that layer in their simple Manchester coding scheme,
self-selected IP addresses, unique at least within the
scope of individual Internet 0 net, and IP running over
everything, in order to support extremely simple HTTP.
In light of this significantly simplified design for a net-
work, this paper explores the question of how to allow
that limited network environment to continue to exist
while considering the implications of attaching such an
individual Internet 0 network to a larger composite of
multiple Internet 0 networks or a metanet [4]. In the
larger Internet, there has been ongoing thought put into
the end-to-end arguments [5] and which functions and
services of the network should be provided end-to-end
or not. In this paper, we consider three such functions
and examine the alternatives for provision of them ei-
ther end-to-end or not. The three functions are iden-
tity, collision control leading to congestion avoidance,
and security. With respect to identity, Internet 0 takes
the position that a node should be able to decide its
identity for use in packet transmission to and from its
peers independently of any third party. In the domain
of security, under discussion is a proposal for encryp-
tion capabilities to provide privacy and authentication
between peers. [6] presents the scalable encryption al-
gorithm that makes this possible. Finally, the position
taken in Internet 0 with respect to congestion is to de-
sign it out of existence. What this means is that when
contention occurs, it will not be found in the network,
but cause a transmitting node to discover collisions dur-
ing transmission and then back off, if necessary. To the
extent that the design of Internet 0 is stable and fixed,
we will demonstrate that a common approach of pro-
viding an intermediary service will be necessary in all
three cases. We expect this to generalize well.

The remainder of the paper is organized as follows.
First, we will analyze three scenarios, the individual
Internet 0 net, a federation of Internet 0 nets, and a
federation including the global Internet. We will then
evaluate how best to provide the basic functions of ad-
dressing, collision control, and security in these three
contexts without requiring changes to an individual In-
ternet 0 node.. We conclude that a third-party gateway
service will be necessary in each case.

II. THE PROBLEMS: INTERNET 0 ORGANIZATION

AND FEDERATION

We begin with more detail about Internet 0 organi-
zation and mechanism, in order to explore the issues of
federating Internet 0 networks with each other and the
global Internet itself.

A. Internet 0 organization

First, let us consider a single Internet 0. At its lowest
layer it is a broadcast medium. In fact, it may be a set
of broadcast media with translators between them. At
this level, the design criteria include that the propaga-
tion time of a bit from one end to the other (between the
most distant devices on the net) is longer than twice the
transmission time of that bit from its source. This must
include any medium translation. Thus, the length of
such a network will have an upper limit determined by
the combination of the length of a transmission and its
propagation time. Such a scheme allows for discovery
of collisions of bits prior to completion of the transmis-
sion of the bit, and hence in upper layers will allow for
sharing of the resource without need for a great deal of
congestion control. It also provides a higher probabil-
ity that the transmitted bit will have been received cor-
rectly, without need of acknowledgment. It is valuable
to note here that there is no theoretical or algorithm up-
per limit on the number of nodes attached to an Internet
0. The number of nodes is only limited by the number
that can be physically connected to the network. On the
other hand, as the number increases, bit collisions will
increase. In fact, as was studied for Ethernet [7] per-
formance will degrade exponentially as attempted use
of the network increases. On the other hand, the ex-
pectation here is that the traffic between devices will
be limited to low volume and slow activities, for ex-
ample (1) polling for state such as whether the light is
off or on, (2) measurements such as temperature and
humidity, and (3) setting behavior or state of a device,
such as turning it off or on, or setting the temperature at
which it turns itself off or on. Because Internet 0 is not
intended for general purpose computing, but rather for
low-bandwidth, low-traffic situations, it is likely that an
Internet 0 net could support many more devices than a
typical Ethernet of the same caliber.

Above this, Internet 0 provides a common coding
scheme for bits, based on Manchester coding. This
simplifies the design and hopefully increases perfor-
mance in transmitting across different media, rather
than requiring coding translation at such boundaries.
It also provides a layer of homogeneity, not typically
provided in other device networks, which often only



operate over small numbers of meters to a device that
is more powerful and on a different sort of network,
whether 802.11, Ethernet, or something else.

Above the bit transmission level, Internet 0 supports
IP, the Internet Protocol [8]. The interesting feature of
this layer is that although IP is used for communicat-
ing among nodes on the network, some of the ancillary
functions that are traditionally part of the ”IP layer” are
not present in Internet 0, but the functions provided
differently. In particular, the two that we want to ad-
dress here are routing and addressing. In its simplest
form, the Internet assumes that the addresses of source
and destination are globally unique and can be used
directly for transmission. 1 Typically address assign-
ment, whether behind a NAT or not is done either man-
ually or in an automated manner as with DHCP. Both
of these approaches involve avoiding address conflicts.
Internet 0 makes a similar assumption, but only within
the bounds of a single Internet 0. Because an Internet
0 is a small broadcast environment, there is no need
for coordination or a remote service to allocate non-
conflicting addresses. A new node can simply pick an
address and test it. If it is unused, then it is available. It
is important to note that this approach implies that no
third party service need be available in order to allow
peer nodes to communicate.

A second way that the IP environment of Internet 0
is different from the global Internet is in routing. In
the Internet, routing is achieved using a hierarchical
approach. The network is divided in interconnected
Autonomous Systems (ASs), between which the BGP
protocol is used, to find paths among ASs, and sepa-
rate local routing protocols, designed for the smaller
and more homogeneous environments are used inside
ASs. The assumption is that something outside the end
node will determine the path taken to by packets to ar-
rive at the destination. In Internet 0, this is more or
less a moot point, because it is simply a broadcast en-
vironment, so all packets arrive everywhere and a node
simply needs to know its own address and then deter-
mine whether an incoming packet is destined for it or
not, with no routers involved, thus again preserving the
goal that peer nodes be able to communicate without
the assistance of a third party service.

Figure 1 depicts a single Internet 0 arrangement in
a building. As a proof of concept, Krikorian[1] de-
scribes implementations of both UDP/IP and TCP/IP

�

Things are not quite this simple in the Internet, because we have
allowed for NATs or Network Address Translators. NATs allow for
addresses behind them to be reused elsewhere and provide address
translation between the global Internet and the networks behind the
NATs.
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Fig. 1. A single Internet 0s within a building. The dashed lines
represent the connections in the Internet 0. In the implementation,
the connections may be some shared media.

stacks on their microchip of choice. Further implemen-
tations have also been done, but are not published at
this time.

B. A federation of Internet 0 nets

It is important to recognize that because of the lim-
itations of a single Internet 0 net, we will often find
that we need more than one. Consider the simple ex-
ample of a large office building. One can imagine that
one or a small number of floors may be served by a
single Internet 0, but not the whole building. Then we
find that there are functions that must cross the bound-
aries, so that the Internet 0 nets must be interconnected.
One such example may be the sensors and controllers
for elevators. Another may be overall building heat-
ing, lighting, power management, and emergency sys-
tems. These may have reasonably centralized facilities
but need to perform functions across all the Internet 0
nets of the building. Another example is a campus con-
taining multiple buildings under a single set of manage-
ment controls, in terms of the facilities. Again, even if
each building is supported by a single Internet 0, there
may be need for the management, located in only one
of those buildings to be able to monitor, query and con-
trol devices in all of them, either individually or as a
group. In Figure 2 we depict such a federation. The
question we must ask ourselves is whether and how a



device can be in an Internet 0, yet participate in a fed-
eration of Internet 0 nets. Part of the question here is
whether the node in an Internet 0 needs more informa-
tion and capability, or whether it can continue to oper-
ate as though it were in only its private Internet 0. Be-
low, we will explore both the questions of addressing
and routing in such a federation

Internet 0

Internet 0

Internet 0

Fig. 2. Multiple Internet 0 between buildings. The shaded blocks
represent the translation between the Internet 0s.

C. Federation with the global Internet

In fact, the problem is more challenging than that
because there will be occasions in which one wants to
support communication between a device on an Inter-
net 0 and a device that is only in the larger Internet.
Consider, for example, the office worker. Clearly Inter-
net 0, as provided in an office will be inadequate and in-
appropriate for the worker’s workstation. For that low
latency and high bandwidth are increasingly important,
both for remote work and for real-time applications. At
the same time, from the desk, it would be valuable to
be able to poll and control the devices in the office,
without requiring that the workstation also be on the
Internet 0 provided for the lighting and thermostat. At
a greater distance, consider the traveler who is arriving
home from a long trip. From the airport, perhaps using
a wireless hand-carried device that is on the Internet,
the traveler would like to turn up the heat and turn on
the lights, prior to arriving home. In this case, access to
the Internet 0 devices will be from a more remote part
of the Internet. Again, we must consider whether and
how such a federation of Internet 0 and the global Inter-
net can occur, and whether that implies that the device
on the Internet 0 will now need to support greater func-
tionality. What we hope is that we can provide end-to-
end IP connectivity, but not require that the Internet 0

device need to be a full participant in the whole Internet
story. In particular, again we will ask the questions in
the context of addressing and routing. Figure 3 depicts
such a federation of Internet 0 and Internet 1.
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Fig. 3. Internet 0 nets and the Internet. The shaded blocks repre-
sent the entry and exit points of the Internet 0 nets.

D. Security

Finally, there is a proposal on the table to use the
scalable encryption algorithm by Standaert et al. [6]
as the basis for provision of authentication and privacy
in an Internet 0. With the use of the functionality of
an algorithm such as the Diffie Hellman algorithm[9]
to provide unsupervised private key exchange and a
scalable encryption algorithm that provides guarantees
even in computationally limited situations, encryption
can be achieved that will allow for authentication and
privacy. Such functionality can be shared among any
nodes that share a single key, so it allows for authenti-
cated and private group communication, in the Internet
0 broadcast environment. Although this is not an IP
layer question necessarily, we ask the same questions
that we ask about addressing and routing, namely, can
this function be provided effectively across a federation
of either multiple Internet 0 nets or the global Internet
without the Internet 0 nodes needing to be modified in
order to know about the federation.

III. ANALYSIS AND APPROACHES

In this section, we will consider in more detail the
questions of addressing, routing and the Internet 0 se-
curity functions in the context of federation. Each will
be considered in turn.



A. Addressing

As mentioned above, the approach taken in Inter-
net 0 is to create a locally unique address in IP for-
mat. This is described in detail in Krikorian [1]. In that
work, three categories of identity are explored, MAC
address, IP address, and user level naming. We actu-
ally use at least one additional one, the Domain Name.
Krikorian rejects both MAC layer and upper layer iden-
tification. In addition, he could have rejected Domain
Names. The reason for choosing IP addresses is to meet
the objective of providing IP to the leaf nodes. For that,
the packets must retain the same form as normal IP. The
scheme is the following.

� A node determines that it needs a new address.
� The node sends out a request for an address using

DHCP. If it gets a response, it uses the IP address
provided, trusting that the DHCP server will guar-
antee uniqueness of the addresses.

� If it gets no answer, it selects a random address
from the address space 169.254.0.0

�
16 (excepting

169.254.0.0
�
24 and 169.254.254.0

�
24).2

� It then sends out a ”who-has” ARP for that ad-
dress.

� If it receives a response, the address is already
taken and it tries again with another address.

� if it receives no ARP response to its ARP request,
it uses the address and defends it in the future by
responding appropriate to other ARP requests.

It is valuable to notice that although in the global In-
ternet, a node must change its IP address if it moves
any distance, as long as the Internet 0 node stays any-
where within the Internet 0, it can continue to use the
same address. The almost 2 ��� addresses both allows
for quite populous nets as well as being large enough
that the probability of choosing a pre-assigned address
is low.

Now let us consider what happens when two pre-
existing Internet 0 nets are connected. If the two nets
merge in such a way that broadcast still holds, then they
can be considered one larger Internet 0. There will be
a transition problem, because the same IP address may
have been assigned in both, so, in order to avoid an N �
problem, every device may need to acquire a new ad-
dress in this new, larger net. Depending on the basis
on which associations may have been made, either for
interaction or security, more work may need to be done
to re-establish those relationships using the new identi-
ties.�

The first of these two regions is reserved for ”link local” ad-
dresses. The second is generally used for ”self-assigned” ad-
dresses.

A lower overhead approach is to put a gateway be-
tween the two nets. This node will have several tasks.
First, it will act as an address translator. Each address
on one side of the gateway will have a substitute ad-
dress on the other side of the gateway. This way, from
the perspective of one side of the gateway, every node
in both nets will have a unique address locally. As
packets travel across the gateway, both source and des-
tination addresses will need to be translated appropri-
ately. Note that on one side of the gateway, it will claim
the addresses of all the nodes on the other side of it, in
order to process and transmit them, and respond the
ARPs for any of those addresses to protect them from
reuse.

Figure 4 and the accompanying Table I provide a
simple example of connecting several Internet 0 nets
and an bit of a routing table to achieve this.
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Fig. 4. Internet 0s within an organization can be connected into a
complete graph due to its small scale. The shaded blocks refer to
the servers, one for each Internet 0.

IP Prefix Server Address
192.168.0.0/24 192.168.0.1
192.168.1.0/24 192.168.1.1
192.168.2.0/24 192.168.2.1
192.168.3.0/24 192.168.3.1

TABLE I
ROUTING TABLE FOR FIGURE 4

Thus, we conclude that providing a gateway, al-
though it violates the dictum of peer-to-peer commu-
nication with the need for a third party, provides a
smoother transition to a federation. We note here that
a number of Internet 0 nodes can be tied together with



gateways, always with the proviso that the total num-
ber of nodes in the whole federation not exceed (and
probably not approach for efficiency reasons) the total
number of addresses available in one Internet 0 address
space. From any point, every other node in the federa-
tion must be addressable.

The question of federation with the global Internet
has a similar flavor. In this case, there is no option for
re-identifying all the potential members of the feder-
ation, because renumbering the whole Internet is not
possible, nor is it possible to send an ARP to the whole
interned to search for duplicate addresses. Thus, the
only alternative is the gateway. In this case, from the
perspective of the Internet 0 world, only a small selec-
tion of nodes from the global Internet world will have
local Internet 0 addresses. There will need to be some
higher level protocol for discovering new nodes in the
global Internet that are of interest and giving them iden-
tities in the Internet 0. With that in place, things should
work more or less the same as with federating Internet
0 nets.

Consider the example shown in Figures 5 and Table
II. In this case identity translation is provided across the
boundary with the global Internet. Thus, with respect
to addressing in our federation situations, we propose
a gateway as the solution to the problems of identity in
the case of federation.

���
���
���
���

���
���
���
���

���
���
���
���

���
���
���
���

Internet 0

Internet 0source device

destination device

source proxy

destination
proxy

Internet

(1)
(2)

(3)

Fig. 5. Two devices talk to each other through their servers and
the Internet.

B. Collision control

In considering collision control, we find a similar
story to that of addressing. First, consider the feder-
ation of two Internet 0 nets. Internet 0 assumes that bit
collisions can be discovered. If a collision occurs, the
sender will need to retry. Again, we can consider two
possibilities, either simply building a single larger net
or including a gateway. If the two merged nets com-
bined are small enough for the bit collision detection to
continue to work, then there is no problem. But, it is
more likely that the purpose of two nets was because

of distances, so we must consider a gateway. The gate-
way causes a problem, because collisions will not be
discovered across it. So, the gateway will need to pro-
vide an additional function of receiving bits, buffering
them, and then, on the other side retransmitting them
until they are sent without collision. By doing this, the
gateway will preserve for the sending node the appear-
ance that all collisions are detected.

When we consider a federation including the global
Internet, the story must change a little, for two reasons.
First, the uniform coding scheme of Internet 0 is not a
standard and will not be used throughout the whole In-
ternet. Therefore, the gateway must perform a coding
translation between the two worlds. Second, the large
bit detection will no longer be viable. The gateway
will now need to collect the whole packet, transform
it, and send it out into the Internet. For traffic flowing
into an Internet 0, again recoding Will be required and
now the gateway will also use the bit collision detec-
tion scheme,, with one minor issue with respect to bit
collisions. Since the global Internet does not use the
Internet 0 Manchester encoding and IP is an unreliable
protocol, both translation to other coding schemes will
be need on the global Internet side of the gateway and
there will be no collision detection or back-off mech-
anisms. Since IP is best-effort anyway, any protocol
that is based on IP must assume that some packets will
not arrive at their destination, and provide recovery at a
higher level to the extent it is important. Since part
of the definition of the IP protocol is that it is only
best-effort, although the collision detection may have
avoided certain problems, any layer sitting on top of IP
must be prepared to deal with some of the packets not
arriving, so this approach adds no new problems.

C. Security

The situation with respect to security is a little dif-
ferent than addressing and congestion. In this case, the
encryption/decryption provided by SEA is not an is-
sue. The proposition is that payload is encrypted using
SEA, parameterized to be computationally feasible for
Internet 0 nodes. SEA was designed as a parameterized
algorithm to make it adaptable to a range of computa-
tion and memory constraints. Hence the strength of the
algorithm can be tuned to the best capabilities of an
end-node. Thus, when SEA is used, it will need to be
tuned to be usable by the weakest node. It may mean
that some negotiation is needed between the source and
destination to determine this. But, that said, in terms of
encryption of the payload of a packet, there is no issue



IP name Type Location Status ...
192.168.0.3 Light G806 On ...
192.168.0.5 Thermostat G401 Off ...

192.168.0.11 Elevator Building G On ...
192.168.0.24 Fire Alarm G8 On ...

TABLE II
DATABASE ON A SERVER.

with respect to federation. As discussed above the pay-
load will be transmitted across a gateway as needed, but
needs nothing further done to it. The encryption can be
end-to-end, as long as it only includes the payload.

There are two further central problems, key distribu-
tion and authentication. We will consider them sepa-
rately, beginning with key distribution. We can begin
with Krikorian’s idea of an introduction mechanism. If
one assumes that physical control can be maintained for
the Internet 0 devices, then one can postulate (and Ger-
shenfeld has demonstrated [10]) a small device used
for this purpose. If two Internet 0 nodes are to be intro-
duced to each other, the small device is brought up to
one to acquire its identifier (IP address). The device is
then physically moved near the other Internet 0 device
to ”give” it the address of the first one. At this point
the second one can contact the first. If bi-directional
introduction is needed, that can just be added. This
approach also allows for transfer of secret keys. It is
important to notice that this is a very small third-party
device, used to enable both pairwise identification and
pairwise secret-key sharing.

Although physical introduction is very appealing and
is perhaps the best approach in a small environment, it
has drawbacks both in that it does not scale (to either
multiple federated Internet 0 nets nor the global Inter-
net, where physically proximity cannot be assumed).
Thus, for example, to provide campus wide control
of electrical appliances, in order to do power manage-
ment, one cannot depend on pairwise introduction of
a central service to every component in every office.
Thus, other tools will be needed for management struc-
ture, introduction, and key exchange. Again, one can
imagine that a service will be needed. In this case, it
will need to be trusted perhaps on a longer term basis
than the small introduction device, with an appropriate
initialization scheme. For this key and certificate ser-
vices have been designed for both public and shared-
secret key systems. The Kerberos system is one ex-
ample in the shared-secret universe. (See Peterson and
Davie [11] and Schneier [12] as examples of this, with

further discussion of the limitations of such schemes
as well.) Another alternative for secret-key sharing is
the Diffie-Hellman approach [9]. In this case, assum-
ing that two nodes have addresses for each other, they
can agree on a shared secret without actually exchang-
ing that secret, using algorithms that are known to be
extremely difficult to reverse, but that are composable.
Notice, that although a trusted key or certificate distri-
bution service is not needed for such an exchange, for
the pair to find each other originally, there must still be
some trusted third party. In a public-key environment,
this trusted service may be extremely wide public dis-
tribution of the non-private part of the Diffie-Hellman
exchange, in order to make it extremely difficult for
someone to corrupt the service.

A final problem, which argues further against the
manual approach to introduction is that one needs a
mechanism for future key distribution. It is well known
that the longer a key is used the higher the risk of com-
promise. First, keys need to be replaced before com-
promise. Then, if there is a compromise, a further
mechanism may be needed to reinitialize on a larger
basis. Again, it is unlikely that a manual approach will
be viable, and that a third party will be needed to pro-
vide the required functionality. Again Kerberos or a
Diffie-Hellman exchange with the appropriate servers
allow for more limited use keys with replacement as
part of the scheme.

Authentication needs to be provided by something
more than simply using the encryption algorithm,
in this case SEA parameterized appropriately with
a shared secret key. It is important to understand
that even knowing that there exists an uncompromised
shared secret is not enough for authentication. If node
B receives an encrypted message from node A, how is
it to know that the message really came from A and is
not being replayed by some malicious intruder? The
typical approach is a paired challenge, or ”three-way
handshake”. It involves three messages as follows:

1) A sends an encrypted challenge to B, which B
decrypts;



2) B responds by transforming the challenging, in-
cluding its own challenge and encrypting both, A
decrypts the paired response and challenge;

3) A transforms B’s challenge, encrypts it, sends it
back to B, and B decrypts it.

Assuming the challenge changes each time and the
key has not been compromised, each node now knows
that it is communicating with the only other node that
knows the secret. Without this, if A simply sent an en-
crypted message to B, B could not distinguish it from
a duplicate of an old message, and A would not really
know that B received it. Clearly, as one goes deeper
into such protocols, there is a longer string of problems
one can attempt to address, with increasingly complex
protocols. An alternative approach to this is to use cer-
tificates, which may provide short-lived keys tied to
particular identities, so that theft and replay problems
are reduced. The certificate approach involves a third-
party, the trusted certificate authority, or in many situa-
tions a hierarchy of them.

As the reader has seen, a simple third party as sug-
gested by Krikorian and Gershenfeld may be adequate
for the extremely local Internet 0 case, but scaling, mo-
bility, and longer distances will require at least a single,
shared and trusted third party, and often a larger struc-
ture of such servers to make adequate identity, key or
certificate discovery feasible.

IV. RELATED WORK

Related work on this subject is broad and can only
be suggested here. The problem of federation of net-
works initially designed or instantiated independently
is not a new problem Examples can be found as far
back as the early days of Ethernet[13] and IBM’s SNA
architecture. More recently, the problem arises repeat-
edly in the Internet Engineering Task Force, for exam-
ple with respect to the existence and effective usage of
Network Address Translators[14]. In fact, if we con-
sider routing at the IP layer, the actual routing for a
packet across the Internet Firewalls are another con-
text in which federation is a key element. Echelon[15],
in conjunction with Cisco, recently released the iLON-
1000 Internet Server, which seamlessly links IP net-
works with ANSI 709.1 (LonWorks) based control net-
works. Cisco NetWorks certified, the device works as
both a web server and a tunneling router, allowing low
cost sensors and actuators running the ANSI 709.1 pro-
tocol to communicate peer-to-peer over Ethernet net-
works. This design approach uses the ANSI 709.1 pro-
tocol and industrial-grade wiring/connectors to com-
municate with sensors and actuators, and TCP/IP Eth-

ernet to link together manufacturing pods, facilities,
campuses etc. It is important to realize that these few
references are only an extremely limited sampling.

V. CONCLUSION

In this brief paper, we began with Internet 0 as a
premise and explored the question of how to combine
either multiple pre-existing Internet 0 nets or an Inter-
net 0 net with the larger global Internet. The question
really revolves around choices and assumptions of op-
erating in isolation and how those might conflict when
crossing boundaries. Since a key assumption of In-
ternet 0 was to provide IP to extremely tiny and low-
capability devices, the question was whether that per-
vasive IP would actually allow for wider communica-
tion services, beyond the single Internet 0.

We considered three aspects of the system, identifi-
cation, congestion, and security. In each of the three
cases, we concluded that the only real option is to pro-
vide an intermediary component or service. This al-
lows for a certain degree of shielding a local Internet
0 world from the rest of the world, making it possible
to avoid disruption of the simple leaf node, while al-
lowing for more distant communication. As suggested
in the discussion, there will be further requirements on
the upper layer protocols, whether naming (e.g. DNS
or user friendly naming) decisions about authentication
and authorization of access among devices, and man-
agement of unreliability, especially in the global Inter-
net.

In terms of systems design, we propose that a gen-
eralization can be made that a gateway or proxy is the
correct approach to providing federation, not only to
solve the problems of identity, congestion, and security,
but more generally. This suggests that our prior work
on Regions [16], [17] and Wroclawski original Metanet
proposal [4] provide a valuable architectural model for
designing such a federated network environment.
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