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A STORY
Boaty McBoatface is starting its first mission today!
It’s going to Antarctica to study global warming, not to play.

The world’s oceans are changing, you see. It’s freezing down there, but not as cold as it used to be.
Boaty’s findings will be sent to scientists with care,
By way of a radio link, but with a certain flair.
McBoatfaces are expensive

What is the most ship-efficient protocol to reliably test whether the distribution of temperatures matches the one on record?
DISTRIBUTED INFERENCE
THE SETTING: “SIMULTANEOUS COMMUNICATION PROTOCOL” (SMP)

- an inference task $P$ over $k$-ary distributions
- an unknown $k$-ary distribution $p$
- one centralized “referee” $R$ who needs to solve $P$ on $p$
- $n$ communication-limited players, each can send $\ell$ bits to $R$
- each player independently gets one sample from $p$

Question: As a function of $k$, $\ell$, and all relevant parameters of $P$, how many players $n$ are required?
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“SIMULATE-AND-INFER”
One approach to solve it all

Key Observation

If the referee can simulate independent samples from $p$ using the messages from the players, then it can do anything.
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Theorem

For every $k \geq 1$ and $\ell < \log k$, there exists no SMP with $\ell$ bits of communication per player for distributed simulation over $[k]$ with any finite number of players. (Even allowing public-coin and interactive protocols.)

Proof.

By contradiction, [...].
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For every $k \geq 1$ and $\ell < \log k$, there exists no SMP with $\ell$ bits of communication per player for distributed simulation over $[k]$ with any finite number of players. (Even allowing public-coin and interactive protocols.)

Proof.

By contradiction, [...] pigeonhole principle [...].
Theorem
For every \( k; \ell \geq 1 \), there exists a private-coin protocol with \( \ell \) bits of communication per player for distributed simulation over \( \left[ k \right] \), with expected number of players \( O\left( \frac{k}{2^\ell} \right) \). Moreover, this is optimal even allowing public-coin and interactive protocols.

Proof.
Case \( \ell = 1 \). Player \( 2i \) and \( 2i + 1 \) both send 1 if their sample "hits" \( i \); the referee outputs \( i \) if (i) player \( 2i + 1 \) is the only odd player sending 1, and player \( 2i \) sends 0. Then, conditioned on \( R \) not outputting \( ? \), \( i \) is outputted with probability \( p_i \).

And the probability to output \( ? \) is

\[
1 - \left( 1 - \frac{p_i}{\phi\left( \|p\|_2 \right)} \right)^k
\]

(and some complications to bound this away from 1).
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Corollary (Testing Uniformity)
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ONE APPROACH TO REALLY, REALLY SOLVE IT ALL?

Is this "simulate-and-infer" approach optimal?
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- what if we allow public coins?
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This is optimal.
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Optimal protocols for public-coin uniformity testing

Many questions and directions to explore*
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