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CONGESTED CLIQUE MODEL [LOTKER PAVLOV
PATT-SHAMIR PELEG 03]

» Complete communication graph: G’ = K\y.
» Synchronous messages of size O(logn) bits
» complexity=f rounds.
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MASSIVELY PARALLEL COMPUTATION (MPC) MODEL

[KARLOFF SURI VASSILVITSKII 10]

>

Inspired by MapReduce
Input size=N

m machines

Space S € [%,N} per
machine

unbounded internal
computation

Total communication per
node bounded by S each
round.

complexity=4 rounds.
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RESULTS

Theorem: There is an algorithm that with high probability
computes an MIS in O(log log A) rounds of the MPC model,
with O(n)-bits of memory per machine.

Theorem: There is an algorithm that with high probability
computes a (2 + ¢€)-approximate integral maximum
matching and a (2 + €)-approximate integral minimum
vertex cover in O(loglog n) rounds of the MPC model, with

O(n)-bits of memory per machine.
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Models

CONGESTED CLIQUE model

Lotker Pavlov Patt-Shamir Peles 03]

- compleity

Massively Parallel Computation model
[Karloff 10]

ri Vassilvitskii

- Input size
+ m machines

« Space § € [X, N] per machine

- Total communication per node per round: < §
- complexity=4 rounds

Greedy randomized Algorithm for

1S

Greedy Randomized Maximal Indepen-

dent Set

- Choase & permutation 7 - [n] = [n] war

« Repeat until the next rank is at least n/ log"'n
and the maxinum degree is at most log '

) Add sl rank vetex o o the MIS.

) Remove all the neighbons of o

+ Run Ofloglog A) rounds of the Sparsifed MIS

Algorithn of (Ghaffari 17]in the remaining
sraph. Remove from the graph the constructed
MIS and its neighborhood.

« Find MIS of the residual graph (single machine)

- Output the union of the constructed MIS sets

MPC simulation

©Choose a permntation 7 : n] = [n] wa.r
oRepeat lor cach chunk V;
©Machine 1 rccives al GIV] e
©Broadasts MIS(GIV])
©Update local memerics

;A < log'n
+ Run O(loglog A) rounds of sparsified MIS

algorithm [Chaffari 17

CONGESTED CLIQUE ~ MPC model with S = O(n)

Results

Tomma: Lt G, e the tomaning graph afier 7
")

vertices are simulated. Then A, hp.

+ Ofn) odges sent 1o the central machine cach

round whp.
Tl roun: o a < 1/2, e st
ro e - (£) <

©keth tound:

- After

A <logn

ey idea: Hish degree verties are uch saore iy o
e remove!

Theorem: There is an alzorithm that vith
high probability computes an MIS in O(log log A)
xounds of the MPC model, with O{n)-bits of menr-|
ory per machine.

Theorem: There is an algorithm that with]
high probability computes a (2 + e)-approximatc|
integral maximum matching and a (2 + <)
approimate inteural minimun vertex cover inl
Ologlog ) rounds of the MPC model, with O(n) |
bits of memory per machine.

CONGESTED C

MPC memory: § = O(n)

- CONGESTED CLIQUE = MPC
(1 NIPC machine per graph node)
- Assign cach MPC machine to  vatcx
For each e {u, ). send mess
- Simulate CONGESTED CLIQU
(< n MPC machines: s miliple vertices t exch ane)

DS

E algorithn

« MPC = CONGESTED CLIQUE
 Ench o e o sl eccve wp to Ofrn) bits
) it chus
0 contumication graph sing

v
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