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Introduction

Discrete sequence data is commonplace (eg. text, proteins/genes)

sequence x “ ps1, . . . , sT q P X where each symbol st P S (discrete vocabulary)

Tiny fraction of X represents sequences likely to naturally occur

(ie. those which appear realistic)

Each sequence x is associated with outcome y P R

ãÑ y, x “ ASVKVSKC
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Problem Setup

Dataset Dn “ tpxi, yiqu
n
i“1

iid
„ pXY of sequence-outcome pairs

pX “ generative model of the natural sequences (unknown)

Goal: Given new sequence x0 „ pX (with unknown outcome),
quickly identify a revision x˚ with superior expected outcome

x˚ “ argmax
xPCx0

ErY | X “ xs

Cx0 Ă X “ feasible set of natural sequences

J. Mueller 3 / 22
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Desiderata for our revision procedure: x0 Ñ x˚

Produces natural sequences

pXpx
˚q not too small

Preserves intrinsic similarity

x˚ and x0 share similar underlying latent characteristics

Improves outcomes

ErY | X “ x˚s ą ErY | X “ x0s

Computationally efficient

Simple gradient optimization instead of discrete search

J. Mueller 4 / 22
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Related Work

Do not require improved versions of a particular sequence

(as in seq2seq/imitation learning)

Do not require any outcomes outside of given dataset

(as in bandits/reinforcement learning)

Combinatorial optimization commonly performed via search heuristics
like genetic programming (evaluates minor changes in isolation)

Gradient-optimization of inputs w.r.t. neural network predictions

(mostly for conditional generation in the continuous image domain)

Gomez-Bombarelli et al. also utilize autoencoder representations to
propose novel chemical structures via Bayesian optimization

J. Mueller 5 / 22
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Probabilistic Generative Model

x z y

E F

D

Continuous latent factors Z P Rd produce sequence X + outcome Y

Prior: pZ “ Np0, Iq

Approximate inference maps F,E,D parameterized via
three neural networks F ,E ,D
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Revision Framework

x0

z0

y0

z1

y1

. . . z˚

y˚

x˚

ď ď . . . ď

E D

F F F
`∇zF `∇zF `∇zF
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Variational Autoencoder (VAE)

Generative model for sequences: z „ pZ , x „ pDpx | zq
loooomoooon

parameterized by RNN D

Variational posterior approximation:

ppz | xq9pDpx|zq
pZpzq

« Npµz|x, diagpσ2z|xqq
loooooooooomoooooooooon

qEpz | xq parameterized by RNN E

Learn parameters of E ,D using stochastic variational inference:

log pXpxq ě ´
“

Lrecpxq ` Lpripxq
‰

Lrecpxq “ ´EqEpz|xq rlog pDpx | zqs

Lpripxq “ KLpqEpz | xq|| pZq
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Variational Autoencoder (VAE)

E ,D “ standard language models with Gated Recurrent Unit2

E uses final hidden-state hT to approximate posterior for z | x:

µz|x “WµhT ` bµ

σz|x “ 1^ expp´|Wσv ` bσ|q, v “ ReLUpWvhT ` bvq

We define:

Epxq “ argmax
zPRd

qEpz | xq (MAP Z-estimate under encoder)

“ µz|x

Dpzq “ argmax
xPX

pDpx | zq (MAP X-estimate under decoder)

Greedily approximated via beam-search

2
Cho, van Merrienboer, Gulcehre, Bahdanau, Bougares, Schwenk, and Bengio. Learning phrase representations using RNN

encoder-decoder for statistical machine translation. EMNLP, 2014
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Compositional Prediction of Outcomes

Outcome map: F pzq
loomoon

“ ErY | Z “ zs

parameterized by feedforward net F

Taylor approximation: F pEpxqq « ErY | X “ xs

Jointly train E and F with the loss:

Lmsepx, yq “ ry ´ F pEpxqqs
2

J. Mueller 10 / 22
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Enforcing Invariance

Bad Example: Suppose for x P X : Epxq “ z “

„

z1
z2



P Rd

py “ F pzq “ F pz1q and px “ Dpzq “ Dpz2q

Avoid by bottlenecking latent dimensionality d

Add invariance loss to training objective:

Linv “ Ez„pZ
“

F pzq ´ F pEpDpzqqq
‰2

Ò Ò
constant constant

Linv Ñ 0 ensures outcome-predictions remain invariant to
encoding-decoding variation
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Jointly Learning Generative Model and Inference Maps

Neural net parameters of F, qE , pD learned jointly

Use stochastic gradient descent to minimize loss L over given data:

Lpx, yq “ Lrec ` λpriLpri `
λmse

σ2Y
Lmse `

λinv
σ2Y

Linv

Lrecpxq “ ´EqEpz|xq
rlog pDpx | zqs Lpripxq “ KLpqEpz | xq|| pZq

Lmsepx, yq “ ry ´ F pEpxqqs
2 Linv “ Ez„pZ

“

F pzq ´ F pEpDpzqqq
‰2

σ2
Y “ (empirical) variance of outcomes

Start training with λpri “ λinv “ 0, slowly increase λpri and then λinv

J. Mueller 12 / 22
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Proposing Revisions

Revise Algorithm

Input: sequence x0 P X , constant α P p0, |2πΣz|x0 |
´ 1

2 q

Output: revised sequence x˚ P X

1) Use E to compute qEpz | x0q, Epx0q “ EqE rz | x0s

2) Define Cx0 “
 

z P Rd : qEpz | x0q ě α
(

(ellipsoid)

3) Find z˚ « argmax
zPCx0

F pzq (gradient ascent w/ log-barrier penalty)

4) Return x˚ “ Dpz˚q « argmax
xPX

pDpx | z
˚q (greedy beam search)

We also propose alternative adaptive decoding biased toward x0

J. Mueller 13 / 22
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Theoretical Results for x˚ “ Revise(x0)

If neural net approximations are exact, proposed revisions will satisfy:

§ x˚ associated with an expected outcome-increase

§ if x0 appears natural (nontrivial likelihood under pX), so does x˚

§ x˚ and x0 likely share similar latent characteristics Z

We quantify proposed revisions’ quality vs: accuracy in neural net
approximations & marginal likelihood of x0

J. Mueller 14 / 22
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Theoretical Results for x˚ “ Revise(x0)

Theorem

With probability ě 1´ δ (over x0 „ pX):

pXpx
˚q ě

αγ

η
¨ pXpx0q

Assuming with probability ě 1´ δ (over x „ pX):

(A1) ppz | xq ě γ ¨ qEpz | xq if qEpz | xq ě α

(A2) ppz˚ | x˚q ď η where x˚ “ Revisepxq

Replacing (A2) with Lipschitz condition on pDpx | zq ùñ similar result

J. Mueller 15 / 22
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Theoretical Results for x˚ “ Revise(x0)

Theorem

With probability ě 1´ δ ´ κ (over x0 „ pX):

∆z˚ ´ ε ď F pz˚q ´ F pEpx0qq ď ∆z˚ ` ε

where ∆z˚ “ ErY | X “ x˚s ´ ErY | X “ x0s, ε “ εinv ` 2εmse

Assuming: (A3) pXpx
˚q ě κ with probability ě 1´ δ (over x0 „ pX)

(A4) |F pEpxqq ´ ErY |X “ xs| ď εmse with probability ě 1´ κ (over x „ pX)

(A5) |F pzq ´ F pEpDpzqqq| ď εinv with probability ě 1´ δ (over z „ pZ)

Previous theorem implies (A3)
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˚q ě κ with probability ě 1´ δ (over x0 „ pX)

(A4) |F pEpxqq ´ ErY |X “ xs| ď εmse with probability ě 1´ κ (over x „ pX)

(A5) |F pzq ´ F pEpDpzqqq| ď εinv with probability ě 1´ δ (over z „ pZ)

Previous theorem implies (A3)
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Improving Sentence Positivity

Data = 1M+ short sentences from BeerAdvocate reviews

y P r0, 1s: VADER sentiment compound score of each sentence

Apply methods to revise set of 1000 held-out sentences
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Improving Sentence Positivity

Model ∆Y px
˚q ∆Lpx

˚q dpx˚, x0q

logα “ ´10000 0.52 ˘0.77 -8.8 ˘6.5 2.6 ˘3.3

logα “ ´1 0.31 ˘0.50 -7.6 ˘5.8 1.7 ˘2.6

λinv “ λpri “ 0 0.22 ˘1.03 -10.2 ˘7.0 3.3 ˘3.4

Search 0.19 ˘0.56 -7.7 ˘4.2 3.0 ˘1.2

∆Y px
˚
q “ outcome improvement from revision (rescaled by std-dev of outcomes)

∆Lpx
˚
q “ pppx˚q ´ pppx0q

dpx˚, x0q “ Levenshtein (edit) distance

J. Mueller 18 / 22



Improving Sentence Positivity

Model Sentence ∆Y px
˚
q ∆Lpx

˚
q

x0 this smells pretty bad. - -
logα “ ´10000 smells pretty delightful! +2.8 -0.5
logα “ ´1 i liked this smells pretty. +2.5 -2.8
λinv “ λpri “ 0 pretty this smells bad! -0.2 -3.1
Search wow this smells pretty bad. +1.9 -4.6

x0 i like to support san diego beers. - -
logα “ ´10000 i love to support craft beers! +0.5 +1.6
logα “ ´1 i like to support craft beers! +0.1 +2.6
λinv “ λpri “ 0 i like to support you know. 0 +3.7
Search i like to super support san diego. +0.7 -2.9

x0 i’m not sure how old the bottle is. - -
logα “ ´10000 i definitely enjoy how old is the bottle is. +3.0 -3.6
logα “ ´1 i’m sure not sure how old the bottle is. +2.5 -6.8
λinv “ λpri “ 0 i’m sure better is the highlights when cheers. +3.3 -9.2
Search i ’m not sure how the bottle is love. +2.3 -3.3
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Revising Modern Text in the Language of Shakespeare

Dataset of „100K short sentences

Each is either from Shakespeare with label y “ 0.9 or a more
contemporary source (from NLTK) with label y “ 0.1

Given new sentence, revise so that author is increasingly expected to
be Shakespeare rather than contemporary source
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Revising Modern Text in the Language of Shakespeare

# Steps Decoded Sentence

x0 where are you, henry??
100 where are you, henry??
1000 where are you, royal??
5000 where art thou now?
10000 which cannot come, you of thee?
x˚ where art thou, keeper??

x0 somewhere, somebody is bound to love us.
100 somewhere, somebody is bound to love us.
1000 courage, honey, somebody is bound to love us!
5000 courage man; ’tis love that is lost to us.
10000 thou, within courage to brush and such us brush.
x˚ courage man; somebody is bound to love us.

x0 you are both the same size.
100 you are both the same.
1000 you are both wretched.
5000 you are both the king.
10000 you are both these are very.
x˚ you are both wretched men.
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Desiderata for our revision procedure

Improves outcomes

3

Produces natural sequences 3

Preserves intrinsic similarity 7

Computationally efficient 3

Ideas to improve method:

Harness semantic similarity data to shape latent geometry

Better generative model/prior + variational inference strategy
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