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Abstract

All-in-focus imaging is a computational photography
technique that produces images free of defocus blur by
capturing a stack of images focused at different distances
and merging them into a single sharp result. Current ap-
proaches assume that images have been captured offline,
and that a reasonably powerful computer is available to
process them. In contrast, we focus on the problem of how to
capture such input stacks in an efficient and scene-adaptive
fashion. Inspired by passive autofocus techniques, which
select a single best plane of focus in the scene, we propose
a method to automatically select a minimal set of images,
focused at different depths, such that all objects in a given
scene are in focus in at least one image. We aim to minimize
both the amount of time spent metering the scene and cap-
turing the images, and the total amount of high-resolution
data that is captured. The algorithm first analyzes a set of
low-resolution sharpness measurements of the scene while
continuously varying the focus distance of the lens. From
these measurements, we estimate the final lens positions re-
quired to capture all objects in the scene in acceptable fo-
cus. We demonstrate the use of our technique in a mobile
computational photography scenario, where it is essential
to minimize image capture time (as the camera is typically
handheld) and processing time (as the computation and en-
ergy resources are limited).

1. Introduction

The size of a camera’s aperture provides a trade-off be-
tween the depth of field and the amount of light that is cap-
tured by an image with a given exposure time. For an image
to be sharp across a large range of depths in the scene, a
small aperture is required. However, decreasing the aper-
ture size is not always feasible. Most low-end cameras,
such as those found in cellphones, have a fixed aperture
size. While the aperture is usually small enough that most
of the scene is in focus, photos that require close focusing,

such as macro shots, exhibit a shallow depth of field. For
cameras that do have control over the size of the aperture,
decreasing the aperture size until the entire scene is in focus
may not be feasible due to the lack of available light. Small
apertures require slower shutter speeds, which can result in
image blur due to handshake and motion of objects in the
scene.

An alternative method for acquiring a single image with
a large depth of field is to capture a set of photos focused
at different depths, also known as a focal stack (Figure 1).
This allows for using larger apertures and shorter exposure
times, but each photo will have some areas that are sharp
and some that are blurry. The images are then combined to
produce a composite that is in focus everywhere using an
all-in-focus image fusion algorithm [2, 10].

A large body of prior work in computer graphics, vision,
and image processing has addressed the problem of com-
bining focal stacks into all-in-focus images (see Section 2).
These algorithms assume that a stack has already been cap-
tured and aim at producing the sharpest possible result, typ-
ically by first computing a sharpness mask for each image
using a contrast measuring operator and then combining the
images by mosaicking the sharpest regions.

The problem of how to capture focus stacks efficiently
has received less attention. Hasinoff et al. [8] cover the en-
tire range of depths from the closest focus distance to in-
finity efficiently with the minimum number of shots, given
the characteristics of the particular camera and lens. How-
ever, the number of images required also depends on the
scene itself: scenes with large depth variations will require
more images, while scenes where all objects are close to
each other require fewer images. We address the efficient
capture of a focal stack by analyzing both the properties of
the camera and the geometry of the given scene.

Why is capturing the smallest number of images impor-
tant? After all, if the entire depth range is captured, the
final result will still have all objects in focus, even if some
images are focused on depths that do not contain anything
in the scene and are therefore redundant. We are interested
in both capturing and processing all the images online on
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Figure 1. All-in-focus imaging. A focal stack (a–c) is captured by focusing at different distances, and the images are fused to obtain an
all-in-focus result (d). This example was captured by manually focusing a Canon 40D camera and fused offline using the algorithm in
Agarwala et al. [2].

programmable cameras that typically have less processing
power and memory than desktop computers. Capturing only
as many images as needed for a given scene has several ad-
vantages:

• Shorter total capture time, which improves the user
experience and has less risk of object motion in the
scene. In practical handheld photography scenarios,
motion due to handshake is significant and difficult to
compensate for through image registration, especially
when close objects are present (due to parallax);
• Less total data that needs to be captured. A dense focal

stack may be too large to fit into the main memory of
a programmable camera or a camera phone;
• Shorter processing time. All-in-focus algorithms are

computationally demanding, some requiring expensive
optimizations [2] or multiresolution operations [10].
Eliminating useless images from processing can dra-
matically reduce computation time;
• Processing more images than needed increases the

likelihood of stitching artifacts, potentially lowering
the quality of the result.

With the above requirements in mind, we set out to de-
velop an all-in-focus capture and processing system that
adapts to scene geometry. Our approach is inspired by pas-
sive autofocus techniques in digital photography, which, as-
suming a fixed aperture size, a static camera, and a static
scene, analyze a stream of preview images while the lens
sweeps to select a single best plane of focus, without rely-
ing on active light emission. We propose the generalized
autofocus algorithm that automatically selects a minimal
set of images, focused at different depths, such that each
part of the scene is in focus in at least one of the images.
The algorithm runs in real-time and is based on sweeping
the lens while analyzing a metering stack of low-resolution
sharpness measurements of preview images. We estimate
the number of images in the minimal set and where these
images need to be focused. We then capture the focal stack
given by such images in high resolution, and merge it into
an all-in-focus result directly on the camera.

We apply our technique in the mobile computational
photography scenario on a Nokia N900 smartphone. How-

ever, the technique is platform-independent and could be
implemented on any programmable camera that allows con-
trol over the focus mechanism. We demonstrate how our
scene-adaptive capture algorithm results in faster capture
and processing times than the techniques that capture and
merge images that cover the entire depth of field indepen-
dently of the scene. In summary, the main contributions of
our work are:
• A novel scene-adaptive approach for selecting the min-

imal set of images to be captured for synthesizing an
all-in-focus image. We analyze different strategies for
metering the scene for sharpness, and propose a strat-
egy that optimizes for speed while guaranteeing cov-
erage of the entire depth range. We also introduce a
plane-sweep algorithm for determining the minimal set
of required images given the metering stack.
• The implementation of the first scene-adaptive, all-in-

focus imaging system that runs entirely on a camera.

2. Related Work
Several techniques have been proposed to generate all-

in-focus images from focal stacks based on multi-resolution
decompositions [4, 5, 10], energy minimization [2] or fo-
cal connectivity analysis [7]. These techniques assume that
a full focal stack has been captured offline and merge the
sharpest regions of each image into an all-in-focus compos-
ite.

The problem of how to efficiently capture a focal stack
has received less attention. The work of Hasinoff et al. [8]
aims to minimize the total time spent capturing the images
given a desired depth of field requested by the user. How-
ever, the method is not adaptive to the scene. It assumes
that the entire requested set of depths needs to be in focus,
even if some depths contain no objects. In contrast, our
approach captures only those high-resolution images that
actually contain sharp areas.

The ability to automatically select a distance where to
focus is present in most modern digital cameras. Passive
contrast-based autofocus techniques such as [9, 13] move
the lens through a range of depths in the scene while looking
for the maxima of a variety of sharpness measures [3]. The
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Figure 2. Depth-of-field boundaries.

maximum of the sharpness measure identifies the depth in
the scene where most objects are in focus. Our technique
extends this idea to the selection of several focal distances,
such that the combined depths of field capture all objects in
a given scene in acceptable sharpness.

To determine where the objects are located in a given
scene, one can apply a variety of depth-from-focus algo-
rithms [9, 12]. However, since these algorithms reconstruct
the entire scene geometry, they are computationally expen-
sive. We would like the focus computation to take not much
more time than is needed to sweep the lens through its entire
focus range, therefore we make a tradeoff between speed
and accuracy. We meter based on a stack of low-resolution
sharpness maps of the scene, which is fast but can miss
some small isolated objects.

3. Generalized Autofocus
We now introduce a technique to efficiently meter the

scene for sharpness and determine the minimal set of im-
ages that will compose the focal stack. The basic idea is to
first capture a metering stack of low-resolution preview im-
ages and select the minimal subset of needed images, which
are then recaptured as a full-resolution focal stack.

3.1. Depth-of-Field Limits

The relationship between the depth of field boundaries
and the subject distance to the camera is important in the de-
scription of our method. In Figure 2, we show the geometry
when a subject at distance s from a symmetrical lens with
an aperture of diameter d is in focus at the focal distance
v. Objects at distances Dfar and Dnear are imaged as blur
spots, and would be in focus at focal distances vfar and vnear,
respectively. When the diameter of the acceptable circle of
confusion is c, Dnear and Dfar correspond to the boundaries
of the depth of field. Let N = f

d be the lens f-number,
where f is the focal length and d is the aperture diameter.
The depth of field limits are

Dnear =
sf2

f2 +Nc(s− f)
;Dfar =

sf2

f2 −Nc(s− f)
. (1)

In practice, the minimum acceptable size for the circle of
confusion is usually about twice the pixel size, due to blur
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Figure 3. Capture strategies. (a) Maximal and disjoint depth of
field intervals. (b) Capturing according to (a) may be suboptimal;
focusing at s1 and s2 requires two images to cover objects O1 and
O2, but focusing at s3 uses a single image. (c) Capture with a
moving lens; objects in the intersection of the depths of field at the
beginning and at the end of the exposure are in focus.

introduced by, e.g., sensor demosaicking and light diffrac-
tion.

3.2. Scene Measurement

The first step of our method consists of capturing a me-
tering stack of low-resolution preview images of the scene
under different focus settings. Like traditional passive auto-
focus techniques, we assume that the aperture size is fixed.
In this section, we discuss strategies for varying the focus
distance while the images are captured, with three practical
objectives:

1. Every object in the scene that lies between the clos-
est and the farthest focus distances (typically infinity)
must be sharp in at least one of the images. This is to
guarantee that the final result will indeed be an all-in-
focus image.

2. The total capture time should be as short as possible to
minimize complications due to handshake and moving
objects in the scene.

3. The number of images in the high-resolution focal
stack (to be captured in a subsequent step) should be
minimized.

We finally propose a capture strategy that achieves (1) and
(2) while providing a good balance with (3).

Maximal and disjoint depth-of-field intervals. The
optimal scene-independent way to achieve objective (1) is to
capture the images that have maximal and disjoint depth of
field intervals for every image, as in Figure 3(a). The maxi-
mal depth of field interval DOFn = (Dn

near, D
n
far) is the one

obtained when focusing at the hyperfocal distanceH where
Dfar = ∞. The distance H can be calculated using Equa-
tion 1, and at this setting we get (Dn

near, D
n
far) = (H

2 ,∞).
The next maximal interval DOFn−1 = (Dn−1

near , D
n−1
far ) =

(Dn−1
near , D

n
near) can be computed by setting Dfar to Dn

near and
using Equation 1. This strategy minimizes the number of
images required to cover the entire depth range, as the depth



of field intervals are maximal, and achieves objective (1).
However, moving the lens from near to far focus while

stopping at the optimal positions to capture an image is sub-
optimal with respect to objective (2), as the total capture
time in this case is the sum of the time tNF to move the lens,
the total exposure time for the pictures taken, and the laten-
cies involved with starting lens motion and bringing it to a
complete stop between pictures. This overhead can be sig-
nificant. On a Nokia N900 camera taking pictures indoors,
each exposure takes 40 ms, and starting the lens movement
takes time on the order of microseconds. On heavier SLR
lenses, this delay may be considerably larger. Hence, we
ideally would like to move the lens from near to far focus
once while capturing the metering stack.

Capturing images with maximal and disjoint depths of
field may also be suboptimal with respect to objective (3).
To illustrate, consider the example in Figure 3(b). Selecting
two images, focused at s1 and s2, so that objectsO1 andO2

are in focus is not optimal, as capturing a single image fo-
cused at s3 would contain both objects O1 and O2 in focus.

Binary search. One could do a binary search in the
depth range to search for objects in focus, by capturing
more images to optimize for objective (3). However, this
is equivalent to performing a full depth estimation of the
scene, and it significantly increases the capture time (con-
tradicting objective (2)) due to the need of moving the lens
between multiple spots to capture additional pictures.

Single lens sweep. We achieve (1) and (2) while provid-
ing a good balance with (3), by sweeping the lens once from
near to far focus, and capturing the metering stack while the
lens is moving. The total capture time is tNF plus the la-
tency of starting and stopping the lens only once, achieving
(2); and objective (1) is reached when the lens is moved
slowly enough. We now derive an expression for the max-
imum speed with which the lens can move, given a desired
exposure time for each image in the metering stack.

The limits of the depth of field change as the lens moves.
For a given exposure, the effective depth range that will
be acceptably sharp is the intersection of the depth of field
ranges at the beginning and at the end of the exposure; see
Figure 3(c). For an exposure starting when the lens is fo-
cused at sn, it is desirable to move the lens slowly enough
so that sn is still contained in the depth of field at the end
of the exposure, keeping objects at sn in focus. Let sn+1

be the subject distance at which the camera is focused at
the end of the exposure, and Dn+1

near be the near limit of the
corresponding depth of field; the above condition can be
written as Dn+1

near ≤ sn. Therefore, the maximum speed for
the lens is

S =
sn+1 − sn

e
, (2)

where Dn+1
near = sn and e is the exposure time. Setting Dnear

to sn in Equation 1 and solving for s, and then setting sn+1

to s in Equation 2 gives

S =
snNc(sn − f)
e(f2 − snNc)

, (3)

a function of known values. On a Nokia N900, S = 2.637
cm/s for an exposure time of 39.6 ms (used in our experi-
ments indoors), and S = 8.096 cm/s for an exposure time of
12.9 ms (used in our experiments outdoors). This analysis
ignores magnification effects resulting from changing the
focal distance. However, these effects are negligible in our
target application, as we use very coarse sharpness maps.

This strategy also has advantages with respect to objec-
tive (3). Usually, s > f , and Dfar − s > s − Dnear for a
given subject distance s. It follows that sn+1 < Dn

far, i.e.,
the depths of field for subsequently captured images over-
lap. These overlaps increase the chances of minimizing the
number of images in the focal stack in situations such as the
one depicted in Figure 3(b).

3.3. Sharpness Analysis

Once the metering stack has been captured while sweep-
ing the lens, the goal is to localize the sharpest regions
and determine the planes where to focus when capturing
the high-resolution focal stack. We use low-resolution pre-
view images to obtain coarse sharpness maps, which can
be computed in real-time. A sharpness map is an image of
the scene such that each pixel value is in the [0, 1] range,
indicating the level of sharpness of the objects at the region
represented by the pixel. In our implementation (Section 4),
we used 16 × 12 sharpness maps computed by the camera
hardware. The sharpness analysis procedure consists of two
classification steps:

1. Foreground/background classification. This step seg-
ments the 16 × 12 space into foreground (areas that
appear sharp on at least one of the images in the meter-
ing stack but are blurry on the others) and background
(areas that have similar sharpness in every image of the
metering stack, such as a white wall).

2. Sharp/blurry classification. For a given foreground
pixel, this procedure attempts to determine the images
on the metering stack in which the pixel appears sharp,
and the images in which the pixel is blurred.

Let T be the number of images in the metering stack.
For a pixel (j, k) in the map, Sp(i) denotes its sharp-
ness at image i in the stack. In order to perform fore-
ground/background classification, the standard deviation σ
of the sharpness values {Sp(i)}, i ∈ {1, . . . , T} is com-
puted. The pixel is classified as foreground if σ > t1, and as
background otherwise. In our implementation, the thresh-
old t1 = 0.05 was experimentally determined to yield good
results.

The next step consists of performing sharp/blurry clas-
sification for the pixels determined to be part of the fore-



ground. For a pixel (j, k) in the foreground, let M be an
image that maximizes its sharpness, i.e., Sp(M) ≥ Sp(i),
∀i ∈ {1, . . . , T}. We classify a pixel at level (i) as
sharp/blurry by the following criteria:
• (i) is sharp if i = M ;
• (i) is sharp if i < M , Sp(M)−Sp(i) < t2, and (i+1)

is sharp;
• (i) is sharp if i > M , Sp(M)−Sp(i) < t2, and (i−1)

is sharp;
• (i) is blurry otherwise.

The threshold t2 allows for some tolerance on the level of
blurriness when deciding whether or not a pixel is sharp,
by also labeling pixels with sharpness values close to the
maximum sharpness in the stack as sharp. In our imple-
mentation, the threshold t2 was experimentally set to 0.2.

3.4. Choice of the Minimal Set of Images

The sharpness analysis step from Section 3.3 outputs a
binary sharpness map for each image in the metering stack,
such that sharp pixels have value 1, and blurry pixels have
value 0. It also returns a binary foreground mask that repre-
sents the foreground and background regions in the scene.
Background pixels are not relevant in the computation of
the final result; they could be picked from any image, since
they all look similar. Hence, only foreground pixels are con-
sidered. The goal is to select a collection of images in the
stack such that the union of their sharp foreground pixels is
equal to all foreground pixels, and the size of this collec-
tion is minimized. This problem is known as the set cover
problem [6], which in an abstract form is NP-complete.

However, we observe that two key properties cannot be
assumed in general set cover problems, but are present in
our problem:
• There is an ordering between sets, given by the order

on how the images have been captured;
• For a given pixel in the sharpness map, its sharpness

varies as a function of the images in the stack. This
function is unimodal [12]; therefore, it becomes a box
function once it is thresholded (Section 3.3).

We exploit this additional knowledge about the problem
domain, and propose a plane sweep algorithm for selecting
the minimal subset of required images. The idea is to simu-
late the lens sweeping process through the different depths
of the scene, by analyzing the images in the sequence they
were captured. A set A of active pixels and a set P of pro-
cessed pixels are kept in memory. The set A contains pixels
that appear sharp in the current image; P contains the pix-
els for which an image has already been included in the final
result and do not need to be examined again. For every new
image, the following sets of pixels are computed from PC

(the complement of P ):
• F0: pixels that were sharp in the previous image, but

became blurry in the current image;

• F1: pixels that were blurry in the previous image, but
became sharp in the current image.

If F0 6= ∅, an image must be added to the result, as the
pixels in F0 will not be sharp in any further images on the
stack. The previous image is added to the result, the pixels
inA are added to P (as they have now been covered), andA
is emptied. If F1 6= ∅, then the new sharp pixels are added
to the active set.

A pseudocode version of the algorithm is shown below.
It is linear in the number of captured images, as each image
in the stack is analyzed only once. Each binary sharpness
map in the stack S can be viewed as a set, such that a pixel at
a given sharpness map is in the set if and only if it is sharp.

function minImageSet(stack of binary sharpness maps S,
foreground mask M)

// consider only foreground pixels
for each set B in S; do
B = intersection(B, M);

end

S = S.add(empty); // sentinel
set Active = empty; // current list of sharp pixels
set Processed = empty; // pixels for which an image

// has been chosen
list selectedImages = empty; // result
i = 1;
for each set B in S; do
// sharp pixels for which an image
// has not yet been chosen
set Sharp = B - Processed;
set F0 = Active - Sharp;
set F1 = Sharp - Active;

// active sharp pixels that became blurry
if F0 != empty; then
// add the previous image to the result
selectedImages.add(i-1);
// mark the active pixels as processed
Processed = union(Processed, Active);
Active = empty;

end

// new sharp pixels
if F1 != empty; then
// add the new sharp pixels to the active set
Active = union(Active, F1);

end

i = i + 1;
end
return selectedImages;

4. Implementation
We have implemented and tested a complete system for

generalized autofocus on a Nokia N900 smartphone mod-
ified with the open-source FCam programmable-camera
software stack [1] (http://fcam.garage.maemo.
org). For a demonstration, please refer to the supplemen-
tary video. The N900 runs the Linux-based Maemo op-
erating system, and has a 5 megapixel camera, 600 MHz
OMAP 3 processor and 256 MB of RAM. Similar to most
cameraphones and low-end consumer cameras, the lens has
a short focal length of 5.2 mm, and a fixed and small aper-
ture (f-number 2.8). The FCam API allows us to control



the lens focus by setting it to a specific distance, as well as
specifying the lens motion speed. Streaming low-resolution
(640×480) frames while the lens is moving is also possible.

Our focal stack capture application provides a viewfinder
that auto-adjusts the exposure time by metering the light
in the scene, and triggers the generalized autofocus routine
when the user presses the shutter button halfway. The cal-
culated exposure time is used to determine the speed with
which the lens should be moved (Equation 3), and the lens
is then swept from near focus (5 cm) to far focus (infinity)
while the metering stack is captured. Moving the N900 lens
at the slowest possible speed leads to a total sweep time of
about 2 seconds.

The N900 hardware provides sharpness maps computed
by dividing the image into a 16 × 12 grid, running the im-
ages through a [−1 2 −1] filter, and summing the absolute
value of the responses for all pixels in each block, result-
ing in a 16 × 12 sharpness map. These maps are fed to the
sharpness analysis procedure from Section 3.3. The plane
sweep algorithm is then run to choose the minimal subset of
images to compose the high-resolution focal stack. The al-
gorithm runs in real-time; for a metering stack of 57 frames,
the total time for analyzing the sharpness maps and comput-
ing the minimal subset is of about 10 ms.

Once the minimal set of images is determined, the user
can trigger the capture of the high-resolution focal stack by
fully pressing the shutter button. The lens is moved back
to the desired positions and full-resolution (5 MP) images
are captured whenever the lens comes to a complete stop.
The images in the focal stack are corrected for differences
in magnification. We found the scale factor to be 1.0055
per diopter of lens movement, by analyzing a focal stack
of a planar checkerboard image. The images are then reg-
istered to each other (using [14]) to account for translation
and rotation due to handshake. Finally, we use an open-
source off-the-shelf implementation [11] of the Exposure
Fusion algorithm [10] configured to maximize sharpness to
generate the final all-in-focus result.

5. Experimental Results
We used our system to test the algorithm in a few scenes

with different variations in depth, by capturing images us-
ing a handheld N900. In our first example, the goal was
to create an all-in-focus image from a scene with three
depth layers. We compared three different capture strate-
gies. The first strategy was our generalized autofocus algo-
rithm, which correctly determined that three images were
needed, one for each layer. Figure 4(a-c) shows the three
images in the focal stack, after magnification correction and
registration. The cropped areas shown below each image il-
lustrate the different levels of blur in different regions. Fig-
ure 4(e) shows the fused result. The second strategy con-
sisted of capturing a full focal stack of 24 images compris-

(a) (b) (c)

(d) (e) (f)
Figure 4. Scene with three depth layers: (a-c) the input images
focused at different distances, (d) full focal stack, (e) generalized
autofocus, and (f) standard autofocus. The camera was handheld
during image capture, leading to camera motion and accentuated
parallax for close objects, which are very difficult to compensate
for using image registration for a full stack of 24 images – see
Figure 5. On the other hand, registration works much better on the
reduced set of 3 images chosen by our algorithm.

(a) (b) (c)

Figure 5. Registration issues due to parallax. (a-b) two frames
from the full focal stack after registration. (c) the yellow square
regions from (a) and (b). Notice the different distances between
the brown and green cans due to parallax, caused by handshake.

ing the maximal and disjoint depth of field intervals (Sec-
tion 3.2) computed for a circle of confusion of 4.4 microns
(twice the N900’s pixel size), and fusing them. Figure 4(d)
shows the all-in-focus result. Finally, we obtained a third re-
sult by simply running a standard autofocus algorithm and
capturing a single image. Figure 4(f) displays the image
obtained in this way.

As expected, both fusion approaches produce all-in-
focus images, while only one of the layers appears focused
in the single image result. However, using the full focal
stack (Figure 4(d)) resulted in several artifacts due to the
camera being handheld during image capture, which led to
camera motion and accentuated parallax for close objects.
This is very difficult to compensate for using the registra-
tion algorithm [14]. Figure 5 illustrates this problem. On
the other hand, registration works much better on the mini-
mal set of images given by our technique, resulting in fewer



artifacts (Figure 4(e)). This suggests that reducing the num-
ber of captured images to a minimum may be beneficial in
terms of quality, as the fusion process will be less sensitive
to motion.

We also compared the capture times for the three ap-
proaches. Table 1 lists the times spent on each step of the
imaging process. The first row shows the time for the auto-
focus step, i.e., sweeping the lens and analyzing the meter-
ing stack in order to determine the best focus position(s).
This time is dominated by the lens sweep time. Standard
autofocus stops once a peak in sharpness is found, as it fol-
lows a Fibonacci search strategy [9]. On the other hand,
generalized autofocus needs to sweep through the entire
depth range to make sure all depths are covered. The cap-
ture time for high-resolution images is given by the expo-
sure times of the photos and the times required for moving
the lens between different focal distances, as well as laten-
cies introduced by the memory management system. The
generalized autofocus approach is much more efficient than
a full focal stack capture in this case, as it avoids redundant
images; standard autofocus is faster as it only requires the
capture of a single image, but it does not produce an all-in-
focus result.

Finally, we compared the times of the fusion step (both
full focal stack and the smaller stack of the generalized
autofocus approach) on a Linux PC (Intel Core 2 Duo, 2
GHz, with 2 GB of RAM) and on the Nokia N900. As
shown in the third and fourth rows of Table 1, the fusion
time is shorter for the generalized autofocus approach due
to the reduced number of images. On the N900, processing
power and memory are limited, and the full focal stack ap-
proach was not feasible; after 30 minutes of processing, the
phone was forced to reboot due to memory constraints.

In summary, when compared to a full focal stack cap-
ture, the generalized autofocus approach provides a faster
way of capturing a focal stack, allows for decreased pro-
cessing time, minimizes problems with artifacts due to mo-
tion, and opens up the possibility of processing focal stacks
directly on mobile devices. In addition, generalized auto-
focus is able to produce an all-in-focus image, while stan-
dard autofocus may contain blurry regions. This gain in
depth of field comes at the expense of time: the general-
ized autofocus method needs to evaluate images along the
entire depth range and possibly captures more than one im-
age, while standard autofocus usually stops the lens sweep
once a peak in sharpness is found and captures a single im-
age.

We have also performed the comparison for two other
scenes: a close-up scene (macro photography) and a scene
consisting of distant trees, such that focusing at a single
plane is sufficient to have the entire scene in focus. Fig-
ure 6 shows the results for the macro photography scene. In
this case, four images were selected, and an analysis similar

(a) (b)

(c) (d)

(e) (f) (g)
Figure 6. Macro photography scene: (a-d) the input images fo-
cused at different distances, (e) full focal stack, (f) generalized
autofocus, and (g) standard autofocus.

(a) (b) (c)

Figure 7. Scene with a single depth layer (far away objects): results
for (a) full focal stack, (b) generalized autofocus, and (c) standard
autofocus. Blindly using a full focal stack leads to artifacts due to
movement of the trees.

to the first scene applies. For the scene with a single layer
(Figure 7), the generalized autofocus algorithm correctly se-
lected a single image, and the technique reduces to standard
autofocus, while blindly fusing a full focal stack leads to
artifacts due to movement of the trees. Table 1 shows the
running times for all experiments.

Limitations. Our approach generalizes traditional auto-
focus approaches to enable the capture of focal stacks, and
inherits some intrinsic limitations of passive autofocus tech-
niques:
• The sharpness analysis heavily depends on contrast.

Therefore, noisy images and dark environments may
lead to erroneous results;
• A static camera and a static scene are assumed. The



Table 1. Capture and processing times for all experiments. GA = generalized autofocus, FS = full focal stack, SA = standard autofocus.
(-) denotes a step not applicable to a given experiment. (X) denotes that a full focal stack could not be processed on the N900 due to its
limited memory. “e” denotes the exposure time for each captured image.

Cans (e = 39.6 ms) Macro (e = 39.6 ms) Trees (e = 12.9 ms)
GA FS SA GA FS SA GA FS SA

focusing 470 ms - 210 ms 520 ms - 180 ms 100 ms - 40 ms
capture 1.67 s 8.92 s 0.56 s 1.59 s 7.31 s 0.41 s 0.59 s 7.53 s 0.57 s

fusion (PC) 40.61 s 290 s - 50 s 281 s - - 277 s -
fusion (N900) 674 s X - 588 s X - - X -

total (PC) 42.75 s 298.92 s 0.77 s 52.11 s 288.31 s 0.59 s 0.69 s 284.53 s 0.61 s
total (N900) 676.14 s X 0.77 s 590 s X 0.59 s 0.69 s X 0.61 s

technique is thus sensitive to camera movements dur-
ing the capture stage and dynamic changes in the
scene. However, focusing is performed at very coarse
resolution, so it is robust to small amounts of motion.
Also, our technique makes the capture of focal stacks
less sensitive to motion-related issues, as the number
of acquired high-resolution images is minimized.

6. Concluding Remarks

In this paper, we proposed the generalized autofocus al-
gorithm for automatic capture of focal stacks in an efficient
and scene-adaptive fashion. The algorithm meters the scene
in the time that is required to sweep the lens from mini-
mum to maximum focus distance and captures only the high
resolution images that are necessary to produce an all-in-
focus composite of the given scene. This allows the user
to treat all-in-focus image capture just like regular photog-
raphy, since no user adjustment of parameters is required.
We demonstrate the feasibility of our algorithm by imple-
menting a complete all-in-focus imaging system on a pro-
grammable camera.

Several directions are possible for future work. While
our current hardware platform does not allow for chang-
ing the camera’s aperture, the algorithm can be naturally
extended to adjust both the focus distance and the aper-
ture based on available light. A further extension would
be to vary even more capture parameters, such as exposure
time and sensor gain, to optimize not just depth of field but
also exposure in different parts of the scene. Finally, while
we focused on a fully automatic metering and fusion solu-
tion in this work, the problem of user-guided focusing is
also interesting to explore. Given that modern cameras and
cell phones are often equipped with a touchscreen, one can
imagine “touch-to-focus” applications where the user indi-
cates objects of interest in the scene. The camera then cap-
tures and merges images where such objects are in focus,
while providing pleasing background blur in other areas.
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