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ABSTRACT

We propose an effective image segmentation approach with a novel
automatic boundary refinement procedure that requires little user in-
teraction and makes the object cutout process more robust and con-
venient. It achieves these goals by the following three steps. First,
merge over-segmented regions according to the maximal similarity
rule using a few marking strokes as input. Second, detect possible
erroneous low-contrast object boundaries by analyzing image con-
tent. Third, automatically refine those boundary regions using both
local and global information. Experimental results are good even on
very complex images.

Index Terms— Interactive image segmentation, object cutout,
graph cut, mobile image editing, mobile image processing

1. INTRODUCTION

Interactive image segmentation has many applications in image pro-
cessing, computer vision, and computer graphics. In many image
editing tasks, the goal is to cut out an object from its background.
Small amount of user input is desirable on any device, but especially
on mobile devices with small screens and inaccurate input methods,
it is crucial that only few inputs are required. It is even more at-
tractive when the exact boundary is detected automatically, since
zooming in and adding strokes or dragging markers so they precisely
align with a complex object boundary is tedious both on desktop and
mobile devices. However, all interactive image segmentation meth-
ods we are aware of require some further input from users to refine
boundaries when the initial algorithm fails. Generally, the user has
to put markers or scribbles along the boundary, or even has to do the
segmentation all over. Our work is the first attempt to automatically
detect a possibly erroneous low-contrast object boundary and refine
it by optimization using local and global information.

Though there has been much recent interest in interactive im-
age segmentation [3, 4, 5, 6, 7, 8], our work is mostly related to [3]
and [4]. The main steps in Li et al. [4] are object marking followed
by boundary editing. Later research by Ning et al. [3], confirmed
also by our studies, reveal that the graph-cut optimization on over-
segmented regions does not work well when the set of input strokes
is sparse. In other words, enough samples of foreground and back-
ground are needed. For example, if the foreground and background
both have red color and only foreground red regions are marked by
the user input, all red areas will be classified as foreground in the re-
sult. The small neighborhood of the penalty term that only considers
directly adjacent regions may also cause problems.

The source images in Fig. 2 are taken from the Berkeley Segmentation
Dataset and Benchmark[1], the website of [2] and PASCAL Visual Object
Classes Challenge 2009 (VOC2009) dataset, except the forth row.

In [3] the color histogram of a region is used as the feature to per-
form maximally similar region merging (MSRM) to merge small re-
gions into the background. The RGB colors are uniformly quantized
into 16 levels per channel and histograms of 16 × 16 × 16 = 4096
bins are used to estimate region similarity. This resulted in better
segmentation quality than if graph cuts were used with the same
strokes. However, the limitation of this approach is that only local
information is considered in the merging process. It may fail when
the user’s markers do not cover all the main features of the object and
background. It may also lead to the background annexing part of the
foreground that is slightly more similar to the adjacent background
region than to the immediate adjacent foreground regions. More-
over, calculating a histogram with 4096 bins in each over-segmented
region is time-consuming and not suitable for mobile phones.

Aiming to make the interactive image segmentation more robust
and to require as little user effort as possible, we propose the fol-
lowing novel algorithm consisting of three major steps. First, over-
segmented regions are merged according to the MSRM rule with the
input of a few strokes. This is inspired by [3], but instead of the
RGB histograms, the mean color of each region in CIELab space is
used as the feature. Second, suspicious low-contrast object bound-
aries are detected by adaptively thresholding the boundary regions.
Third, suspicious boundary regions are relabeled by incorporating
local information of pixels and global information of regions.

Our main contributions are that we (i) propose a robust approach
for image segmentation with automatic boundary refinement; (ii) de-
tect suspicious low-contrast object boundaries automatically by ana-
lyzing image contents; (iii) refine the suspicious low-contrast object
boundaries by optimizations using both local and global information
without user interaction; (iv) incorporate more efficient features into
the energy function to make the approach more robust and avoid ex-
pensive feature calculation; (v) compare with other approaches to
demonstrate the advantages of ours; and (vi) implement the algo-
rithm on mobile phones.

We start by briefly introducing the work flow (Section 2) and
then give more details of our segmentation and automatic boundary
refinement (Section 3). We describe experiments and analyze results
(Section 4) and finally summarize our conclusions (Section 5).

2. SUMMARY OF THE METHOD

Figure 1 shows the work flow of our approach. The strokes are
first input to extract sampling of foreground and background of the
source image. After over-segmenting the source image to generate
many regions, they are merged into background and foreground us-
ing the MSRM rule [3], producing the initial image segmentation.
Next, suspicious low-contrast object boundaries are detected. Pix-
els in those boundary regions are re-classified to decide which class
the boundary region belongs to and the region is re-labeled if neces-
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Fig. 1. Work flow of our method.

sary. After all suspicious boundary regions are processed, the final
segmented image is obtained.

3. DETAILS OF THE APPROACH

We first describe our approach to initial over-segmentation and re-
gion merging, then the detection of suspicious low-contrast bound-
ary, and finally the boundary refinement.

3.1. Merge initially segmented regions

Similar to [3] and [4], the image is first over-segmented. Since the
mean-shift algorithm [9] preserves the boundaries well, it is used for
the initial over-segmentation. After the user marks the foreground
and background regions with short strokes, the background regions
are merged using the MSRM rule [3]. However, instead of using
computationally expensive color histograms, the mean color of each
region is used. Then the initial labeling of each region, either fore-
ground (marked as 1) or background (marked as 0), is generated. Our
initial over-segmentation outputs regions that are bigger than 20 pix-
els. We also assume that the strokes provided by the user are sparse
but pick the visually distinct regions. Given these two conditions,
one round of boundary refinements was enough in our experiments.

3.2. Detect suspicious low-contrast object boundary regions

We want to find candidate regions for more careful analysis. We only
need to consider regions at the boundary between the foreground and
the background, and we only need to consider the ones whose colors
are similar but whose labels differ.

The boundary regions Ubd are defined as the regions that have at
least one neighboring region with a different initial labeling. For ex-
ample, if a foreground regionAi has a neighborBj that is marked as
background, then Ai and Bj are boundary regions. We also require
that such regions share a boundary that is at least 4 pixels long.

For each boundary region, the mean color µbd is calculated, and
the neighbor of opposite label with the most similar mean color
is found. Finally we sort all the boundary regions Ubd according
to their minimal color differences di,jbd , and select the regions with
di,jbd < dThresh as the suspicious low-contrast object boundary re-
gions to be refined. The threshold dThresh is simply the median
color difference over all boundary region pairs such that one region
is foreground and the other one is background.

3.3. Refine suspicious boundary regions

After all suspicious low-contrast object boundary regions are de-
tected, they are analyzed and possibly reclassified. Here we assume
that the initial segmentation using the mean-shift algorithm includes
the correct region boundary. Using the local and global information

of the pixels inside each region, each pixel is classified to be fore-
ground or background. Then the number of foreground and back-
ground pixels are counted inside each region. If one region has more
foreground pixels, it is classified as a foreground region, otherwise
as background.

We formulate this as a binary labeling problem of all the pixels
belonging to the suspicious low-contrast object boundary regions,
with different energy terms than previous work [4]. Our algorithm
not only considers the pixels’ similarity to their neighbors, but also
their similarity to the regions marked by the user in terms of color
means and standard deviations.

Suppose all the pixels in the suspicious low-contrast object
boundary regions form a graph G = 〈υ, ε〉, where υ is the set of
all pixels and ε is the set of all arcs connecting the four adjacent
pixels. The algorithm assigns a unique label xi for each pixel i ∈ υ,
where xi = 1 if i belongs to foreground and xi = 0 if i belongs to
background. The energy function we try to minimize is

E(X) =
∑
i∈υ

E1(xi) + λ
∑

(i,j)∈ε

E2(xi, xj), (1)

where E1 is likelihood energy, E2 is prior energy, and λ = 1 in our
experiments.

E1 encodes the color similarity of a pixel to the marked fore-
ground or background, taking into account the color standard devia-
tion (std) within the regions, which can be regarded as the simplest
texture information. They are also used to weight the color differ-
ence and std difference.

For each pixel i, suppose C(i) is its color, µFn is the mean color
of marked foreground regions, µBm is the mean color of marked back-
ground regions, and σ(i) is the std of the region which it belongs to.
σFn is the foreground region std, and σBm is the background region
std. The following distances are computed:

dmF
i = minn ‖ C(i)− µFn ‖

dmB
i = minm ‖ C(i)− µBm ‖

dσFi = minn ‖ σ(i)− σFn ‖
dσBi = minm ‖ σ(i)− σBm ‖

. (2)

Then, E1(xi) is defined as follows:

E1(xi = 1) =
zF

zF + zB
(3)

E1(xi = 0) =
zB

zF + zB
, (4)

where zX = 1
σ(i)σX

n
dmX

i + σ(i)σXn dσ
X
i for X ∈ {F,B}.

Because the marked boundary regions have been eliminated
from Section 3.2, the Likelihood energy is different from that of
equation (2) in [4]. The std of regions is also included, and the intu-
ition is that if the region has high color std, dσi is more important in
the comparison, otherwise dmi is more important.

Similar to [4], E2 is the energy due to the gradient along the
object boundary. It also acts like a smoothing term, enforcing that
similar neighboring pixels have the same label.

E2(xi, xj) =
|xi − xj |

(‖C(i)− C(j)‖2 + 1)× scale
. (5)

The difference is that the energy between pixels belonging to differ-
ent regions is scaled down, so that the cut through the region bound-
ary is facilitated. In our experiment, scale = 1 if pixel i and j
belong to the same region, scale = 2 otherwise.

To minimize the energy function, we use the max-flow library
[10]. Note that the assumption that the initial over-segmentation in-
cludes all correct boundary segments is crucial for good results.
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Fig. 2. Comparisons between the method in [3] and the proposed algorithm. (a) The source images with user input stokes, where blue strokes
are used to mark the background regions, and red strokes are used to mark the foreground regions. (b) Results obtained by the method in [3].
(c) Enlarged boundary region of the results obtained by method in [3]. (d) Results obtained by the proposed algorithm. (e) Enlarged corrected
boundary region by the proposed algorithm.



4. APPLICATIONS AND RESULT ANALYSIS

Here we present some results and comparisons to [3] using region
mean color to demonstrate the advantages of our approach. Our pur-
pose in each application is to cut out the object that the user indi-
cates with red strokes. Table 1 provides quantitative comparisons,
and shows that our algorithm labels more pixels correctly.

Table 1. Comparison of correctly labeled pixel percentages.
Percentage (%) Woman Man Baby Asimo Horse Cow
Our algorithm 98.62 98.53 98.95 98.23 97.45 97.34
MSRM 96.96 97.73 97.89 97.66 95.56 94.77

Visual comparison in Fig. 2 also shows the better results pro-
vided by our approach. The first row shows a comparison of the pro-
posed algorithm and [3] applied to a woman’s image. Since the dress
is mostly yellow and red, an inexperienced user may think marking
those two is enough (a). However, due to the reflection on the shoul-
der, those regions are merged with the background (c) when only
local neighboring information is used. Our approach can automat-
ically detect those regions and correctly classify them (e) without
further user input.

The second row shows a comparison of the algorithms to an im-
age with a man in front of a highly textured background. With only
three strokes marking the foreground and one simple stroke mark-
ing the background, [3] can segment the person for the most part,
but fails at the ear on the left and upper hair part as (c) shows. The
close-up image (e) shows that our algorithm can automatically re-
fine those two places and construct a better segmentation. We also
want to emphasize that our approach is different from matting the
boundary. This image has been used in many previous studies. For
example, our algorithm requires much less user input than Fig. 4 in
[5]. We do not model the foreground and background using Gaus-
sian Mixture Models (GMM) like [2], as use of GMMs may create
problems [9]. Moreover, in the boundary refinement part, our algo-
rithm does not need to perform the entire iterative minimization.

The third row compares the algorithms on a baby image. The
challenge in this image is that the color of the baby’s fingers is sim-
ilar to that of the table. (a) shows the strokes which the user gave
for marking the foreground (the baby) and the background. From (c)
we can see that the fingers are not selected correctly and part of the
table is labeled as foreground. With the proposed algorithm those re-
gions were detected automatically and relabeled correctly. The baby
is completely cut out.

The image in the fourth row poses a similar challenge when the
user is trying to select the woman, but the input strokes miss her
hands. Again, the hand colors are similar to the background, and
they are omitted when only local neighborhood information is used
(c). On the other hand, our algorithm incorporates global informa-
tion, and the hands are relabeled as foreground in the refinement
stage since those parts are similar to the woman’s marked face color.

The fifth row shows our algorithm’s robustness when the user
does not provide enough background strokes. In (c), a part of the
background grass became foreground as it is locally more similar to
the gray strings on the horse head. Our algorithm correctly labels
grass as background (e).

The sixth row shows our algorithm’s robustness when the user’s
input strokes are sparse. The cow is very difficult to segment cor-
rectly as it has very similar color to the background (c), but our al-
gorithm can again produce a better segmentation (e).

Through all the comparisons we can see that given the same set
of user input strokes, our method with boundary refinement can seg-
ment the objects better. It is robust to the user inputs.

5. CONCLUSIONS AND FURTHER WORK

Interactive image segmentation is a challenging problem, and even
more challenging on mobile phones as memory and processing
power is more limited, and accurate marking is more difficult than
on desktop. We have presented an effective robust interactive image
segmentation algorithm with a novel automatic boundary refinement
procedure that requires less user input and is robust to the quan-
tity and locations of strokes. Both local and global information is
considered in the boundary refinement process. The most obvious
advantage of our approach is that it can save the user efforts in
making the boundary better. Compared to zooming in and manually
adding extra strokes or markers to correct the erroneous boundary
segments, it is more convenient and more friendly when applied on
mobile phones. The algorithm has been implemented on a Nokia
N900 phone with an ARM Cortex-A8 600 MHz processor, 256 MB
RAM, and a 3.5 inch touch-sensitive widescreen display. We plan to
further improve the speed of the proposed algorithm and combine it
with other image editing operations, to facilitate more elaborate, yet
easy image editing.
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