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Abstract

The Scatter/Gather document browsing method uses fast document clustering to produce table-of-contents-like outlines of large document collections. Previous work [1] developed linear-time document clustering algorithms to establish the feasibility of this method over moderately large collections. However, even linear-time algorithms are too slow to support interactive browsing of very large collections such as Tipster, the DARPA standard text retrieval evaluation collection. We present a scheme that supports constant interaction-time Scatter/Gather of arbitrarily large collections after near-linear time preprocessing. This involves the construction of a cluster hierarchy. A modification of Scatter/Gather employing this scheme, and an example of its use over the Tipster collection are presented.

1 Background

Our previous work on Scatter/Gather [1] has shown that document clustering can be used as a first-class tool for browsing large text collections. Browsing is distinguished from search because it is query-free. We posit situations in which the user has an information need that is either too general or too vague to be usefully expressed as a query is some search language. For example, the user may not be familiar with the vocabulary appropriate for describing a topic of interest, or may not wish to commit himself to a particular choice of words. Indeed, the user may not be looking for anything specific at all, but rather may wish to explore the general information content of the collection. In this context an information access system can still provide useful assistance by providing a navigable collection outline that suggests to the user both overall contents and a method for focusing attention on some coherent subset.

1.1 Scatter/Gather

In the Scatter/Gather browsing paradigm attention is always directed towards a focus set of documents potentially interesting to the user. Initially the focus set may be an entire document collection. The focus set is clustered into a small number of topic-coherent subsets. These clusters are summarized to form a “table of contents” which outlines the focus set. The user can then identify and select those clusters which appear most interesting, defining a new, smaller focus set which is the union of the selected clusters. The indicated subcollection becomes the focus set, and the process repeats.

Cluster summaries are not single-phrase labels, as one might expect to see in a hand-built outline, but rather suggestive text computed automatically from documents in the cluster. The current implementation offers two types of information. Both are based upon the profile of the cluster, a vector of weights reflecting the words appearing in the cluster’s documents. The first is a list of “topical” words, those with high weights in the cluster’s profile. The second is the titles of a few “typical” documents in the cluster.

Scatter/Gather is not envisioned as a stand-alone information access tool. Rather it is best used in tandem with search methods, such as a boolean search or similarity search. This is in analogy to paper reference books, which offer two access modes, a table of contents in the front for browsing and an index in the back for more directed searches. We anticipate that Scatter/Gather will not necessarily be used to find particular documents, but will instead, by giving exposure to the vocabulary presented in cluster summaries, help guide complementary search methods. For example, a cluster’s profile may be used as a similarity search vector in a query against the entire collection. Conversely, Scatter/Gather may also be used to organize the results of
word-based queries which retrieve too many documents.

1.2 A Scatter/Gather Session

Figure 1 summarizes a sample Scatter/Gather session over a text collection consisting of about 5000 articles posted to the New York Times News Service during the month of August 1990. Here, to simplify the figure, we manually assigned single-word labels based on the cluster summaries.

Suppose the user’s information need is to determine generally what happened that month. It would clearly be difficult to construct a word-based query that effectively represents this information need because no specific topic description is available. The user might consider general topics, such as “international events”, but again that topic description would not be effective because articles concerning international events need never use those words.

With Scatter/Gather, rather than being forced to provide search terms, the user is presented with a set of clusters—an outline of the collection. He need only select those clusters which seem potentially relevant to the topic of interest. In the example, the big stories of the month are immediately obvious from the initial scattering: Iraq invades Kuwait, and Germany considers reunification. This leads the user to focus on international issues: he selects the “Kuwait” and “Germany” and “Oil” clusters. These three clusters are gathered together to form a smaller focus set.

This smaller focus set is then redclustered on the fly to produce eight new clusters covering the reduced collection. Since the reduced collection contains a subset of the articles, these new clusters reveal a finer level of detail than the original eight. The articles on the Iraqi invasion and some of the “Oil” articles have now been separated into clusters discussing the U.S. military deployment, the effects of the invasion upon the oil market, and one which is about hostages in Kuwait.

The user feels his understanding of these large stories is adequate, but wishes to find out what happened in other corners of the world. He selects the “Pakistan” cluster, which also contains other foreign political stories, and a cluster containing articles about Africa. This reveals a number of specific international situations as well as a small collection of miscellaneous international articles. The user thus learns of a coup in Pakistan and about hostages being taken in Trinidad, stories otherwise lost among the major stories of that month.

2 The Problem

Essential for the Scatter/Gather browsing paradigm are fast document clustering and effective cluster summarization. Previous work in document clustering generally concentrated on algorithms whose running time is quadratic in the collection size (e.g., the classic SLINK single-linkage clustering algorithm [4]). Quadratic running time is clearly too costly for interactive manipulation of the collections we envision, containing thousands of documents, possibly requiring days or even months to perform a single clustering. In contrast, the linear time algorithms previously presented reduce the time required to only a few minutes (approximately 3000 documents per minute on a Sun Microsystems SPARCStation 2 [1]), fast enough for moderately large collections and the results of most broad word-based queries. However, linear-time clustering is too slow to support interactive browsing of very large document collections. This is particularly apparent when one considers applying Scatter/Gather to the Tipster collection [2], a DARPA standard for text retrieval evaluation, which contains about three-quarters of a million documents. At 3000 documents per minute, this requires around 4 hours to scatter, which is far too long to be considered interactive.

To achieve good interactive performance, a small constant time bound is required for each Scatter/Gather step. Clearly this cannot be accomplished without preprocessing the data to some extent, since any processing linear in the size of the collection becomes noninteractive on sufficiently large collections. Moreover, for large text collections even this preprocessing step must be reasonably efficient. Quadratic running times are still too slow. We therefore consider the task of constant interaction-time document clustering assuming near-linear time preprocessing.

3 Methodology

This section presents a method for accelerating Scatter/Gather.

3.1 The Hypothesis

Suppose one needs to cluster 10,000 documents into 10 groups of related documents. One expects that documents that are extremely similar to each other will usually end up in the same cluster. If an existing clustering of the same 10,000 documents into 50 groups were available, one would, by extension, be reasonably confident that all of the documents in a given one of

\[ k \text{ is the number of desired clusters and } n \text{ is the size of the document collection, } \text{e.g.} \ [3, 5]. \]
those 500 groups would end up in the same one of the desired 10 clusters.

More generally, we hypothesize that documents similar enough to be clustered together in a fine-grained clustering will be clustered together in a coarse-grained clustering. We call this the Cluster Refinement Hypothesis.

Consider treating each of the 500 intermediate clusters as a single meta-document consisting of the union (concatenation) of all the documents it contains. These meta-documents form a condensed representation of the collection. Instead of clustering the 10000 documents, we could cluster the 500 meta-documents. Each group of meta-documents would then correspond to the union of the groups of documents in those meta-documents. Each meta-document contains a collection of related documents, and meta-documents which are related cluster together. The Cluster Refinement Hypothesis thus implies that this will yield similar results to clustering the original 10,000 documents.

If we could always quickly produce a condensed collection of 500 meta-documents to act as a surrogate for the much larger collection of individual documents which we wish to cluster, we could guarantee that the running time to produce clusters would be bounded by the running time of the clustering algorithm on 500 items regardless of the size of the true document collection.

Of course, this would be self-defeating if the only way to produce the meta-documents is by clustering the collection into 500 groups. We now present a data structure and a modification of the Scatter/Gather browsing method that provides the desired speedup. The browsing method uses the data structure to efficiently maintain a condensed representation of the focus set.

3.2 The Cluster Hierarchy

The data structure is a cluster hierarchy, such as that produced by classical agglomerative clustering algorithms. This tree is described recursively as either a leaf, corresponding to a single document, or a tree whose subtrees are cluster hierarchies. An agglomerative clustering algorithm produces such a tree, in which each internal node corresponds to the agglomeration of the documents represented by the children of that node. Intuitively, documents which are closely related have a common ancestor low down in the tree, because the agglomerative algorithm merges these documents relatively soon, whereas the common ancestors of unrelated documents are near the root. For our purposes, it is also desirable that the tree be relatively balanced.

An internal node in a cluster hierarchy corresponds to a meta-document containing the documents which are leaves of the subtree rooted at that node.

The hierarchy lets us view the collection at different granularities: we can represent it coarsely as a small
set of meta-documents (tree nodes) near the root of the hierarchy, or more finely as a large set of meta-documents near the leaves of the tree. More generally, given a meta-document which we wish to examine more closely, we can expand that meta-document, replacing it by its children. Since each of its children represents only a portion of the documents in the original meta-document, these children give a more detailed representation of the documents they contain than the original meta-document.

3.3 Scatter/Gather on a Hierarchy

A cluster hierarchy can be used to accelerate the Scatter/Gather browsing method so that a single iteration of the process takes constant time regardless of the number of documents involved.

Recall the Scatter/Gather loop. The user begins with a focus set of documents of interest. This focus set is scattered into \( k \) clusters and presented to the user. The user selects a subset of these clusters, yielding a new, smaller and more detailed focus set. This process is then repeated.

Let \( M \) be the maximum number of items which can be clustered in the desired constant time bound (\( M > k \)). At each iteration, we begin with the focus set \( F \), consisting of meta-documents. For the first iteration, the focus set is the single meta-document representing the entire collection.

\( F \) is first expanded using the following simple procedure:

\[\text{while } F \text{ has fewer than } M \text{ meta-documents} \]

\[\text{Find the meta-document } D \text{ in } F \text{ with the most leaves.} \]

\[\text{Replace } D \text{ by its children in the hierarchy.}\]

This expanded focus set contains smaller, and thus more detailed, meta-documents than the original. By the Cluster Refinement Hypothesis, clustering an expanded \( F \) should yield similar results to that of clustering the individual documents in \( F \). However, since the size of \( F \) is \( M \), we know that \( F \) may be clustered in the desired constant time bound.

As before, summaries of the clusters are presented to the user. When the user then selects a subset of the resulting clusters, although notionally selecting a set of documents, he is in fact selecting a subset of the meta-documents of \( F \). Thus, the new set of documents has a small condensed representation as meta-documents. The constant time bound is thus maintained through iterations.

3.4 Discussion

One might ask why we go to so much trouble. It might seem that the cluster hierarchy admits a much simpler browsing technique. Simply treat the hierarchy as a fixed categorization of the collection that can be navigated like a hierarchical menu system. That is, the user is presented with summaries of the children of the current node, one of which can be selected for further expansion. Since the entire tree is precomputed, no clustering at all would have to be performed at interaction time.

We find this search model too restrictive. It assumes that at each presentation only one cluster will be of interest to the user. However, the user’s interests can easily span more than one cluster or be at a boundary between clusters. Scatter/Gather provides a more powerful interface without introducing substantial additional overhead.

It remains to describe the following:

- How to generate a cluster hierarchy in near-linear time.
- How to ensure that meta-documents are no harder to cluster than individuals.
- How to ensure that one may summarize a cluster composed of meta-documents, so as to accurately reflect the documents contained therein.

4 Implementation

4.1 Generating the Hierarchy

As was observed above, cluster hierarchies are the natural outputs of agglomerative clustering procedures. However, these procedures are typically quadratic time because at each step they merge the globally most similar pair of documents. On collections the size of Tipster, this is prohibitively slow even as a preprocessing step. We therefore propose a different approach.

Partitional clustering strategies such as Buckshot or Fractionation [1] cluster into \( k \) groups in \( O(kn) \) time. Such partitional procedures can easily be used to generate a hierarchy: simply apply the algorithm recursively to each group in a partition, stopping at individual documents. Given a branching factor, \( k \), we partition the entire collection into \( k \) groups in \( O(kn) \) time. Each of these groups is now treated as a subcollection to be partitioned in turn into \( k \) subsubcollections, etc. At each level of the recursion there are a total of \( n \) items, since each item is in exactly one group at that level. Hence, the total cost to perform all clusterings at each level, is \( O(kn) \). If each clustering is balanced, i.e., every cluster of a clustering contains a constant fraction of the items,
then there are $O(\log n)$ levels and hence the entire procedure can be performed in $O(kn \log n)$ time.

Although this procedure performs no global analysis, it is likely that any two similar documents will remain together through many levels of subclustering, and will therefore share a common ancestor much lower in the tree than that of two documents which are dissimilar.

4.2 Meta-profiles and Truncation

Each internal node in the resulting hierarchy can be viewed as a meta-document; that is, as the union of its descendant leaves. For clustering, individual documents are represented as sets of word-weight pairs, i.e., as sparse, high-dimensional vectors, or profiles. Similarity between documents is defined as simply the cosine between vectors. Meta-documents may also be represented as profiles by simply summing the profiles of their descendant leaves. The notion of similarity clearly extends to meta-documents.

Hence, we can store in each node of the cluster hierarchy a profile which captures the word content of its subtree. Unfortunately, profiles of nodes high in the tree, formed by summing numerous individual document profiles, are less sparse; they contain many non-zero entries. Indeed, the root node’s profile is a fully occupied vector since every word that occurs in the collection is seen in the root’s subtree. This has implications for memory requirements, and more importantly, affects the time to cluster.

The measure of $O(kn)$ time for our partitional clustering algorithms is in fact a measure of $O(kn)$ similarity comparisons. The similarity measure we use is an inner product of document profiles, and can thus be computed in time linear in the profile sizes. Thus a similarity computation could be treated as a constant time operation when we were considering only individual documents, because their profiles are all of bounded size. However, as profiles become increasingly large the time to compute similarities also increases. We have found that clustering meta-documents with their dense profiles takes almost as much time as clustering the documents of those meta-documents individually.

To solve this problem we truncate the meta-document profiles to include only the most topical (e.g., most highly weighted) entries. All profiles are then of the same length and we can guarantee that clustering $n$ meta-documents will take the same time regardless of their actual size. We have found that these truncated profiles (we use the 50 most topical terms) are effective descriptions of their meta-documents. This is unsurprising, since, in fact, we present a cluster to a user in part by listing its most topical terms, i.e., a truncated profile.

A further benefit of truncation is that the total amount of storage required to represent the cluster hierarchy is linear in the size of the collection. This is because there can be no more internal nodes than there are leaves, and the storage required for each internal node is constant.

4.3 Meta-summarization

Scatter/Gather employs a cluster digest to summarize a cluster of individual documents [1]. We can extend this notion to clusters of meta-documents as follows. Recall that a cluster digest consists of two complementary components, a list of “topical” words, defined as those with highest weight in the cluster as a whole, and a list of “typical” titles, defined as titles of individuals most similar to the cluster profile. Since the computation of topical words depends only on the profiles of cluster members, it is trivially extended to clusters of meta-documents. Extending the computation of typical titles, on the other hand, requires us to define the notion of title for meta-documents. This can be accomplished by assigning to each node the title of the leaf (i.e., individual document) in its subtree most similar to the node’s profile. Hence, in addition to a truncated profile, each node in the cluster hierarchy must also store a title to support fast cluster summarization.

The time needed to compute the profile and central document of a cluster of $c$ items is $O(c)$; thus the running time to build the entire hierarchy remains $O(kn \log n)$ even with these additional computations.

5 Scatter/Gather over Tipster

In this section we provide a demonstration of the methods proposed in this paper operating over the very large Tipster collection.

The DARPA Tipster collection contains over 700,000 documents, occupying 2.1 gigabytes of text. There are over a million unique words in Tipster, with nearly a half a million occurring in more than one document.

The construction of a hierarchy for Tipster required forty hours of computation on a Sun SPARCStation 10. Around 210 megabytes of disk space were required to store the truncated profiles of the hierarchy, 10% of the size of the text. Using this hierarchy, with our default settings, Scatter/Gather steps require approximately 20 seconds.

According to the descriptions provided with the collection it contains articles from the AP Newswire and the Wall Street Journal, abstracts from the Department of Energy, entire Federal Register issues, and text from Ziff Davis’ “Computer Select” disks. While this gives
one some idea of what to expect, it would be useful to
know more before one begins querying this collection
so that one’s expectations may be brought into accord
with the contents of the corpus.

Pertinent questions include: what is the difference be-
tween the coverage in the Wall Street Journal and the
AP newswire? What sort of things does “Computer Se-
lect” contain? What is a DOE abstract? What do they
talk about in the Federal Registry? We could answer
these by randomly selecting some articles from each
collection and reading them, but Scatter/Gather provides
a more thorough method.

Figure 2 shows a scattering of the entire collection.
Five clusters are presented. The first line of each con-
tains an identifier, the leaf-count of the cluster (in paren-
theses), and a list of topical terms from the cluster’s
profile. The succeeding three lines present the three
most central meta-documents in the cluster. These each
contain the title of the typical document in the meta-
document, annotated by the source (one of AP, DOE,
FR, WSZ or ZF), followed by a list of topical terms in
the meta-document.

The top-level clustering roughly reproduces the divi-
sion into five Tipster sources. This indicates both that
the sources discuss disjoint topics, and that our cluster-
ing algorithms can discover this.

We immediately get answers to some of our ques-
tions: the federal registry contains government regula-
tions (cluster 0); the AP newswire concentrates on pol-
itical events (cluster 1), as opposed to the Wall Street
Journal which concentrates on business news (cluster 2);
the Ziff-Davis collection contains predominately press
about computer-related products (cluster 3); and DOE
abstracts are technical studies about energy (cluster 4).

Let us examine the newswire sources more closely by
gathering clusters 1 and 2 and scattering this into ten
new clusters. Figure 3 shows the results of this op-
eration. Note that at this granularity, the Wall Street
Journal and the AP newswire are shown to have a fair
amount of overlap, though each predominates certain
topics.

The clusters can be described as follows: (0) human
interest and leisure; (1) legal affairs; (2) police actions;
(3) markets; (4) companies; (5) finance; (6) foreign af-
fairs; (7) congress; (8) presidential politics; and (9) re-
gional news.

We now concentrate on international affairs by gath-
ering clusters 2 and 6 and rescattering. The output of
this is shown in Figure 4.
Figure 3: Second-Level Scattering: Clusters 1 and 2 from the Top-level Scattering
Figure 4: Third-level Scattering: Clusters 2 and 6 from Second-Level Scattering
6 Conclusion

We have presented a method that extends the Scatter/Gather browsing paradigm to arbitrarily large corpora. This requires the precomputation of a cluster hierarchy, constructed using an $O(n \log n)$ divisive algorithm, with a linear storage overhead. The hierarchy enables construction of a concise representation of the focus set. This representation, a set of meta-documents, is by design of fixed size, and can hence be clustered in constant time, yielding constant-time interaction for each Scatter/Gather step.
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