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Abstract

Studying for standardized exams (e.g. SAT,
GRE) requires regular practice with advanced
vocabulary, yet it is uncommon to encounter
these difficult words in context because their
occurrence in daily language is rare. We in-
troduce the idea of textboosting: modifying
regularly encountered sentences during web
browsing so that they include desired vocab-
ulary, while preserving the overall flow and
meaning of the original sentence. To do this,
we model appropriate word usage by training
classifiers that predict contextual preferences
of each word, using distant relatives of words
to curate negative example sentences. Our ex-
periments show that the use of ngram proba-
bility features enhances training performance
on rare words, and that our model outperforms
baseline on real substitutions despite limited
training data. These results provide insight
into how daily content could be transformed to
encourage in-context learning of rare words.
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sions were written by several people, including John Chen,
Henry S. Thompson and Donald Walker. Additional elements
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1 Introduction

Every year, millions of students need to study vo-
cabulary in preparation for standardized exams such
as the SAT or GRE. Despite limited time available to
study, web browsing occurs frequently and contains
rich opportunities for in-context learning. However,
encountering advanced vocabulary is uncommon be-
cause their occurrence in daily language is rare. We
introduce the notion of textboosting: modifying ex-
isting sentences to include desired vocabulary. Our
goal is to make word substitutions while preserving
the overall flow and meaning of the original sen-
tence.

In this paper, we explore methods for identify-
ing contexts when a word from a desired list can
be reasonably substituted. First, we observe that
most standardized exam vocabulary have rare occur-
rences, but approximately 10% of those words have
close synonyms which appear frequently. We lever-
age these observations to select a subset of vocabu-
lary words that are more appropriate for substitution.
We then conducted a feasibility analysis, and found
that as many as 23 substitutions could be made in the
top seven front-page articles of the New York Times
on a given day, an average of 3 substitutions per ar-
ticle.

Given a sentence and a target word for substi-
tution, our algorithm determines if the target word
should in fact be inserted. For instance, given the
sentence: “The infusion dials back the tendency of
the recipient’s immune system to attack the trans-
plant,” we automatically determine if the target word
“propensity” can be substituted. Because synonyms
cannot be substituted in any context (Edmonds and



Figure 1: Frequency of words in in the 4 million sentence training corpus. a) Frequency distribution of all
words in the training corpus. b) Frequency distribution of SAT words: the average number of appearances
is 159 (σ=385), with 89% of vocabulary words appearing fewer than 300 times.

Hirst, 2002), our algorithm predicts whether the tar-
get word can be appropriately inserted by analyzing
its distributional properties in existing bodies of text.
Sentences that pass this test are rewritten using the
target vocabulary word. Our experiments show that
the use of ngram probability features enhances train-
ing performance on rare words, and that our model
achieves reasonable performance (75.9% precision,
64.1% recall) on real substitutions despite limited
training data.

2 Related Work

Based on growing evidence that regular and spaced
exposure to vocabulary result in greater learning
gains (Dempster, 1987), recent work on micro-
learning (Gassler et al., 2004) has explored a vari-
ety of ways to distribute learning into small units
throughout a person’s daily life. Existing ap-
proaches aim to increase learning opportunities by
finding text appropriate to the learner’s reading
level (Heilman et al., 2008), translating encoun-
tered words on the fly to a foreign language for sec-
ond language learning (Cai et al., 2015; Trusty and
Truong, 2011), or suggesting vocabulary words rel-
evant to a person’s location (Edge et al., 2011). Be-
yond suggesting vocabulary relevant to the user, we
instead modify existing content a person encounters
to include desired learning content. To our knowl-
edge, this work is the first to actively transform con-
tent so that it becomes relevant to the user, even if it

was not initially.
Furthermore, while an existing body of work has

aimed to automatically generate paraphrases given
a sentence (Barzilay and Lee, 2003; Kauchak and
Barzilay, 2006; Pang et al., 2003), our work differs
from this work in goal and methodology. First, our
aim is not to produce any paraphrase, but rather one
that substitutes in a desired word or piece of text
within a set. As such, these desired words also tend
to be rare because they represent more advanced vo-
cabulary. Second, because our goal is to inspire op-
portunistic learning of vocabulary, substitution is not
mandatory for all words. Hence, a core challenge of
this work is in determining which vocabulary words
to select for learning, and which candidate words to
substitute.

3 Methods

The input to our method consists of a sentence S =
s1...sn, a position in the sentence i, and a target
word w. Our goal is to predict whether w can oc-
cur at position i within this context.

3.1 Data

We use the 2012 English Gigaword Corpus for
sentence-level data. The English Gigaword Corpus
contains data from a variety of news sources, which
maps well to the kinds of news articles a typical per-
son might encounter online. For target words, we
downloaded a set of 1000 SAT vocabulary words



from quizlet.com, an online platform for educational
flashcards.

3.2 Candidate Selection

We first observe that SAT words tend to appear in-
frequently in daily language. Among the 4 million
sentences available for training, the average SAT vo-
cabulary word appears only 159 times (σ=385) (Fig-
ure 1b). This supports the notion that typical words
required for study are encountered infrequently, mo-
tivating a need for textboosting. However, sparse
training data also raises two challenges: 1) sparse
data: low training data makes it difficult to learn
word contexts accurately, and 2) sparse context:
some words may simply appear in highly specific
contexts (e.g. “agriculture”), making them less ap-
propriate for text boosting by substitution.

To address these challenges, we identify a subset
of words that may be more reasonable candidates for
textboosting. First, we focus only on the subset of
words with at least 150 training examples. To mit-
igate the sparse data problem, we select words that
have close relatives so that the likelihood of appro-
priate substitution is high. For each target word w,
we identify a different word c to be a close relative
to w if c is in the thesaurus for w, and the word2vec
similarity score between w and c is at least 0.45.
By combining synonym knowledge with word2vec
similarity, we hope to ensure that close relatives are
both semantically similar to w and appear in similar
contexts as w. We used a thesaurus API1 instead of
WordNet because we found that the synonyms pro-
vided were more comprehensive than those in Word-
Net.

Second, to mitigate the sparse context problem,
we keep only words with frequently occurring close
relatives. Despite infrequent appearances, some vo-
cabulary words have meanings that do appear fre-
quently in daily language. For example, gratuitous
appears only 267 times in the training corpus, but its
close relative unnecessary appears 1713 times. We
thus identify 70 vocabulary words whose close rel-
atives have a combined frequency of at least 500.
We use 500 as a threshold because it is beyond the
knee of the frequency curve shown in Figure 1b).
Although we focus on 70 words in this paper, the

1https://words.bighugelabs.com/

above constraints could be relaxed or adjusted de-
pending on the number of vocabulary words desired
for learning.

Lastly, we conduct a feasibility analysis on the 70
words selected. To do this, we scraped the top seven
front-page articles on the New York Times on De-
cember 7, 2015. Given the set of close neighbors
identified for each target word, we extracted sen-
tences containing those close neighbors, and man-
ually identified which instances could be appropri-
ately replaced with the target word. We found that
23 substitutions could be made among these top
seven front-page articles, an average of 3 substitu-
tions per article. Given that learning requires regu-
lar exposure to target vocabulary, these preliminary
findings provide support for the viability of text-
boosting for education.

3.3 Contextual Substitution

Next, we determine for each candidate pair (si, wj)
whether wj is a valid substitution for ci in the con-
text of (s1...si−1�si+1...sn). We formulate contex-
tual substitution as a binary classification task. For
each word, we train a classifier that predicts con-
textual preferences of wj , similar to methods used
in supervised word sense disambiguation and para-
phrasing (Kauchak and Barzilay, 2006).

TextBooster ought to accurately identify positive
contexts for the target word without missing too
many opportunities for substitution. In the absence
of manually annotated training data, we modify the
strategy described in (Kauchak and Barzilay, 2006)
to automatically create a training corpus. For each
word, we produce an equal number of positive and
negative instances. Positive instances are produced
by collecting sentences that contain the word w.
Negative instances are produced by collecting sen-
tences that contain distant relatives of w (Figure 2).
Distant relatives are words that may have some simi-
larity to w, but cannot be used interchangeably as w.
We use distant relatives rather than random instances
as negative examples, so that the model can learn
more nuanced contexts for appropriate usage of w.
We define distant relatives as words that are two de-
grees of separation away from the target word: for
each target word w and one of its close relatives c,
a distant relative d appears in the thesaurus of c, but
not in the thesaurus of w. To further ensure that w



Figure 2: For each word, positive training examples
consisted of sentences containing the target word,
and negative examples consisted of sentences con-
taining distant relatives of the target word. Dis-
tant relatives were two degrees of separation from
the target word by synonym lookup, and had a low
word2vec similarity score. Close relatives were syn-
onyms of the target word with a high word2vec sim-
ilarity score.

and d are sufficiently different in meaning, we re-
quire their word2vec similarity score to be at most
0.25.

We represent context using n-grams surrounding
(but excluding) the target word. In negative exam-
ples, the distant relative serves as the target word.
Given position i of a target word, we extract all n-
grams (n = 1...4) beginning at position i − 3 and
ending at position i + 3. We include both word n-
grams and part of speech n-grams.

Once classifiers have been trained, we find can-
didate sentences for substitution by identifying sen-
tences containing a close neighbor of each word w
in our vocabulary set. Removing the close neigh-
bor from the sentence, we apply the classifier for w
to the sentence context (s1...si−1�si+1...sn). If the
classifier yields a positive prediction, we rewrite the
sentence as (s1...si−1wsi+1...sn).

One implication of this method is the need to train
a large number of classifiers, one for each vocab-
ulary word. In practice, however, this training can
be completed beforehand and entirely offline, such
that the contextual substitution itself can be done in-
stantaneously. Given that learners may seek to learn
only a manageable set of vocabulary at a time in a

Table 1: Training performance of word-based classi-
fiers by feature. The trigram probability feature (last
row) increased performance for rare words with less
than 300 training sentences. For each word, posi-
tive examples consisted of sentences containing the
word, and negative examples consisted of sentences
containing distant relatives of the target word.

repeated manner, the number of potential candidates
is also well-contained.

4 Evaluation

4.1 Evaluation of Features
We first present training results with respect to the
features described above (Table 1). We find that
expanding the ngram context surrounding the target
word from (i− 1, i+1) to (i− 3,i+3) substantially
increases recall by 6%. Including part of speech fea-
tures further increases accuracy by 2% (75.8% accu-
racy).

Lastly, we find that many of the lowest performing
words have very little training data. Thus, for words
with fewer than 300 training examples, we include
an additional trigram probability feature: given a
word at index i in a sentence, we retrieve the trigram
conditional probability P (wi|wi−2, wi−1) from the
Google 1 Terabyte 5Gram corpus. The feature
encodes whether or not the trigram probability is
greater than a threshold. We found that 0.00001
was a reasonable cut-off. This additional feature in-
creases overall accuracy by 2%, yielding 79% preci-
sion and 77% recall.

4.2 Evaluation of Substitution Quality
In the previous section, we observed that simple fea-
tures yield reasonable performance when predicting
the context of appropriate word usage, using dis-
tant relatives as negative examples in the absence



Table 2: Performance of TextBooster and a random
baseline on 100 sentences. Ground truth appropri-
ateness of substitutions were obtained by averaging
the ratings of two human annotators.

of ground truth human labels. In this section, we
perform actual substitutions using our pre-trained
classifiers, and evaluate the quality of these substi-
tutions.

To perform substitution, we first gather all sen-
tences in our test set containing close neighbors of
the 70 target words. We then randomly select 100 of
these sentences for classification and human evalua-
tion. Given each sentence (s1...si−1csi+1...sn) and
close neighbor c, we apply our pre-trained classifier
to the sentence to determine whether or not to sub-
stitute target word w for c. We also apply a baseline
method that randomly assigns binary classifications
to each sentence.

Two human annotators then rated each sentence,
both of whom were native English spearkers. So
that we could evaluate both precision and recall, the
sentences presented to annotators were always sub-
stituted with their respective target words, regard-
less of the classifier output. The annotators were
asked to indicate the extent to which “The high-
lighted word is used appropriately in this sentence,”
on a scale from 1 (Strongly disagree) to 4 (Strongly
agree), or “can not tell without more information.”
They were told that some sentences may have words
substituted, but were not told which sentences. For
each sentence, we average the two ratings, and con-
sider average ratings greater than 2.5 to be a positive
classification.

We find that our model achieves 75.9% precision
and 59.1% recall (Table 2). In comparison to the
baseline model (72.3% precision, 49.4% recall), our
model performs slightly higher (3.1%) on precision
and substantially higher (8.6%) on recall. In ad-
dition, a majority of the sentences were annotated
by humans as being appropriate (72.7%), suggest-
ing that the process by which we identified candi-
date target words and close neighbors (see Section

3.2 above) was reasonable.

5 Conclusion and Future Work

This paper introduces the idea of substituting desired
vocabulary into existing sentences for increased ed-
ucational exposure, and presents a process for doing
so with reasonable results. Our experiments suggest
that our model can reasonably identify appropriate
substitutions, with greater performance than an un-
informed baseline, particularly on classification re-
call.

In developing the model, we also introduce a pro-
cedure for identifying examples of word usage in
the absence of labeled training data, using distant
relatives as negative examples. We further identi-
fied several ways to mitigate the effects of vocabu-
lary sparsity, including target word selection, close
neighbor selection, and the addition of language
model probability features for rare words. We be-
lieve these challenges reflect hurdles that a real text-
boosting system might face.

Our ultimate goal is to develop a method for un-
obtrusively introducing any desired educational con-
tent into existing text that is regularly encountered.
Although our current method only implements sub-
stitutions, and operate at the word level, future work
may explore not only substitutions but also the ad-
dition of text to existing content, such as adjectives
and subordinate clauses. We believe our work opens
up a new space of applications that actively modify
regularly encountered text with desired content.
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