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Introduction to Problem
● Change My View (located at reddit.com/r/changemyview) is an internet 

forum where users can post their opinions, and other users can 

comment with rebuttals or opposing viewpoints to try to change their 

minds.

● If a reply successfully changes someone’s view, then they can award 

“deltas” to that comment to indicate this.

● We built multiple classifiers to predict which comments would receive 

“deltas” using a variety of features about the text of the posts and their 

context in the comment tree, and compared these classifiers on several 

different metrics.



Example of post, comment, and delta



Procedure
● We wrote our own scraper to collect a corpus of about 500 

threads from /r/changemyview, spanning about 200000 
individual user comments

● We tested various models, such as maximum entropy, a neural 
net, and ensemble

● Our baseline was a maxent classifier with two features:
○ Length of the comment’s text
○ Depth of the comment in the comment tree

● The model that performed the best was also a maxent classifier



High-performing Features
● Determined via a chi-squared test for correlation with tags

○ All features are normalized to be between 0 and 1

○ Top 5 features, best first:

■ Length of the text (included in baseline)

■ Number of times the comment quotes another comment

■ The parity of the depth

■ Whether the comment includes one of the words 'source', 

'sources', 'study', 'studies', 'paper', 'papers'

■ How many times the author has been awarded a delta 

previously



Evaluation Techniques Used
● Attempt to classify every single comment

○ This turned out to be the harder task 
by far

○ Number of non-delta comments is 
much greater than number of delta 
comments, so even a low false 
negative rate causes precision to be 
poor

○ Other complications included 
sarcastically awarded deltas and 
thread-starter bias

○ Numerical score is F1 score

● Given a collection of N comments, 
of which one has been awarded a 
delta, identify which one it is
○ We used N=10 for this project
○ Informal survey suggested 

humans were also better at 
this task than at the other one

○ Numerical score is rate of 
correct identifications



Results

Tag-all-comments metric

● Baseline:
○ F1 score = 0.118467

● Our model:
○ F1 score = 0.147651

1-in-10 metric

● Baseline:
○ 0.320 rate of correct 

identifications

● Our model:
○ 0.387 rate of correct 

identifications



Conclusions
● This problem is challenging in general for both humans and machines

○ Deltas are often awarded somewhat subjectively or whimsically
■ We made an informal survey in which we asked friends to pick out the 

comment that received a delta; in general, humans performed better 
but still had trouble

○ It’s very difficult to quantify how much a comment “addresses the issue” 
without named-entity recognition and fact-checking

● Despite this, it’s possible to do at least 30% better than baseline by 

extracting features from both the comment itself and structural data 

from the entire comment tree


