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Problem

Can we extract 
salient characters 
and whether they are 
significantly related 
from raw text?
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Data Collection

Characters
Huckleberry Finn
Tom Sawyer
...

Relations
Huckleberry Finn

|
Tom Sawyer
...

Heuristically Extracted
(person-like noun phrases)



Feature Extraction

Tag Features: Captalization and NER
 

Count FeaturesCoreference Features Cooccurence Features

the widow Bartley

Huckleberry was Tom’s friend. But everyone called him Huck, Huck the incredible!

Count: 2

Coreference

Cooccurence



● Simple binary classification methods

● SVM, Random Forests
● Main adjustment is in large weights for positive data (lots of negative 

examples)

Modeling and Inference
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Results (Character)
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Precision, Recall (Direct) Precision, Recall (Disambiguated)

P1 R1 P2 R2

Baseline 1 (Top n-grams [20, 10, 5]) 0.347 0.486 0.351 0.508

Baseline 2 (SVM, RBF, Count Features) 0.630 0.584 0.682 0.593

Full Feature Set (SVM, RBF) 0.638 0.702 0.684 0.593
??



Results (Relations)

Metrics: Similar to those for characters!

P1 R1

Baseline 1 (Top co-occurring) 0.303 0.198

Baseline 2 (SVM, linear, cooc features) 0.188 0.996

Full Feature Set (SVM, linear) ?? ??

Very high bias (10)!


