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1 Introduction

Parsing is an important problem in Natural Language Processing. This work’s interest is in depen-
dency parsing, where each word in the sentence is assigned a ”head” word, thus, forming a directed
rooted tree with words as nodes. State-of-the-art supervized parsers achieve an accuracy of 90%
on resource rich languages such as English.

A major impediment to dependency parsing for low-resource languages is the lack of availability
of gold tree banks on which to train parsers. In recent years, a number of approaches have been
explored in the literature to overcome such issues.

A recent result of [6] considers the setting when parallel multilingual corpora are available (their
research is based on Europarl), and proposes generating the “gold” training data for a target-
language parser by projecting arcs onto the target-language sentences based on the dependency
trees for the parallel sentences in other languages (the trees for the languages other than the target
language as assumed to be known). Their method achieves an accuracy of 78.8%.

However, the method of [6] is not very applicable to low-resource languages, which by definition,
do not tend to have large parallel corpora with high-resource languages for which we have tree banks.
The hierarchical tensor model developed by [10] achieves accuracy of 62.5% in an unsupervized
settings, and 74.2% in a semi-supervized setting, where only 50 gold trees are available for training
in low-resource language. [7] trains a discriminative model, adopting the idea of selective sharing
from [5], and achieves 62.5% on German as well.

In this project, we explore techniques to project dependency arcs onto target-language sentences
from comparable corpora: that is, documents which are about the same topic and which are likely to
contain some similar sentences, but which are not exact translations of each other. The inspiration
for this direction of work is that Wikipedia can serve as an abundant source of comparable corpora
across many different languages, so if we can develop effective dependency tree projection techniques
for comparable corpora, these techniques could be very applicable to low-resource languages1.

2 Corpora

We test our methods both on a truly parallel corpus, Europarl [2], and on a corpus of comparable
articles from Wikipedia [8]. We use English and French as our source languages and German as our
target language. The choice of these languages for testing was due to the availability of high-quality
gold data, which facilitated the evaluation of our methods.

1Code is available at https://github.mit.edu/hayks/nlp-project
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Our alignment algorithms also require a dictionary to translate words between different lan-
guages, for which we used data from Wiktionary [9]. The motivation for basing the alignment
algorithm on only a dictionary was that dictionaries of reasonable quality tend to be available even
for low-resource languages.

Wikipedia has many articles esspecially for the resource-rich languages, which we use as source
languages. To speed up the process of data preparation and training as well, we have chosen to
download only a subset of them. In particular, we have used all articles that have an Armenian
translation. Wikipedia has more than 100,000 articles in Armenian. As a result, our corpora
contains about 90,000 articles in English and 70,000 articles in French.

We have used English Wiktionary, which contains more than 80,000 words in English with
50,000 translations to both French and German.

3 Our approach

We begin with an overview of our basic approach. The (low-resource) language which we want to
learn to parse by projecting dependencies from other languages will be referred to as the target
language. In addition, we refer to one or more source languages, for which we assume we have gold
trees and good parsers, and from which we want to project dependencies to the target language.
In our experiements we have used English as a source langage and German as a target language.

From our corpus, we first extract Wikipedia articles which are available in the target language
and at least one source language. Then, we follow the high-level steps described below.

For each pair of (source, target)-language articles:

For each sentence in the source-language article:

Identify all similar sentences in the target-language article

Align the words in each of these sentence pairs and project trees

Resolve conflicts if projected trees overlap

Train a supervized parser using the projected trees

We will elaborate on each step below.

3.1 Challenges

The problem of projecting dependency arcs based on comparable corpora raises some challenges
that do not arise in the case of clean parallel corpora. Before the arcs can be projected, parallel
(or similar) sentences must first be aligned. In the case of parallel corpora, traditional alignment
techniques can be used. However, with comparable corpora, we would like an alignment technique
that deals well with additions, deletions, and paraphrasing between the two sentences to be aligned.
Moreover, in order to get as many projected arcs as possible, we would like not only to align full
sentences with each other, but also to align sub-clauses of sentences which may be similar even if
the full sentences are not. Some examples are given in Figures 1 and 2.

Another challenge is that we would like to project arcs from as many source sentences and
languages as possible, to make maximal use of the all the comparable data that Wikipedia offers.
For example, 3 shows how two source sentences which project useful dependencies onto different
parts of a target sentence.

However, we cannot simply take the union of all projected arcs to be the projected dependency
tree of the target sentence, because these may not be consistent with each other (in particular, they
may not form a tree or a forest). An example of conflicting projections is given in Figure 4, where
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He went outside and walked the dog.

He reluctantly walks the dog in the park.

Figure 1: Alignment of similar sentences in the presence of additions/deletions/paraphrasing

Tommi checked his watch to tell her the time.

He paced anxiously, checking his watch and wondering why she was so late.

Figure 2: Alignment of dissimilar sentences which have similar sub-clauses

the incorrect projection from the second sentence would induce dependency arcs that contradict
the correct first projection. An interesting question is how to decide which arcs to keep, and which
to discard, in the case of conflicting projections. We will experiment with a few different methods
of choosing which arcs to keep, which are detailed in Section 3.3.

3.2 Identifying and aligning comparable sentence pairs

When considering the problem of identifying comparable sentence pairs across different-language
Wikipedia articles, a question that immediately arises is:

How similar are the sentences in a pair of different-language Wikipedia articles on the same topic?

Usually, the articles will be quite different in the details: we probably cannot expect exact trans-
lations of sentences in one article to be present in the other article. We confirmed this hypothesis
by running an initial test on a small number of article pairs, in which we searched for sentence
pairs for which a t fraction of the words are present in both sentences (according to a dictionary
translation). We found that for high thresholds (e.g. t = 0.9), no sentence pairs were found. For
lower thresholds, such as t = 0.5, the resulting pairs of sentences are very specific (for example first
sentences of the articles), which is not representative of the dataset. If we further decreased t do
avoid such issues, we observed that very dissimilar sentence pairs were found.

Given this observation, we took the approach (described in the Introduction) of trying to project
any subtree of a source language sentence onto each target sentence. Our method is to try to align

1. He walks the dog on Tuesdays. 2. She walks the cat on holidays.

He walks the dog on Tuesdays and he walks the cat on Thursdays.

Figure 3: Projecting from multiple source sentences can be useful.
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1. He walks the dog on Tuesdays. 2. The walks walks the cat on holidays.

He walks the dog on Tuesdays and he walks the cat on Thursdays.

Figure 4: Projecting from multiple source sentences can be problematic.

every pair of (source, target)-language sentences. If sufficiently many aligned words are found, we
then project dependencies among the aligned words from the source sentence to the target sentence.

3.2.1 Alignment

The alignment process for a sentence pair starts by looking at each word ws in the source sentence:
if there is a unique word wt in the target sentence such that wt is a translation of ws according to
the dictionary, then we align ws and wt.

After this initial pass, we deal with aligning source words ws for which there are multiple words
wt1 , . . . , wtm in the target sentence such that wti is a translation of ws according to the dictionary.
We remark that this is a very common scenario: for example, determiners such as the commonly
occur many times in a single sentence. Our algorithm aligns each such source word ws to exactly
one target word wti such that:

i∗ = argmin
j∈{1,...,m}

d(ws, wtj ),

where d is a distance metric that we define below.

The distance metric The basic idea underlying our distance metric is that we want to align ws

to the target word wti that has the most similar context (i.e. surrounding words) to the context of
ws. To measure the similarity of the contexts, we take into account the following two aspects.

In the following, window is the number of words we include in the context. In our experiments
we have used window = 5. In this case the context of ws consists of the two preceding words w2

s , w
1
s ,

the word ws itself, and the two following words w1
s , w

2
s .

• Distance to neighboring words. We would like to design a distance metric based on the
similarity of words w which are present in the context of both ws and wt. Recall that ws

and wt are in different languages, so to be precise, we consider word pairs (w′
s, w

′
t) such that

w′
s is in the context of ws and w′

t is in the context of wt, and w′
s has already been aligned

to w′
t. Let W be the set of all such shared neighbors (w′

s, w
′
t). Let ∆S(w′

s, ws) denote the
distance between w′

s and ws in the source sentence (i.e. how many words apart they are),
and let ∆T (w′

t, wt) denote the distance between w′
t and wt in the target sentence. We define

a distance metric dManhattan as follows:

dManhattan =
∑

(w′
s,w

′
t)∈W

∣∣∆S(w
′
s, ws)−∆T (w

′
t, wt)

∣∣+ window − |W |

Note that the additive term window|W | is designed to increase the distance when ws and wt

do not have many shared neighbors.
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• Context as a word vectors. Another metric we tried uses word vectors [4] of the word and its
context. Specifically, for a word ws in the source language, we concatenate the word vectors of
its context i.e. (w−2

s , w−1
s , ws, w

1
s , w

2
s) to get the vector representation of its context vsource(s).

Similarly, for a word in target language wt we get its context vector representation vtarget(t).
Although cosine distance is a good measure for semantic similarity, the word vectors are
trained separately in source and target languages. Therefore, we have used CCA to embed
the word vectors of English and German into a common semantic space.

Note that throughout this section we assumed that we have a dictionary that will map words
from source language to the target one. In general, this is a task by itself, because dictionaries have
normal forms of the words, whereas many languages have multiple noun cases and verb forms.

We used a stemmer called Snowball from the NLTK package [1] to overcome this issue. Specif-
ically, for each stem work s let Ws be the set of words in the dictionary that have the same stem
s. Now, if w is a word in the source language with stem s, then Ws is the set of possible words in
their dictionary form that w can match to. We use edit distance to pick the actual match. Our
experiments show that this method works well for our purposes.

3.3 Projection of dependency arcs

Once alignments have been made (according to the algorithm above) for every pair of source and
target sentences, any dependency arcs between aligned words in the source sentence are projected
onto the corresponding words in the target sentence. In this way, we build up a list of projected
arcs for each target sentence.

Then, for each target sentence, we resolve any conflicts between the projected arcs (recall Figure
4). First notice that taking a directed maximum spanning tree of the resulting set of projected
arcs is not optimal, because such approach will result in trees where arcs come from different
languages. Therefore, we decided to heuristically remove complete trees until we reach a conflict-
free dependency tree.

k := 1, where k is the number of trees to be removed.

While there are conflicts

Let S be a subset of size k of the set of projected subtrees

If removing subtrees in S results in a conflict-free forest

Return that forest

Increase k after trying all possible subsets S

Notice that trying all possible subsets may be too slow. If there are too many such subsets, in
each iteration we try to remove a random subset of size k.

3.4 Training a parser

After heuristically projecting dependency trees onto the target language, we train an MST parser
described in [3] using the projected subtrees. The MST parser assigns a score to each possible edge
and then uses an MST algorithm for directed graphs to choose the best dependency tree.

We use RBG parser for English and German to generate a ”gold” tree bank for the source
language to be projected, and for evaluation. RBG parser is used in this case but not before,
because it is slower but more accurate. The accuracies of the parser for both English and German
are about 87% and 85% respectively.

5



Table 1: The main results our parser achieves.
#total #train precision accuracy

Europarl ∼2M 50K ∼75% ∼61%

Wikipedia ∼80K 5K ∼64% ∼41%

Table 2: Some examples of precision break-down for each type of arc.
Arc type (verb → noun) (noun → conj) (noun → adj) (noun → det)

Precision 0.838 0.800 0.943 0.846

4 Evaluation

Table 1 summarizes the main results we achieved. As noted earlier, we have run the experiements
on smaller dataset than available.

Notice that on Europarl data set our method achieves an accuracy of 61%. This is close to the
accuracy of 62.5% gained in state-of-the-art unsupervized methods in [10, 7]. Therefore, we believe
that our approach has potential.

Table 2 shows that for some types of arcs the precision is very high (more than 90%).
Although on Europarl dataset our method achieves a reasonable results, our initial goal was to

use Wikipedia articles. The next section shows a number of observations we made, and for the sake
of speed and simplicity, we have used 1K Europarl sentences for the following experiments:

Higher precision is higher accuracy? We want to examine to what extent precision is trans-
lated to the final parsing accuracy, and this question is specially relevant on noisy corpora such as
Wikipedia. Interestingly, we found out the existence of overfitting by accident.

We did two experiments: one with the normal settting, and the one with the training data
(projections) swapped with golden annotations (provided by the German parser). So on the one
hand, we have the projected arcs with precision 75%, and on the other hand, we have the perfectly
labeled arcs2. Surprisingly, our projections led to 55% accuracy, but golden ones only 47%. Since
we are using different datasets for training (Europarl) and testing (Universal Dependencies), this
is a strong sign of overfitting on the training corpus.

To test our hypothesis, we split the projections from these 1K sentences into two, and use half
for training, half for testing (automatically annotated by our golden parser as well). The accuracy
is higher for the golden annotations. This shows that higher precision does lead to higher accuracy,
but only on the same corpus, which suggests that more caution and care should be applied if we
should build a parser that transfers well across corpora.

More projections is better? Again, this is related to overfitting. We found that the majority
of projections only form two-node subtrees consisting essentially of one arc. Specifically we get
from 1K Europarl sentences a distribution of arc counts from projected subtrees as in Table 2.

Table 3: Number of projections with respect to the number of arcs in Europral 1K sentences.
#Arcs 1 2 3 4 5 6 7 8 9 10 11 12+

#Projections 620 239 98 56 24 16 7 4 3 2 1 0

2The actual accuracy of our gold German parser is 85%.

6



This extremely unbalanced distribution has two downsides. First of all, from the optimization’s
perspective, small trees do not provide enough signals to drive the algorithm to find the correct
optima in the objective landscape. For instance, to parse a tree consisting of two nodes, the parser
only has to make the decision about the direction of the single possible edge, but as the tree size
grows, it has to choose from an exponentially increasing number of well-formed spanning trees.
Secondly, also related to the first point, too many arcs with not so strong signals as supervision
can be prone to overfitting. To justify this, we filtered out all subtrees with only one arc, and
ended up with a much smaller number of projections, but with more arcs per subtree. Normally
we would suspect that the accuracy will go down, because the model has definitely not reached
the ‘overfitting’ turning point, with 1K sentences at only 55% accuracy. However, even with a
substantially fewer number of arcs, the model still manages to achieve 56% accuracy, 1% higher
than without filtering. We also trained the model with the golden projections, similar to what we
did in the last paragraph, which already showed signs of overfitting on Europarl corpus, and also
got an increase in accuracy, from 47% to 52%. This suggests that even though we generally need
more arcs (or just training data) to improve the parser, it is nonetheless harmful to just bloat up
the training dataset without much actual signal.

Does delexicalization help? All the previous results are produced by lexicalized parsers, which
uses lexical information3. Since we are using different corpora for training and testing, delexical-
ization might help alleviate part of the overfitting problem. Inspired by this idea, we trained a
delexicalized parser with all other settings unchanged, and the accuracy only dropped 1 percent.
Note that delexicalization results in a much smaller number of features4, and the accuracy is still
comparable, suggesting we might actually gain by delexicalization or partial lexicalization5 when
building cross-lingual parsers.

Are word vectors useful at all? When finding the best match, word-vector-based method
produces fewer (about half) arcs, but 1 or 2 precent higher precision. The final accuracy, however,
is 51%, 4 percent lower than using Manhattan distance. In addition, preliminary results show
that a bigger context window (say 7, instead of 5) performs noticeably worse. One explanation
is that while cosine distance is good measurement of semantic closeness, it might not be so when
a concatenation of words are concerned. The reason is that concatenation does not deal with
compositionality properly, and a more sophisticated method might consider using a transform
matrix6 to further model the interaction between words in context.

5 Conclusion

We have developed methods for projecting dependency arcs across comparable sentences. Our
preliminary experiments demonstrate that these method achieve an accuracy of 61% with precision
of 75% when run on truly parallel (Europarl) data, and achieve an accuracy of 41% and precision
of 64% on articles from Wikipedia.

In both cases, due to training time and time constrains we were facing, we didn’t run on all
available data. It would be interesting to see who much performance improves when running on

3Namely one feature for each word in the vocab, and any combination that involves any word
416K features compared to 80K.
5by limiting the size of vocabulary
6Which however, needs to be trained.
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larger datasets, both in terms of the size of the source-language corpora and also the number of
source languages.

Also, our experiments so far were performed with quite closely linguistically related languages.
We believe an interesting future direction would be to evaluate the performance of these techniques
when the target language is linguistically less close to the source languages, which will be an
important further indicator of the suitability of these techniques for parsing low-resource languages.
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