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Introduction 
Understanding customer needs is essential for successful new product development. 

The traditional approach to identifying customer needs is interview-based and requires 

manual analysis, which is expensive. Nowadays, millions of customers describe their 

preferences for products at online reviews, but marketing managers rarely explore online 

content, as it is noisy and often repetitive. At the current project, I am trying to identify a 

set of non-repetitive customer needs from Amazon reviews for a particular product 

category, and show how to organize them into a convenient structure. 

Data 
I use the Amazon product reviews dataset1, which contains over 140 million product 

reviews and metadata spanning May 1996 – July 2014. At this project, I concentrate on 

the ‘Oral Care’ product category, and operate with ~138’000 reviews.  

I also have data from a marketing consulting agency, which regularly conducts a 

customer needs analysis. The agency provided me with transcripts of interviews for 

several product categories, including oral care products, and final hierarchies of needs 

constructed based on these interviews. They have also provided me with training 

materials for customer needs identification. 

Unfortunately, interview transcripts from the agency could not be used as a training data, 

as content and language are very different at the interviews and online reviews. 

However, I use training materials to do my own labeling. In particular, I randomly select 

~1’000 sentences from Amazon review dataset, and label them into ‘informative’ and 

‘non-informative’. Then I randomly generate ~200 pairs of ‘informative’ sentences and 

label distances between them as 0/1/2/3 to identify how close these sentences should 

appear at the final hierarchy: 0 is for completely identical sentences, 1 corresponds to 

the same secondary need level, 2 is for the same primary need category, and 3 is for 

completely unrelated customer needs. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://jmcauley.ucsd.edu/data/amazon/ 



Solution Strategy  
There are two primary goals of this project: (1) identify a list of ~500 non-repetitive 

customer needs for a given product category, and (2) organize the list of customer 

needs into a hierarchy2. Here is an outline of the approach I use: 

0. Split reviews into sentences + Sentence preprocessing 

I split Amazon reviews for Oral Care category into ~600’000 sentences using 

NLTK, and do basic sentence preprocessing to make them consistent with 

Google News 300-dim word2vec. In particular, I transform sentences into 

lowercase, drop stop words, drop punctuation and special symbols except % and 

$, change numbers with # (12-> ##, 5-> #), etc.  

1. Identify ‘informative’ sentences 

About 80% sentences at the reviews contain completely no information about 

customer needs. Thus, I classify sentences into ‘informative’ and ‘non-

informative’ before proceeding to further analysis. Classification is based on 

1’000 sentences, which were randomly drawn from the dataset. I found out later 

that even simple sentence embeddings are able to catch similarities between 

sentences, which could be used to organize a smarter labeling procedure, but at 

this stage of the project, the training set is very unbalanced (over 80% zeros). 

I do a logistic regression on sentence embeddings as a baseline for sentence 

classification. Sentence embeddings here are calculated as an average of 

word2vec representations of words in the sentence excluding stop-words. A 

more advanced approach is to train a convolutional neural network, and I use an 

implementation by Tao Lei, Regina Barzilay, and Tommi Jaakkola (2015). 

2. Remove duplicates + Build a hierarchy 

Convolutional neural network identifies ~40’000 informative sentences at the 

dataset. A lot of these sentences are close in their meaning, so I want to remove 

duplicates, and I expect to get ~500 non-repetitive sentences. Moreover, having 

a list of 500 items is not convenient for further analysis, so I want to organize 

them into a convenient structure. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 See example at Appendix A 



A key problem here is how to define a distance between two sentences. I try 

three different approaches: (1) standard cosine or Euclidean distances between 

sentence embeddings, (2) supervised prediction based on the difference of 

sentence embeddings: 𝑥! − 𝑥! 𝑀 𝑥! − 𝑥! ∈ ℝ!, and (3) supervised prediction of 

the general form: 𝑓: 𝑥!, 𝑥! → ℝ!, where 𝑓 ⋅,⋅  is a symmetric function. I also 

experiment with different types of sentence embeddings: (1) simple or tf-idf 

weighted average of word2vec embeddings, (2) softmax input at the CNN trained 

at part 1, and (3) spectral embeddings based on (1) and (2). 

Results 

Part	  1	  –	  Identify	  informative	  sentences	  

Measures:  (1) Precision = TP / (TP+FP); (2) Recall = TP / (TP+FN);  

        (3) F1 = 2*Precision*Recall / (Precision + Recall) 

Methods:  (1) LR-SA = Logistic regression; Sentence embeddings: simple average 
of word2vec 

 (2) LR-WR = Logistic regression; Sentence embeddings: tf-idf weighted 
average of word2vec 

 (3) CNN-L = Convolutional Neural Network; Softmax input: last layer 
output 

 (4) CNN-C = Convolutional Neural Network; Softmax input: concatenation 
of outputs of all layers 

I use only 500 sentences for training, but both baseline and CNN approaches show quite 

high precision and recall. Taking into account that the training set is very unbalanced, I 

find these results promising. Also note that CNN slightly outperforms baseline even with 

a small training sample. 

Part	  2	  –	  Build	  a	  hierarchy	  

I have experimented with multiple techniques to define a distance function and to 

calculate sentence embeddings, as described at the Solution Strategy part. An important 

 Precision Recall F1 score 

LR-SA 0.367 0.440 0.400 

LR-WR 0.356 0.525 0.425 

CNN-L 0.680 0.315 0.430 

CNN-C 0.667 0.222 0.333 



problem here is how to compare different approaches. I tried to use 200 labeled pairs of 

sentences to build distance predictions at the supervised fashion, and evaluated the 

average of squared errors. Supervised methods produced meaningless results, 

probably, because the training set was too small.  

I ended up having the following informal evaluation procedure. I pick up 9 sentences: 3 

of them about white teeth, 3 are about fresh breath, and 3 are about convenient 

packaging3. Ideally, we should be able to cluster these 9 sentences into 3 groups using a 

distance function. Having well-defined clusters will allow removing too similar sentences. 

To build a hierarchy of identified needs, we want to have one more property of the 

distance function: clusters for white teeth and fresh breath should be closer to each 

other than teeth-packaging or breath-packaging. So, the ideal distance matrix for these 9 

sentences should look as follows: 

 

Here are my best results: 

  

Matrices at both pictures were obtained for the standard cosine distance metric. At the 

picture on the right, the simple average of word2vec was used as sentence embeddings. 

To get the picture on the left, I transformed the same embeddings into a 50-dimensional 

Laplacian Eigenmaps. Non-standard (trained) distance functions and CNN-based 

embeddings generate less clear or completely meaningless results.  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 See the list of sentences at Appendix B 



We can see that similar sentences 0-1-2, 3-4-5, and 6-7-8 cluster together at both 

pictures. These clusters are especially clear at the picture on the left, so the 

corresponding method can be used for removing duplicate sentences. On the other 

hand, clusters for white teeth and fresh breath stay closer to each other than teeth-

packaging and breath-packaging at the picture on the right, so the corresponding 

method is promising for building a hierarchy. 

Future Work 
I have developed a basic approach for solving the problem of identifying customer needs 

from online reviews. It could be improved in multiple ways: (1) Smarter labeling at Part 1 

to create a more balanced dataset; (2) Better of sentence embedding (doc2vec, 

Laplacian eigenmaps, retrofitting, etc.); (3) Different classification techniques at Part 1 (I 

tried only Logistic Regression and CNN. Neural nets require more labeled data, but SVM 

could produce good results); (4) Formal evaluation procedures for Part 2 (It is especially 

important for finding dimensionality of spectral embeddings). 

From the social sciences perspective, a number of questions could be studied using this 

tool. For example, it is a systematic way of extracting customer needs from online 

content. It is interesting how the outputs of this algorithm compare to the results of a 

traditional interview-based approach. This could be a good demonstration of ‘knowledge’ 

contained at the online reviews. 
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Appendix	  B	  
	  
White Teeth: 

• And where the tartar was, shiny white teeth showed through. And I am still using 

it and much of the thick tartar is gone! 

• I'll just smile at her with my clean, white teeth. 

• I was resigned to having dull, off-white teeth and now I have white teeth and 

gums that don't bleed. The two-minute timer especially helped me. 

Fresh Breath: 

• Bad breath is no longer a problem, either, now that our gums are healthier. In 

addition, the unit has a sleek, modern design that looks good in the bathroom. 

• For some reason my husband was having a real problem with bad breath. 

• Once applied, I sighed a breath of glorious mouth relief! 

Travel Convenience: 

• When you travel it closes up well. 

• The travel reservoir that comes with the unit does, however, have a cover. 

• Also have a portable unit with which I travel. 


