Generative Method to Discover Genetically
Driven Image Biomarkers

Abstract. We present a generative probabilistic approach to discovery
of disease subtypes determined by the genetic code. In many diseases,
multiple types of pathology may present simultaneously in a patient,
making quantification of the disease challenging. Our method seeks com-
mon co-occurring image and genetic patterns in a population as a way
to model these two different data types jointly. We assume that each
patient is a mixture of multiple disease subtypes and use the joint gen-
erative model of image and genetic markers to identify disease subtypes
guided by known genetic influences. Our model is based on a variant of
the so-called topic models that uncover the latent structure in a collection
of data. We derive an efficient variational inference algorithm to extract
patterns of co-occurrence and to quantify the presence of a heterogeneous
disease in each patient. We evaluate the method on simulated data and
illustrate its use in the context of Chronic Obstructive Pulmonary Dis-
ease (COPD) to characterize the relationship between image and genetic
signatures of the COPD subtypes in a large patient cohort.

1 Introduction

We propose and demonstrate a joint model of image and genetic variations as-
sociated with a disease. Our goal is to identify disease-specific image biomark-
ers that are also correlated with side information, such as the genetic code or
other biologically relevant indicators. Our approach targets diseases that can
be thought of as a superposition of different processes, or subtypes, that are
subject to genetic influences and are often present simultaneously in the same
patient. Our motivation comes from a study of the Chronic Obstructive Pul-
monary Disease (COPD), but the resulting model is applicable to a wide range
of heterogeneous disorders.

COPD is a lung disease characterized by chronic and progressive difficulty
in breathing; it is one of the leading causes of death in the United States [14].
COPD is often associated with emphysema, i.e., the destruction of lung air sacs,
and an airway disease, which is caused by inflammation of the airways. In this
paper, we focus on modeling emphysema based on lung CT images. Emphysema
exhibits many subtypes. It is common for several subtypes to co-occur in the
same lung [16]. Genetic factors play an important role in COPD [14], and it is
believed that subtypes of COPD are driven by genetics [7]. We therefore aim
to quantify the lung tissue heterogeneity that is associated with the genetic
variations in the patient cohort.

CT imaging is used to measure the extent of COPD, and particularly of em-
physema. The standard approach to quantifying emphysema is to use the volume



of sub-threshold intensities in the lung as a surrogate measure for the volume
of emphysema [8]. More recently, histograms [13], texture descriptors [18], and
combination of both [19] have been proposed to classify subtypes of emphysema
based on training sets of CT patches labeled by clinical experts. While both the
histogram and intensity features have been shown to be important for emphy-
sema characterization, the clinical definitions of disease subtypes are based on
visual assessment of CT images by clinicians and are not necessarily genetically
driven. In prior studies, association between image and genetic variants was es-
tablished as a separate stage of analysis and was not taken into account when
extracting relevant biomarkers from images.

Most methodological innovations in joint analysis of imaging and genetics
have used image data as an intermediate phenotype to enhance the discovery of
relevant genetic markers in the context of neuro-degenerative diseases [5,9,21]. In
the context of COPD, Castaldiet al. [7] used local histograms to measure distinct
emphysema patters and performed genome-wide association study (GWAS) to
validate their results. In contrast to prior research in imaging genetics, we use the
results of genetic analysis to help us characterize image patterns associated with
the disease, in effect reversing the direction of analysis for disorders with high
anatomical heterogeneity and available information on genetic influences. We
model imaging and genetic variations jointly, and demonstrate efficient inference
of co-occurrence pattern, as indicated by our results.

In this paper, we assume that a few important genetic markers associated
with the disease are available. We build a generative model that captures the
commonly occurring image and genetic patterns in a population. Each subject
is modeled as a sample from the population-wide collection of patterns. This
abstraction of the image and genetic patterns at the population level reveals the
associations between image-based and genetic subtypes and uses genetic infor-
mation to guide the definition of image biomarkers for distinct disease subtypes.
Our method is based on a non-parametric topic modeling [20], originally devel-
oped in machine learning for characterizing structure of documents. We build an
analogy between topics contributing words to a document and disease subtypes
contributing image textures and minor alleles to a patient. The closest work to
our approach is by Batmanghelich et al. |[4] who developed a topic model for
global histograms of the lung intensity values. The model did not include local
texture features; genotype data was not considered as part of the model. In con-
trast, our topic model builds on rich texture descriptors and integrates image
and genetic information into a single framework. Our approach can be readily
extended to include other clinical or demographic data.

We evaluate the method on a synthetic data set that matches our clinical as-
sumptions, demonstrating substantial benefits of using a hierarchical population
model to capture common patterns of heterogeneity in the image phenotypes
and in the genetic code. We also show that the genetic data as side information
boosts the performance of the method compared to the baselines and a variant
of our model without the genetic data. Finally, we illustrate an application of



Model Variables
Isn, | image descriptor of supervoxel n in subject s
Gsm | genetic location of minor allele m in subject s
Zsn | subject-specific topic that generates super-voxel n in subject s 1 < zgn <T
zem | subject-specific topic that generates minor allele m in subject s 1 < zgm <T
cst | population-level topic that serves as subject-specific topic ¢ in subject s, 1 < cst < K
v | parameter vector that determines the stick-breaking proportions of topics in
a population template
ms | parameter vector that determines the stick-breaking proportions of topics in subject s
(pr, Xx) | mean and variance of image descriptors for population-level topic k
Br | frequency of different locations in genetic signatures for population-level topic k
w | hyper-parameters of the Beta prior for v
a | hyper-parameters for the Beta prior for 7
n hyper-parameters of the Normal-Inverse-Wishart prior for (ux, X%)

n hyper-parameters of the Dirichlet prior prior for Sk
VB Estimates
(fore, Z:’k) mean and variance of image descriptors for population-level topic k
Bk frequency of different locations in genetic signatures for population-level topic k

Table 1: Model variables and Variational Bayes (VB) estimates used in the paper.

our method to a study of COPD and identify common emphysema subtypes
associated with genetic factors implicated in COPD.

2 Model

In this section, we describe the generative model for image and genetic data based
on a population-wide collection of common patterns that are instantiated in each
subject. Our notation is summarized in Table [I] and the generative process is
illustrated in Fig.

Image and Genetic Data. We assume each subject in a study is character-
ized by an image and a genetic signature for the loci in the genome previously
implicated in the disease. Based on the analogy to the “bag-of-words” represen-
tation [17], we assume that an image domain is divided for each subject into
relatively homogeneous spatially contiguous regions (i.e., “supervoxels”). We let
I,,, € RP denote the D-dimensional descriptor of supervoxel n in subject s that
summarizes the intensity and texture properties of the supervoxel. The genetic
data in our problem comes in a form of minor allele counts (0, 1 or 2) for a
set of L loci. Our representation for genetic data is inspired by the commonly
used additive model in GWAS analysis [6]. In particular, we assume that the
risk of the disease increases monotonically by the minor allele count. We let
Gsm € {1,---, L} denote minor allele m in genetic signature of subject s. For
example, suppose L = 2, and subject s has one and two minor alleles in loca-
tions ¢; and {5 respectively. This subject is represented by a list of 3 elements

Gs = {617627£2}-



Population Model. Our population model is based on the Hierarchical Dirich-
let Process (HDP) [20]. The model assumes a collection of K “topics” that are
shared across subjects in the population. We let p,lC and ka denote the distri-
butions for the image and genetic signatures, respectively, associated with topic
k. Each pé = N(pr, Xx) is a Gaussian distribution that generates supervoxel
descriptors Iy, ; it is parameterized by its mean vector py, € RP and covariance
matrix X € RP x RP. Each p{ = Cat(By) is a categorical distribution that
generates minor allele locations Gg,,; it is parameterized by its weight vector
Bk € (0, 1)L.

When sampling a new subject s, at most 7' < K topics are drawn from the
population-wide pool to determine the image and genetic signature of this sub-
ject. We let cg denote the population topic selected to serve as subject-specific
topic t (1 <t < T) in subject s. We also use ¢s = [cs1,- .., csT] to refer to the
entire vector of topics selected for subject s. ¢4[t] = k indicates that population-
level topic k was selected to serve as subject-specific topic ¢. The subject-specific
topics inherit their signature distributions from their population prototypes,
but each subject is characterized by a different subset and proportions of the
population-level topics represented in the subject-specific data.

As T, K — o0, this model converges to a non-parametric Hierarchical Dirich-
let Process (HDP) [20]. Rather than choose specific values for T and K, HDP
enables us to estimate them from the data. As part of this model, we employ the
“stick-breaking” construction [20] to parameterize the categorical distribution
for cg:

cst ~ Cat-SB(v), (1)

where Cat-SB(v) is a categorical distribution whose weights are generated through
the stick-breaking process from the (potentially infinite) parameter vector v
whose components are in the interval (0,1). Formally, if we define a random
variable z ~ Cat-SB(v), then

r—1

p(x)éva(lfvi) forz=1,.... (2)

i=1
This parameterization accepts infinite alphabets. The stick-breaking construc-
tion penalizes the high numbers of topics hence encouraging parsimonious rep-
resentation of data. A similar construction enables an automatic selection of the
number of topics at the population level and at the subject level. We employ a
truncated HDP variant that uses finite values for T' and K [11]. In this setup,
v € (0,1)X~1. In contrast to finite (fixed) models, we set K to high enough value,
and the estimation procedure uses as many topics as needed but not necessarily
all K topics to explain the observations.

Subject-Specific Data. To generate an image descriptor for supervoxel
n in subject s, we sample random variable 2!, ~ Cat-SB(w;) from a cate-
gorical distribution parameterized by the vector of stick-breaking proportions

7, € (0,1)T71. 2L =t indicates that the subject-specific topic ¢ generates im-
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Fig. 1: The subject s draws a subset of T topics from K population-level topics. Indices
of the subject-level topics are stored in ¢s1, .., cs7 drawn from a categorical distribution.
At the subject level, indices of the supervoxels {2, } and location of minor alleles {25, }
are drawn from subject-specific categorical distribution. Vector c¢s acts as a map from
subject-specific topics to the population-level topics (i.e., cs(25,) or ¢s(zL,)).

age descriptor Ig,:

Isn|zina Cs ™~ N (MCS EZE Ecs [zéf,”]) . (3)

Similarly, to generate minor allele location m in subject s, we sample random
variable z&, ~ Cat-SB(m,) and draw G, from the corresponding genetic sig-

nature of subject-specific topic 2&, :

Gaml25,,cs ~ Cat (B, zc,)) - (4)

Priors. Following the Bayesian approach, we define priors for the remaining
latent variables, namely {vg, s} and the parameters of the likelihood distribu-
tions {uk, Xk, Br }. For the computational reasons, we choose the priors from the
exponential family. Specifically, we use the Beta distribution as the prior of the
parameter vectors v and 7, that determine the stick-breaking proportions at the
population-wide and subject-specific levels, respectively:

vp ~ Beta(l,w), k=1,...,K —1, (5)
mst ~ Beta(l,a), t=1,...,T—1, (6)
where w > 0 and a > 0 are the corresponding shape parameters of the Beta
distribution. For computational reasons, we also assume priors for image and

genetic signature parameters that are conjugate for the corresponding likelihood
distributions and @D:

ey Zx ~NIW(n')  and B ~ Dir(n®),



where NIW(n) is the Normal-Inverse-Wishart distribution with parameters 7
and Dir(n) is the Dirichlet distributions with parameters 7).

3 Inference

Given a study of S subjects with their respective image descriptors {Is,} and
genetic signatures {Gs,,}, we seek posterior distributions of the model param-
eters. Since exact computation of the posterior quantities is computationally
intractable, we resort to an approximation. Due to the size of data and its dimen-
sionality, sampling is computationally impractical. We therefore derive a Varia-
tional Bayes (VB) approximation [11]. For notational convenience, we define D =
{Isn, Gsm}S | to be all image and genetic data, S = {z1,,, 25, cs, ms}5_; be all
subject-specific latent variables, and P = {ug, X%, Bk, Uk:}k:1 be all population-
based latent variables. We omit fixed hyper-parameters to simplify the notation.
Variational Bayes inference selects an approximating distribution ¢(S, P) for the
true posterior distribution p(S,P|D) by minimizing the cost functional

F(q) = Eq [Inp(D,S,P)] - E,; [Ing(S,P)] (7)

that can be thought of as a KL divergence between the approximating distribu-
tion and the true posterior distribution. Additional details and the update rules
of the iterative inference algorithm can be found in the Appendix.

We use the parameters of the approximating distribution ¢(S,P) to con-
struct estimates of the relevant model parameters. Specifically, we seek the esti-
mates (fig, Zk) of the image descriptors and the estimates Bk of the associated
genetic signatures for each population-level topic k. Moreover, for each subject s
we estimate a distribution over the population topics for each supervoxel to
visualize the spatial distributions of disease subtypes for clinical assessment.

4 Experiments

In this section, we demonstrate and evaluate the algorithm on simulated and real
data. We use simulated data to study the advantages offered by the hierarchical
model and investigate the effects of the side information (genetic data in our case)
on the accuracy of recovering the latent topics. We also investigate the behavior
of the model with respect to the hyper-parameters. Moreover, we illustrate the
method on a subset of a large-scale study of lung based in CT images of COPD
patients. In this experiment, we characterize co-occurring image and genetic
patterns in the data.

4.1 Simulation

To evaluate the performance of the method, we sampled the data from the
proposed hierarchical model. In particular, we generated image and genetic sig-
natures for S = 100 subjects from 20 population-level topics while limiting the
number of subject-specific topics to 5. We used Beta(1,8) and Beta(1,1) for
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Fig. 2: Simulated data results. (a) Variational lower bound F(¢*) for different values of
(a,w). (b) The number of topics discovered by the model as a function of w averaged
over a. (¢) Normalized mutual information between the true and the discovered topics
for our method and for k-means clustering (K-M) applied to pooled data. The number
of discovered topics is reported in brackets under the corresponding value of w (w
gene,w/o gene).

population-level and subject-specific stick-breaking proportions that govern the
relative frequencies of the topics, leading to more spread out weights at the pop-
ulation level than those at the subject level. We draw the imaging signature
parameters for population topics from a 2-dimensional NIW distribution with a
zero mean vector, identity covariance matrix, and the shape and scale param-
eters set to 5 and 0.5. The subject-specific image signatures (N = 75 for all
s) are drawn from Gaussian distributions whose parameters are determined by
the corresponding image parameters of the population topic. The weights of the
genetic signature for each population-level topic are drawn from a Dirichlet dis-
tribution with all parameters set to one. The subject-specific genetic signatures
(M = 65 for all s) are drawn from a categorical distributions determined by the
weights of the corresponding genetic signature of the topic model.

Hyper-parameters w and a control the model size, i.e., the number of top-
ics at the population level and the subject level respectively. Of the two, the
population-level parameter w has a broader influence on how well the model
explains subject-specific data. We sweep a range (0.5,5.0) for both parameters.
Fig reports the value of the lower bound F'(¢*) for each pair of the parameter
setting which we use for model selection. We observe that the algorithm’s perfor-
mance depends smoothly on the parameter values. In subsequent experiments,
we set « to the optimal values based on F(¢*) and study the behavior of the
model for a range of values of w. Fig2b reports the number of population topics
estimated by the model as a function of w. Not surprisingly, the model size grows
with w, but is quite stable for a wide range of values of w.

To evaluate the effects of the hierarchical model and of joint modeling of
image and genetic information, we compare our approach (with/out genetic data)
to a k-means algorithm applied to the pooled data from all subjects. We apply
the baseline k-means clustering to image data only, and also to the data set of
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Fig. 3: Example simulated image data using 2D features. (a) Features from all subjects
pooled into one set. Colors correspond to true topics, unavailable to the algorithm. (b)
Image features for a single subject in a set. (¢) Topics recovered by our algorithm (with
genetic data) for the same subject based on the whole data set. (d) Topics recovered
by k-means clustering applied to the pooled data in (a).

image signatures of all supervoxels concatenated with the entire genetic signature
of the same subject. Fig2e compares our method with the two k-means variants
using a standard measure of normalized mutual information (v-measure) [15]
between the true and discovered topics. The measure varies between 0 and 1;
1 corresponds to the perfect match. While adding genetic information to image
features boosts the performance of our method and clustering on pooled data,
our hierarchical model outperforms both baseline methods substantially for a
wide range of values of w. The difference between two variants of our method
(with/out genetic) illustrates the value of the side information to improve the
performance. Fig3|illustrates this point on an example from our simulations for
one setting of the parameters.

e ol it

SNP B SNP B SNP

rsl1  0.0854 rsll  0.0869 rsll  0.0845
rs19  0.0802 rs19  0.0797 rsl0  0.0774
rs1l3  0.0774 rs10  0.0771 rs19  0.0757
rs10  0.0763 rsl3  0.0741 rs12  0.0731
rs12  0.0736 rs12  0.0731 rs1l3  0.0699
rs20  0.0735 rsl5  0.0710 rs20  0.0697

Fig. 4: Representative patches of three topics (each row) randomly drawn from patients
with different severity of emphysema. The Topic 1 is the most frequent topic across all
subjects presenting along the edges of the lung. The tables below report the top six
SNPs for each topic with their estimated relative weights. We observe that the genetic
signatures vary across topics.



4.2 COPD Study

We apply the method to CT images of lung in 1790 subjects from a large-scale
COPD study. After automatic segmentation of the lung [2], we compute in-
tensity histograms and Rotation-Invariant Histogram of Gradient [12] for every
voxel. This dense 28-dimensional descriptor quantifies the local texture of every
voxel and is rotationally invariant. We chose to work with this particular tex-
ture descriptor based on our previous experience with classification of lung image
patches, where combining intensity histogram and texture descriptors substan-
tially improved classification accuracy, suggesting that the texture features offer
significant complementary information for sub—typingﬂ We employ a modified
version of super-voxelization method [1] to subdivide the lungs into coherent,
spatially contiguous regions. For each supervoxel, the intensity histogram is rep-
resented with 10 bins within the CT intensity range relevant to emphysema.
Finally, we concatenate the intensity and the texture descriptors and pool all
features vectors of all subjects and apply Principal Component Analysis to re-
duce the dimensionality to 15, i.e., I, € R'. Moreover, we compiled a list of
SNPs that are highly correlated with the lung function based on GWAS for dif-
ferent clinical phenotypes, such as respirometry measurements [3]. The list is
compiled based a relatively stringent p—valueﬂ Based on our experience with the
simulated data and the expected number of disease subtypes, we set K = 20
and T = 10. Furthermore, we set & = 1, w = 5 and set uninformative priors for
the image and genetic signature parameters.

The method summarizes the population into seven population-level topics.
The number of topics per patient varies from one to four. Fig[4] visualizes the top
three topics in the CT space of three different subjects in the study, together
with top six minor alleles in the genetic signature of each topic. We observe
that the genetic signatures (relative weights or rankings) vary across topics,
suggesting variable genetic patterns that give rise to different image properties.
To visualize the spatial distribution of the topics, we first identify a subject with
the maximum number of topics detected. We then compute the membership
value of the supervoxel in the population-level topics (i.e., >, ¢1, (£)&st). Fig
illustrates such spatial maps for the three topics reported in Figldl We observe
that the spatial pattern varies across topics, with localized topic 1 and widely
diffuse topic 2.

5 Discussion and Conclusions

We proposed and demonstrated a generative model based on the truncated Hi-
erarchical Dirichlet Process to identify common image and genetic patterns in
a population (i.e., population-level topics). The underlying assumption of our
model is that every subject is a superposition of few topics. Our main contribu-
tion is to model side information jointly with imaging data. We demonstrated

. While histogram and texture alone yield around 45% and 46% 10-fold cross-validation accuracy
rates for six classes, the combination produced 61% accuracy confirming that the texture feature
we used has a significant additional information for sub-typing

2 For the anonymous review stage, we masked the exact SNPs locations.
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Fig. 5: Spatial distribution of the top three topics from Fig in one subject. The color
indicates the posterior probability. The warmer the color, the higher the probability.

the method on synthesized data and reported preliminary results for the COPD
study.

Once population-wide template of image and genetic variability has been
constructed, it enables us to answer many interesting questions about the het-
erogeneity of the disease in the population and in individual subjects. In par-
ticular, investigating the variability of topic representation in different subjects
and using subject-specific topic proportions, promise to provide a handle on how
the disease varies in a population and suggest numerous interesting directions
for future work.
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Appendix: Variational Bayes Inference Procedure

Combining all components of the model defined in Section [2] we construct the joint
distribution ofKall variables in the model:

p(D,8,P) = [ [ ple, Zusn") p(Bri n) p(ows w) x
k=1

population-level topics

S T N M
H Hp(cst‘vk)p(ﬂ-st; a) H p(zin‘ﬂ-st) p(ISnlzin’ Cst, {lf/ka Ek}) H p(ZsGm|7rst)p(Gsm|ZsGm7 Cst, Bk)y
s=1 t:l_’_/n:1A/_/ m*la’_/

topics for subject s image topic image likelihood B genetic topic genetic likelihood

where N and M are the number of supervoxels and minor alleles, respectively, identified
for subject s.



Algorithm 1 Variational Bayes update rules.
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Fig. 6: Left: Graphical model that represents the joint distribution. The open gray and
white circles correspond to the observed and the latent random variables, respectively.
The full circles represent fixed hyper-parameters. Superscript I and G denote image
and genetic parts of the model respectively. Right: Update rules for the variational
parameters.

We choose a factorization for the distribution ¢ that captures most model assump-
tions and yet is computationally tractable:

K

I\ -G N
q(S,P) :H NIW (uk, X; M) Dir(Br; 7 ) Beta(vi; @x) X

k=1

population-level topics
s T N
H H at(cst; Es¢) Beta(mse; st ) H Cat( Zsm¢sn H Cat( zsm,qﬁsm),
s=1t=1 n=1 m=1

topics for subject s image topic genetic topic

where we choose an appropriate approximating distribution for each latent variable
and use”to denote parameters of the approximating distributions. The optimization is
defined in the space of the variational parameters {f)l, 7%,0,&, &, ¢!, qu}. We omit the
derivation of the updates due to space constraints; Algorithm[I] provides pseudocode for
the resulting updates. We run the algorithm five times starting from different random
initializations and report the result with the highest lower bound F(q) .

Once the algorithm converges, we estimate the population-level quantities of inter-
est as means of the corresponding approximating distributions:

fue = E [ux|D] = E, [Mk;fhﬁ} Sp =E[Zk|D] ~ E, [Zé;ﬁi] , B =E[Bk|D] ~ E, [ﬂz?;ﬁz?] .

Each expectation above can be easily evaluated from the parameters of the correspond-
ing distribution. In addition, we construct spatial maps that display the posterior prob-
ability of each population topic for each supervoxel in a particular subject s to visually
evaluate the disease structure in that subject.
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